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Abstract.

A sensor network localization problem can be formulated as a quadratic optimization prob-
lem (QOP). For quadratic optimization problems, semidefinite programming (SDP) relax-
ation by Lasserre with relaxation order 1 for general polynomial optimization problems
(POPs) is known to be equivalent to the sparse SDP relaxation by Waki et al. with re-
laxation order 1, except the size and sparsity of the resulting SDP relaxation problems.
We show that the sparse SDP relaxation applied to the QOP is at least as strong as the
Biswas-Ye SDP relaxation for the sensor network localization problem. A sparse variant
of the Biswas-Ye SDP relaxation, which is equivalent to the original Biswas-Ye SDP relax-
ation, is also derived. Numerical results are compared with the Biswas-Ye SDP relaxation
and the edge-based SDP relaxation by Wang et al.. We show that the proposed sparse SDP
relaxation is faster than the Biswas-Ye SDP relaxation. In fact, the computational efficiency
in solving the resulting SDP problems increases as the number of anchors and/or the radio
range grow. The proposed sparse SDP relaxation also provides more accurate solutions than
the edge-based SDP relaxation when exact distances are given between sensors and anchors
and there are only a small number of anchors.
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1 Introduction

Sensor network localization problem arises in monitoring and controlling applications using
wireless sensor networks such as inventory management and gathering environment data.
Positioning sensors accurately in a wireless sensor network is an important problem for the
efficiency of the applications where including GPS capability on every sensor in a network of
inexpensive sensors is not an option. It is also closely related to distance geometry problems
arising in predicting molecule structures and to graph rigidity.

The problem is to locate m sensors that fit the distances when a subset of distances
and some sensors of known position (called anchors) are provided in a sensor network of
n sensors, where n > m. Finding the solutions of this problem is a difficult problem. It
is known NP-hard in general [20]. Various approaches thus have been proposed for the
problem [1, 9, 10, 13, 14] to approximate the solutions.

Biswas and Ye [2] proposed a semidefinite programming (SDP) relaxation for the sensor
network localization problem. A great deal of studies [3, 4, 5, 23, 28, 31] has followed in
recent years. Compared with other methods for the problem, the SDP relaxation by [2]
aimed to compute an accurate solution of the problem. Solving a large-scale SDP relax-
ation using software packages based on the primal-dual interior-point method [27, 32] is,
however, known to be a computational challenge. As a result, the size of the sensor network
localization problem that can be handled by the SDP relaxation is limited as mentioned
in [3]. For the sensor network localization problem with a larger number of sensors, a dis-
tributed method in [3] was introduced, and a method combined with a gradient method
[19] was proposed to improve the accuracy. The second-order cone programming (SOCP)
relaxation was studied first in [9], and [28]. The solutions obtained by the SOCP relaxation
are inaccurate compared to that by the SDP relaxation [28]. Edge-based SDP (ESDP) and
node-based SDP (NSDP) relaxations were introduced in [31] to improve the computational
efficiency of the original Biswas-Ye SDP relaxation in [2]. These SDP relaxations are weaker
than the original SDP relaxation in theory, however, computational results show that the
quality of the solution is comparable to that of the original Biswas-Ye SDP relaxation. It
is also shown that much larger-sized problems can be handled.

In the sum-of-squares (SOS) method by Nie in [23], the sensor network localization
problem was formulated as minimizing a polynomial with degree 4, and the solutions were
found at the global minimizer. Sparsity of the polynomial objective function with degree
4 was utilized to reduce the size of the SOS relaxation. The advantage of this approach is
that it provides highly accurate solutions. Numerical results for n = 500 in [23] showed that
accurate solutions were found if exact distance information was given.

When solving a polynomial optimization problem (POP) as in [23], one of the deciding
factors of the computational efficiency is the degree of the polynomials in the POP. The
degree (and sparsity if exploited) decides the size of the SDP relaxation problem generated
from the POP. Whether the global minimizer of a POP can be obtained computationally
depends on the solvability of the SDP relaxation problem. It is thus imperative to have
polynomials of lower degree in POPs to find the global minimizer of the POPs.

For general POPs, Lasserre [17] presented the hierarchical SDP relaxation whose con-
vergence to a global minimizer is theoretically guaranteed. More accurate solutions can be
computed if increasingly larger-sized SDP relaxations, whose size is decided by a positive
number called the relaxation order, are solved. The size of POPs that can be solved by



Lasserre’s SDP relaxation remains relatively small because the size of the SDP relaxation
grows rapidly with the degree of the polynomials and the number of variables. A sparse SDP
relaxation for POPs using the correlative sparsity of POPs was introduced to reduce the
size of the SDP relaxation in [30]. We call Lasserre’s relaxation the dense SDP relaxation
as opposed to the sparse SDP relaxation in [30]. Although the theoretical convergence of
the sparse SDP relaxation is shown in [18] for correlatively sparse POPs, the sparse SDP
relaxation is theoretically weaker than the dense SDP relaxation in general.

For quadratic optimization problems (QOP), however, the sparse SDP relaxation with
the relaxation order 1 and the dense SDP relaxation with the same relaxation order 1
are equivalent except the size and the sparsity of the resulting SDP relaxation problems as
mentioned in Section 4.5 of [30]. Thus, the solution obtained using the sparse SDP relaxation
is as accurate as the one by the dense SDP relaxation. Motivated by this observation, we
study a QOP formulation for the sensor network localization problem. Our main objective
is to improve the speed of solving the sensor network localization problem by exploiting the
sparsity in the QOP formulation. The relationship between the Biswas-Ye SDP relaxation [2]
and the dense SDP relaxation [17] of the proposed QOP formulation is examined. We show
that the dense SDP relaxation with the relaxation order 1 (or the sparse SDP relaxation with
the relaxation order 1) applied to the QOP formulation of the sensor network localization
problem is at least as strong as the Biswas-Ye SDP relaxation in [2]. We also derive a sparse
variant of the Biswas-Ye SDP relaxation and show that it is equivalent to the original Biswas-
Ye SDP relaxation. We note that the dense SDP relaxation with the relaxation order 1 is
a special case of the SDP relaxation by Shor [24, 25] for general quadratic optimization
problems. See also the work of Fujie and Kojima in [11].

The QOP is solved numerically by SparsePOP [29], a matlab package for solving POPs
using the correlative sparsity. A technique introduced in [16] is employed to improve the
computational efficiency. Numerical results are compared with those with the Biswas-Ye
SDP relaxation and the edge-based SDP relaxation in [31]. We show that (i) the proposed
sparse SDP relaxation is faster than the Biswas-Ye SDP relaxation, (ii) less cpu time is
required as the number of anchors and/or the radio range of sensors increase, (iii) more
accurate solutions can be obtained using the sparse SDP relaxation than the edge-based
SDP relaxation when exact distances are given between sensors and anchors and there are
only a small number of anchors.

The sensor network localization problem is stated in detail in Section 2. A QOP formula-
tion for the sensor network localization problem with exact and noisy distance measurements
is presented. In Section 3, the dense and the sparse SDP relaxations are explained. A sparse
variant of the Biswas-Ye SDP relaxation is described. We show that the dense SDP relax-
ation is at least as strong as the Biswas-Ye SDP relaxation. Additional techniques to reduce
the size of the SDP relaxation, to refine solutions, and to choose the objective functions are
shown in Section 4. Section 5 includes numerical results comparing with the results from
the Biswas-Ye and the edge-based SDP relaxations. Section 6 contains concluding remarks
and future directions.



2 Sensor network localization problems

Consider m sensors and m, anchors, both located in the ¢-dimensional Euclidean space R,
where ¢ is 2 or 3 in practice. Let n = m + m,. The sensors are indexed with p =1,...,m
and the anchors with r = m+1,...,n. We assume that the location a, € R’ of anchor r is
known for every r =m +1,...,n, but the location a, € R* of sensor p is unknown for any
p=1,...,m. We denote the exact distance ||a, — a,|| > 0 between sensors p and ¢ by d,,
and the exact distance ||a, — a,| > 0 between sensors p and r by d,.. The exact values are
not usually known in practice. Let N, be a subset of {(p,q) : 1 < p < ¢ < m} (the set of
pairs of sensors) and N, be a subset of {(p,7) : 1 <p <m, m+1 <r <n} (the set of pairs
of sensors and anchors). Then, a sensor network localization problem is described as follows:
Given distances (often containing noise) a?pq ~ d,, between sensors p and ¢ ((p,q) € N, and
distances dpr ~ d,, between sensors p and r ((p,r) € N,), compute or estimate locations a,,
of sensor p (p =1,...,m). We consider the problem with exact distances in Section 2.1 and
the problem with noisy distances in Section 2.2. Both problems are reduced to quadratic
optimization problems (QOPs). The sparse SDP relaxation [30] with the relaxation order 1,
which is equivalent to the dense SDP relaxation [18] as mentioned in Section 3.2, can be
applied to the QOPs.

Naturally, we can represent a sensor network localization problem in terms of a geo-
metrical network. Let N = {1,2,...,n} denote the node set of sensors p = 1,2...,m and
anchors r = m + 1,m +2,...,n, and N, UN, the set of undirected edges. We assume
that all the nodes are located in the /-dimensional space. To construct a geometrical net-
work representation of the problem, we consider a graph G(N, N, UN,) and add a positive
number cipq on each edge (p,q) € N, and a positive number czp,, on each edge (p,7) € N,.
Note that the node set N is partitioned into two subsets, the set of sensors p =1,2,...,m
whose locations are to be approximated and the set of anchors r = m +1,m+ 2,...,n
whose locations are known. Our main concern is to compute the locations of sensors with
accuracy and speed. Thus, we focus on the methods of extracting a small-sized and sparse
subgraph G(N, E’) from G(N, E) in Section 4.1. We then replace the graph G(N, N, UN,)
by such a subgraph G(N, E’) in numerical computation. In this section, however, we for-
mulate a sensor network localization problem with the graph G(N, N, UN,) in a quadratic
optimization problem (QOP).

2.1 Problems with exact distances

When all of the given distances dp, ((p,q) € N3) and d,, ((p,r) € N,) are exact, that
is, dpg = dpg ((p,q) € Nyu)y dpr = dpe ((p,7) € N,), the locations x, = a, of sensors
p =1,...,m are characterized in terms of a system of nonlinear equations

dpg = pr - qu (p7 Q) €N, and dpr = ”wp - ar” (p: 1”) e N.,.

To apply SDP relaxation, we transform this system into an equivalent system of quadratic
equations

dpy = l|Zp — 24|* (p.q) €N and dy, = ||z, — a.[” (p,7) € N (1)



In practice, a radio range p > 0 often determines N, and N,.

No = {lp,r):1<p<m, m+1<r<n, |a, —a,|| < p}.

If the radio range p > 0 is sufficiently large, the sets N, and N, coincide with the entire
sets {(p,q) : 1 <p<qg<m}and {(p,r) : 1 <p<m, m+1<r < n}, respectively.
Decreasing the radio range p > 0 reduces the size of the sets A/, and N, monotonically.
For smaller size N, and N, the system of quadratic equations (1), which is rewritten as
(3) below, is more likely to satisfy a structured sparsity called the correlative sparsity in the
literature [15, 30]. This sparsity can be utilized to increase the effectiveness of the sparse
SDP relaxation [30] when applied to the POPs (4) and (6).

Introduce an ¢ X m matrix variable X = (x1,...,2,) € R”™. Then, the system of
equations above can be written as

¢ ¢ ¢
2 2 2

dpq = Zsz —2 ZXiPXiq + Zqu (p’ q) € N:Cy

i=1 i=1 i=1 (3)
¢ ¢
dz, :ZXfp—22XipaiT+ la > (r,q) € N.

i=1 i=1

Here, X, denotes the (¢, p)th element of the matrix X or the ith element of x,. We call
(3) a system of sensor network localization equations, and a matrix variable or a solution
X = (x1,...,2m) € R™™ of the system (3) a sensor location matriz. By introducing an

objective function that is identically zero, QOP for the sensor network localization without
noise is obtained:

minimize 0 subject to the equality constraints (3). (4)

Let Ly denote the set of solutions X € R™™ of the system of sensor network localization
equations (3) (or the POP (4)).

2.2 Problems with noisy distances

When the given distances d,, > 0 ((p,q) € N,) and d,, > 0 ((p,r) € N,) contain noise,
the system of sensor network localization equations (3) with dy, = d,y ((p,q) € N) and
dpy = dpr ((p,7) € Ny) may not be feasible. In such a case, we can estimate the locations
of sensors with a least square solution X of (3), i.e., an optimal solution of the problem

minimize Z (ci;q — ||z, — x,|I*)* + Z (CZJZW — |lz, — a,|]?)? (5)
(p,q) € N (p,7) € Na

Notice that this is an unconstrained POP. Nie [23] applied the SDP relaxation [17] to the
POP of this form. He also proposed a sparse SDP relaxation exploiting a special structure
of the POP (5), and reported some numerical results. His sparse SDP relaxation possesses
a nice theoretical property that if the system of sensor network localization equations (3)
with dp, = dpg ((p,q) € No) and dp, = d, ((p,7) € N) is feasible or if the POP (5) attains
the optimal value 0, then so dose its sparse SDP relaxation. As a result, the sparse SDP



relaxation is exact. A disadvantage of this formulation (5) lies in the high degree of the
polynomial objective function, degree 4, in the unconstrained POP (5). Note that degree 4
is twice the degree of polynomials in the system of quadratic equations (3). This increases
the size of the sparse SDP relaxation of the unconstrained POP (5).

We can reformulate the POP (5) as a quadratic optimization problem (QOP)

e 2 2 )
minimize Z Epg t Z Epr

waeN. ()N
¢ ‘
subject to cif,q = Z Xfp -2 ZXip iqg t Z . T &a (0 q) € €N, (6)
i=1 i=1

l ¢
- ZXEP - 2ZXipair + ||a'7‘||2 + é'pr (T7 Q) € Na;
i=1 i=1

Ve

where ,, denotes an error variable. Now, the polynomials in the problem (6) are of degree
2, a half of the degree of the objective polynomial of the POP (5), which makes the size of
the resulting dense SDP relaxation [17] smaller. In addition, the sparse SDP relaxation [30]
with the relaxation order 1 is equivalent to the dense SDP relaxation with the same order.

Further discussions on the problems with noisy distances and a new QOP formulation
are included in Section 4.5.

3 SDP relaxations

We describe SDP relaxations for the POP (4) derived from sensor network localization
with exact distances. The SDP relaxation described for the QOP (4) in Section 3.1 is a
special case of the SDP relaxation proposed by Lasserre [17] (the dense SDP relaxation)
for general POPs in the sense that the relaxation order is fixed to 1 for the QOP (4). We
also mention that the dense SDP relaxation described there is essentially a classical SDP
relaxation proposed by Shor [24, 25] for QOPs. Instead of just referring to [11, 17, 24, 25], we
describe the dense SDP relaxation in detail to compare with the Biswas-Ye SDP relaxation
2, 26] of the POP (4) in Section 3.2. In Section 3.3, we discuss sparse variants of the
dense SDP relaxation given in Section 3.1 and the Biswas-Ye SDP relaxation [2]. Most of
the discussions here are valid for the POP (6) for sensor network localization with noisy
distances, but the details are omitted.

The following symbols are used to describe the dense and sparse SDP relaxations. Let

T = {ip:1<i<t 1<p<m}, (7)
the set of subscripts of the matrix variable X.
#C = the number of elements in C (C C 7).

For every sensor location matrix variable X = (x4, ..., ;) € R”™ and C C Z, define

(Xip:ip € C) = the row vector variable consisting of X;, (ip € C), where the
elements are arranged according to the lexicographical
order of the subscripts ip € C; for example
if ¢ = {11,12,21,22}, then (X, : ip € C) = (X11, X12, Xo1, X22),
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and

(Xip 2 ip € C)T(Xip vip€C) = Z Z E(C)ipjqXipXjq, (8)
ipGC quC

where E(C);p;, denotes the #C x #C matrix whose (ip, jq)th element is 1 and all others 0.
Specifically, we write E;p;q = E(L):pjq ((ip,jq) € T x I);

(Xip Dp € .'Z-)T(le D1p € I) = Z Z EiquXipqu' (9)
ipEIquI

If C CZ and ip, jq € C, then each E(C);p;, forms a submatrix of E;,;,. Hence, the matrix
on the right-hand side of (8) is a submatrix of that of (9). We also note that

E(C)]qlp - E(C)zp]q (Zpa jq € C)7

as a result, the matrices in (8) and (9) are symmetric.

Replacing each X;,X;, by a single variable U;,;, in (9), we define a #Z x #Z matrix
variable U = ZipeI queI E;piqUipjq- From the identity X;, X, = X;,Xip, (ip, jg € 1),
we impose Uspjq = Ujgip, Or that the matrix U is symmetric. The matrix variable U serves
as a linearization of the polynomial (quadratic) matrix (X, : ip € Z)(X;, : ip € Z)T. We
also use the notation U(C) for the submatrix variable of U consisting of elements U,

(tp, g €C): U(C) =22, 22 jqeC E(CipjaUipjq-

3.1 The dense SDP relaxation

A polynomial (quadratic) matrix inequality

1 (X : (ip € T)) LT 1
0= ( (Xip: (ip € D) (Xyp: (ip € T))T(Xyp : (ip € 7)) ) €5 (10)

is added to the system of sensor network localization equations (3) to derive the dense SDP
relaxation. Since (10) holds for any sensor location matrix X € R”™ the solution set L
of (3) or the set of feasible solutions the POP (4) remains the same. Using (9), we rewrite
the polynomial matrix inequality (10) as

1 (Xip : (ip € I)) .
0= (Xp:ipeD)” Y3 EpXpX, | es?TTL (11)
ipel joel

Now we linearize (3) and (11) by replacing every X;, X}, with a single variable U;,;, (ip, jq €
7) and obtain SDP relaxations of the system (3) and the POP (4):

l l ¢ )
- ZUipz‘p_QZUipiq+ZUiqiq (p7 q) GN;,;,
1?1 1?1 i=1
=3 U 23 Xy + |l |? (p.7) € N, (12)
i=1 =1
1 (X, : (ip € T))
< P -
0= ( (Xip: (ip € )" U )



and
minimize 0 subject to the constraints (12). (13)

Let

. oxm (X, U) is a solution of (12)
b = {X cR " for some U e §fm>im

Proposition 3.1. Ly C L.

Proof:  Let X € Lg. Then, X satisfies (3) and (10). Let U be #Z x #Z symmetric
matrix whose components are given by Uy, = X3, X4 (ip, jq € Z). Then, (X, U) satisfies
(12). Therefore, X € Li4. g

3.2 Comparison of the dense SDP relaxation with the Biswas-Ye
SDP relaxation

The Biswas-Ye SDP relaxation [2] of the system of sensor network localization equations
(3) is of the form

dgq:Y}?p""Y;zq_m/pq (p,q) € N, )
¢
2 _ 2 .
dpr_ Ha’TH _2Z;lea”’+)/pp (p,r) eNa’ (14)
I, X
<
(4 3) |
Here I, denotes the ¢ x ¢ identity matrix and
YVll qu }/1771
Y = | Y o Y o Y |esm (15)
Yoi o Yo oo Yo

a matrix variable. Let

I {X c RO - (X,Y) is a solution of (14) }
2d = :

for some Y € §™*™

Proposition 3.2. Ly C Log.

Proof:  Suppose that X € Ly4. Then, there exists a U & S*L such that (X, U) satisfies
(12). Let C; ={ip: 1 < p <m} (1 <i < ¥). Then, #C; = m. Define an m x m
symmetric matrix Y by Y = 32t U(C;) or Yy = S0 Uipiq (1<p<m, 1<qg<m).
We show that (X, Y) satisfies (14); then X € Ly, follows. By definition, we observe that

¢ ¢ ¢
Yip = E :Uipipv Yo = E :Uim’q and Yy, = E :Uiqiq

oo



for every p=1,...,m and ¢ = 1,...,m. Thus, the first two relations of (14) follow from
the first two relations of (12), respectively. Now, we consider the matrices

1 (Xip @ (i,p) € Ci) .
( (Xip : (i,p) € Cy)T U(C) ) (I<i<m). (16)

Note that the matrices in (16) are positive semidefinite because they are submatrices of
the positive semidefinite matrix

( 1 (X : (ip € T)) )
(Xip : (ip € I))" U

in (12). The positive semidefiniteness of the matrices in (16) implies that
O 2U(C;) — (Xip: (i,p) € Ci)(Xip 2 (i,p) € Ci)T (1 <i < 0).

As a result,
¢
O = Z (U(C) — (Xip: (i,p) € C)(Xip: (i,p) €C)") =Y — X" X.
i=1

Finally, the relation O <Y — X7 X is equivalent to the last relation of (14).

From the proof above, we can say that the Biswas-Ye SDP relaxation is an aggregation
of the dense SDP relaxation described in Section 3.1. Propositions 3.2 makes it possible to
apply some of the results on the Biswas-Ye SDP relaxation in [2] to the dense SDP relaxation
given in Section 3.1. Among many results, it is worthy to mention that if the system of
sensor network localization equations (3) is uniquely localizable, then Ly = L1y = Lag. See
Definition 1 and Theorem 2 of [26].

3.3 Exploiting sparsity in the SDP relaxation problems (13) and
(14)

It is convenient to introduce an undirected graph G(V,N,) associated with the sensor
network localization problem to discuss sparsity exploitation in its SDP relaxations, where
V ={1,...,m} denotes the set of sensors and N, indicates the set {{p,q} : (p,q) € N}
of undirected edges of the graph. Let G(V,E) be a chordal extension of G(V,E), and
C1,...,Cy be the family of all maximal cliques of G(V, E). A graph is called chordal if
every cycle of length > 4 has a chord (an edge joining two nonconsecutive vertices of the
cycle). For the definition and basic properties of chordal graphs, we refer to [6]. We note
that k < m since G(V, E) is chordal. We assume that G(V, E) is sparse or that the size of
each maximal clique of G(V, E) is small. When the set N, is determined by (2) for a small
radio range p > 0, this assumption is expected to hold.

It should be noted that G(V, N,) is obtained as a subgraph of the graph G(N, N ,UN,),
which has been introduced as a geometrical representation of a sensor network localization
problem, by eliminating all anchor nodes {m+1,m+2,...,n} from N and all edges in N,.
This means that anchors are not relevant at all to the discussion in this section on exploiting
sparsity in the SDP relaxation problems. However, the edges in N, play a crucial role in

9



extracting a smaller and sparser subgraph G(V, N, N E) of G(V,N,), to which the method
of this section can be applied for some £ C A, UN,. The main purpose of extracting a
subgraph is that the sensor network localization problem with the reduced graph G(N, E)
can be solved more efficiently, resulting in highly accurate approximations of the locations
of sensors. This will be discussed in Section 4.1.

A sparse SDP relaxation problem of the QOP (4) can be derived in two different ways.
The one is an application of the sparse SDP relaxation by Waki, Kim, Kojima and Mura-
matsu [30] for solving a general sparse POPs to the QOP (4), and the other is an application
of the positive definite matrix completion based on [12, 21] to the dense SDP relaxation
problem (13). The correlative sparsity in POPs is an essential property in the former ap-
proach, while the aggregated sparsity plays a crucial role in the latter.

We derive a sparse relaxation simultaneously using the positive definite matrix comple-
tion from the dense SDP relaxation problems (13) and (14). The derivation of a sparse SDP
relaxation problem of the QOP (4) via the positive definite matrix completion has not dealt
previously. It is simple to describe, more importantly, it is consistent with the derivation of
a sparse counterpart of the Biswas-Ye SDP relaxation problem (14).

First, we rewite the SDPs (13) and (14) in an equality standard primal SDP of the form

minimize Ay @ Z subject to A, e Z =10, (t€T) Z = O, (17)

where T' denotes a finite index set. For (13), we define

. XOO (sz . (Zp S I))
Z = ( (Xp: (ip € T))T U ) ’ (18)

and for (14),

Z:(;‘;‘;{) (19)

After the equality standard form SDP is obtained, the positive definite matrix completion
method [12], or the conversion method using positive definite matrix completion [21] can be
applied. Specifically, the application of the conversion method to (17) leads to a sparse SDP
relaxation problem of (13) and a sparse variant of the Biswas-Ye SDP relaxation problem
(14). The sparse SDP relaxation derived here is essentially the same as the sparse SDP
relaxation [30] with the relaxation order 1 for the QOP (4). It should be emphasized that
the resulting SDP problems are equivalent to the dense relaxation problems (13) and (14).
We explain the derivation in detail below.

Let V denote the index set of rows (and columns) of the matrix variable Z. We
assume that the rows and columns of the matrix Z in (18) are indexed by 00 and ip
(t=1,...,¢, p=1,...,m) in the lexicographical order and those of the matrix Z in (19)
by 01,...,0¢, %1,...,%m. Hence, V = {00, ip (i = 1,...,¢, p=1,...,m)} for (13), and
V ={10,...,00,%1,...,«m} for (14), where * denotes a fixed symbol or integer larger than
¢ so that each element of A; can be written as [A¢]ipjq-

As in [12], we introduce the aggregated sparsity pattern & of the data matrices

E = {(ip,jq) € V xV :[A]ipjq # 0 for some t € T'},

10



where [Ay];p;, denotes the (ip, jg)th element of the matrix A;. The aggregated sparsity
pattern can be represented geometrically with a graph G(V,£). Note that the edge set of
the graph {{ip,jq} € & : ip is lexicographically smaller than jq} has been identified as &£
itself.

Now, construct a chordal extension GG (V,&) of G(V, €) by simulating the chordal exten-
sion from G(V, E) to G(V, E). For (13), define
E = {{00,ip} (1<i<t 1<p<m)}
U{{ip.ja} (pa) €E, 1<i<t, 1<) <0)}
U{{ip,jp} (1 <p<m, 1<i<j<O)},
Ch = {00, 1p,....0p (p € C)} (1< h <),
and for (14),

|
Il

{{i0,j0} (1 <i<j <)}
U{{i0,%p} (1<i<{ 1<p<m)}
- U{{xp, xq} ((p.q) € E)},
Cn = {10,...,€0,*p (p S Ch)} (1 <h< ]{7)
Then, we can verify that G(V, ) forms a chordal extension of G(V, £), and that Cy,...,Cy

are its maximal cliques in both cases.
If we apply the conversion method [21] to (17) using the information on the chordal

graph G(V, €) and its maximal cliques C1,...,Cg, then we obtain an SDP problem

minimize Age Z }

subject to A, e Z =b, (€ T), Zg o = O (1<h<h). (20)

Here Z;  denotes a submatrix of Z consisting of the elements Zj,e; ((i,p) € Ch, (j.p) €

Cp). If the size of every Cj, is small, we can solve the SDP (20) more efficiently than the
original SDP (17)
For (13), the SDP (20) is rewriiten as

minimize 0

l 4 l
dz2>q = Z Uipip —2 Z Uipiq + Z Uiqiq (pa Q> € Nm>
=1 =1 =1

¢ ¢
21
=3 Uy =23 Xy P (0.7) € N, 2
i=1 i=1
1 (X : (ip € Cp))
O < ~ p = 1< h<Ek),
- ( (Xip: (ip € Cp))T U(Cp) (Ishs<k) )
where C, = C,\{00} = {1p,....0p (p € Cy)}. For (14), the (20) is rewritten as
minimize 0 )
d;2>q =Yy + Yy — 2V, (p.q) €N,
¢
d}%’/‘ = [la.|]* - 22Xipair + Yy (p,7) € N, (22)
i=1
I, (x, :peCh) )
O < P 1< h<k),
- ( (@, peCi)’  Yq,q, I<h<h) )
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where (x, : p € C},) denotes the ¢ x #C), matrix variable consisting of x, (p € C}) and
Y ¢, ¢, & submatrix of Y consisting of elements Y, (p € Cj,, ¢ € Cy). Let

B oxm (X, U) is a solution of (21)

b = {X R or some U ¢ §mxim ’

_ ixm . (X,Y) is a solution of (22)
L = {X R for some Y € §™*™ :

Proposition 3.3. L, = L1y C Loy = Log

Proof: By Proposition 3.2, we know that L1y C Log. The equivalence of the SDPs (17)
and (20) is established in [12]. Hence Lis = L1g and Log = Loy follow.

We briefly mention a generalization of the sparse variant (22) of the Biswas-Ye SDP
relaxation, which includes the node-based and edge-based SDP relaxations of sensor network
localization problems proposed in [31]. They are regarded as further relaxations of the
Biswas-Ye SDP relaxation. We call them NSDP and ESDP, respectively, as in [31]. Our
sparse SDP relaxation described above is compared with ESDP with numerical results in
Section 5.

Let I' be a family of nonempty subsets of the set {1, ..., m} of sensors. Then, a relaxation
of the Biswas-Ye SDP relaxation (14) is

minimize 0

d]%q =Y + Yy _Zzypq (p.q) € N,

B, = ol =23 Xyair + Vi (,7) € N, (23
i=1
I, X(CO)
< .
ox(xiey vior) @
Obviously, if we take the family of maximum cliques C1, ..., C}y of the chordal extension

G(V, E) of the aggregated sparsity pattern graph G(V, E) for I, the SDP (23) coincides with
the SDP (22). On the other hand, if I' = {{g € V : (p,q) € N} : p € V} in the SDP (23),
it becomes the NSDP relaxation, and if I' = {{p, ¢} : (p,q) € N.}, the ESDP relaxation
is obtained. In case of the ESDP relaxation, each member of the family I" consists of two
elements, and the matrix in the positive semidefinite condition of (23) is (¢ + 2) x (£ + 2).
Let L, and L. denote the solution sets of the NSDP and ESDP relaxation, respectively.
By construction, we know that Loy C L,, C L. It was shown in [31] that if the underlying
graph G(V, €) is chordal, then Lyy = L,,. In this case, we know that G(V, &) = G(V,€) and
that Loy = Loy = L, also follows from Proposition 3.3.

4 Additional techniques

We present two methods for reducing the size of the sparse SDP relaxation problem (21) to
increase the computational efficiency. In the method described in Section 4.1, the size of the
system of sensor network localization equations (3) is reduced before applying the sparse
SDP relaxation. The method in Section 4.2 is to decrease the size of the SDP relaxation

12



problem by eliminating free variables [16]. We also address the issues of strengthening the
sparse SDP relaxation by adding inequalities for the search region, refining solutions of
the SDP relaxation using a nonlinear least square method, and modifying the objective
function of the QOP (6) in Sections 4.3, 4.4 and 4.5, respectively. Except for the last
section Section 4.5, only the sparse SDP relaxation (21) of the QOP (4) from the sensor
network localization problem with exact distances is considered. All the discussions there,
however, can be applied to the sparse SDP relaxation of the POP(6) for the sensor network
localization problem with noisy distance.

4.1 Reducing the size of the system of sensor network localization
equations (3)

Recall that G(N, N, UN,) denotes a graph associated with the system of sensor network
localization equations (3), where N = {1,...,n} denotes the node set consisting of all
sensors and anchors. Consider subgraphs G(N, E’) of G(N,N, UN,) with the same node
set N and an edge subset E' of N, UN,. Let deg(p, E') denote the degree of a node
p € N in a subgraph G(N, E'), i.e., the number of edges incident to a node p € N. In the
(-dimensional sensor network localization problem, deg(p, E') > ¢+ 1 for every sensor node p
is necessary (but not sufficient) to determine their locations when they are located in generic
positions. Therefore, we consider the family G, of subgraphs G(N, E'") of G(N, N, UN,)
such that deg(p, E’) is not less min{deg(p, N, UN,), k} for every sensor node p, where x
is a positive integer not less than £+ 1. We choose a minimal subgraph G(N, E) from the
family G, and replace N, and N, by Ny, N E and N, N E, respectively, in the system of
sensor network localization equations (3).

When choosing edges from A, and A, for a reduced edge set E, we give the priority
to the edges in N, over ones in N,. More precisely, for every sensor p = 1,2,...,m, we
first choose at most s + 1 edges (p,7) € N, and then choose edges from N, to produce
a minimal subgraph G(NV, E) satisfying the desired property. As N, involves more edges,
the resulting subgraph G(V, N, N E) becomes sparser and small. Thus, the sparse SDP
relaxation in Section 3.3 for the reduced problem with the graph G(V,N, N E) can be
solved more efficiently. This will be confirmed through numerical results in Section 5.

With an increasingly larger value for x, we can expect to obtain more accurate locations
of the sensors though it takes longer to solve the sparse SDP relaxation. In the numerical
experiments in Section 5, we took kK = £ + 2.

A different way of reducing the size of the system of sensor network localization equations
(3) was proposed by Wang et al. [31]. They restricted the degree of each sensor node to a
small positive integer A. Let G* denote the family of subgraphs G(N, E') of G(N, E) such
that deg(p, £') < X for every sensor p. It was suggested to take A € {7,8,9,10} in their
MATLAB program ESDP of an SDP relaxation method proposed for the 2-dimensional
sensor network localization problem in [31].

We tested these two methods, the one choosing a minimal subgraph from the family G,
and the other choosing a maximal subgraph from the family G*, and found that the former
method is more effective when it is combined with the sparse SDP relaxation (21) described
in Section 3.3 and also with the Biswas-Ye SDP relaxation (14) described in Section 3.2.
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4.2 Reducing the size of the SDP relaxation problem (21)

We rewrite the sparse SDP relaxation problem (21) as a dual form SDP with equalities

k
maximize E b;y;
i=1

K (24)
subject to  ag — Zle a;y; =0, Ay — Z Ay = O.
i=1
for some vectors a; (i = 0,1,...,k), symmetric matrices A; (i = 0,1,...,k) and real
numbers b; =0 (i = 1,..., k). The corresponding primal SDP is of the form
minimize alz+ Aje Z (25)
subject to alz+ A; e Z=0b; (i=1,...,k), Z = O,

which contains free vector variable z. In [16], Kobayashi, Nakata and Kojima proposed a
method to reduce the size of the primal-dual pair SDPs of this form by eliminating the free
variable vector z from the primal SDP (25) (and the equality constraint ag — 3¢, a;y; = 0
from the dual (24)). We used an improved version of their method before applying SeDuMi
[27] to solve primal-dual pair SDPs (25) and (24) in the numerical experiments in Section
5. The method worked very effectively to reduce the computational time for solving the
SDPs (24) and (25). The improved method will be reported in a forthcoming paper, and
the details are omitted here.

4.3 Adding linear or quadratic inequalities describing the search
region

Suppose that unknown locations @1, . . ., &, of the sensors satisfy linear or quadratic inequal-
ities g;(@y,..., @) <0 (i =1,...,k). Then, these inequality constraints can be added to
the POPs (4) to strengthen the SDP relaxation. If g;(@q,...,@n) <0 (i = 1,...,k) are
convex, then any feasible solution (X,U) = (&1, ..., &y, U) of the sparse SDP relaxation
problem (21) satisfies the inequalities. For example, if the unit square [0, 1] x [0, 1] or the
unit circle {(x,y) : 2% + y* < 1} is the region for searching sensors 1, ..., x,, we can add
0<z, <1l(p=1,....m, i=1,2)or1—(x,) ®, >0 (p=1,...,m), respectively to the
POP (4).

4.4 Refining solutions by a nonlinear least square method

A nonlinear optimization method can be used to refine the solution obtained by an SDP
relaxation of the sensor network localization problem as suggested in [5], where the gradient
method is used. In the numerical experiments in Section 5, the MATLAB function “lsqnon-
lin” an implementation of the trust-region reflective Newton method [7, 8] for nonlinear
least square problems with bound constraints is used.
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4.5 Modification of the objective function for the sensor network
localization problem with noisy distances

When the given distances cqu ((p,q) € N,UN,) contain noise, the system of sensor network
localization equations (3) may not have any solution. To deal with noise, an objective
function should be introduced. If the true sensor locations a, (p = 1,...,m) were known
in advance, the root mean square distance (rmsd)

] m 1/2
— —a,l? 26
m(ZHw apu) (26)

could be an objective function. In fact, the rmsd has been used to evaluate the quality of
computed locations x, of sensors p = 1,...,m generated by numerical methods in [2, 3, 4,
28, 31]. Thus, it is reasonable to choose an objective function that can decrease the value
of the rmsd.

In Section 2.2, we have introduced the objective function (5), which was employed in
Nie [23]. The objective function used in [31] is

PR A LS

(p.q) €N, (p,1r) € Ny

dy, — ||z — a, || - (27)

Both of the objective functions involve the deviation ||z, — x,||* from dgq (or ||z, — |2

from dgr). We also tested the objective function

Z (Cqu — |z, —x,))* + Z (Czpr — |z, — a.|))*. (28)
(p,q) € No (p,7) € Na

This may be a better choice than the objective function (5) because deviations between cipq
and |z, — x,| ((p,q) € N, UN,) are involved more directly than the deviation between
their squares in (5) and (27). The minimization of this objective function can be formulated

as a QOP

minimize Z (chq — qu)2 + Z (dpr — va)Q )
(p.q) € (p.1) €N,
subject to  v2 — Hch > =0, vy, >0 ((p,q) € Ny, (29)
Vpr — 2p — a:]]* = 0, vy 20 ((p,7) € Na),
(1= @)dpg < Upg < (1 +1)dyq ((p:q) € No),
(1 ¢)dpr < v < (14 w) por ((0;7) € Na), J

where ¢ € [0,1] and ¢ > 0 are fixed real numbers. We note that the last two lines of
upper and lower bound constraints in (29) are added to strengthen the SDP relaxation (see
Section 5.6 of [30]), and that if we take ¢ = 1) = 0, then the QOP (29) coincides with the
QOP (4). The sparse SDP relaxation of the QOP (29) provided smaller rmsd values and
better solution quality than the sparse SDP relaxation of the QOP (6) in the numerical
experiments although it required slightly more cpu time since the objective function in (29)
is not as simple as that in (6).
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5 Numerical results

We compare the sparse SDP relaxation (SSDP) with an implementation of the Biswas-Ye
SDP relaxation [3] (FSDP) and the edge-based SDP relaxation [31] (ESDP). Recall that
SSDP is an application of the sparse SDP relaxation by Waki, Kim, Kojima and Muramatsu
[30] for a general sparse polynomial optimization problem to the QOP (4) for sensor network
localization problems with exact distances, and to the QOP (29) for problems with noisy
distances. For problems with exact distances, see also (21) for SSDP, (14) for FSDP and
(23) with T' = {{p,q} : (p,q) € N} for ESDP, respectively. ESDP is shown to be more
efficient than FSDP, the POP method in [23], and the SOCP relaxation in [28]. MATLAB
codes for ESDP and FSDP are downloaded from the website [33].

SDP relaxation problems are constructed by applying SparsePOP [30] to the QOPs (4)
and (29), and solved by SeDuMi [27] in SparsePOP. Both FSDP and ESDP use SeDuMi.
For refining the obtained solutions, ESDP utilizes the gradient method while SSDP uses a
nonlinear least square method provided by the MATLAB function Isqnonlin, which is an
implementation of the trust region Newton method [7, 8] for nonlinear least square problems
with bound constraints. As mentioned in Section 4.2, an improved version of the method
in [16] for handling equality constraints to reduce the size of the SSDP relaxation problem
is employed before applying SeDuMi for the numerical experiments.

Numerical test problems are generated as follows: m sensors a, (p = 1,2,...,m) are
distributed randomly in the 2-dimemensional unit square [0, 1]x[0, 1] or the 3-dimemensional
unit cube [0, 1]3, where m = 500 and 1000 are used in the 2-dimensional problems and
m = 250 in the 3-dimensional problems. Anchors are placed as follows:

center3 : 3 anchors at (0.5,0.5),(0.6.,0.5), (0.5,0.6),
bd3 : 3 anchors on the boundary points (0,0), (0.5,0), (0,0.5),
cornerd : 4 anchors on the corners (aq,as), a; € {0, 1},
5 x5 : 25 anchors on the grid (a1, az), a; € {0,1/4,2/4,3/4,1},
rand50 : 50 randomly placed anchors in [0, 1] x [0, 1],
rand100 : 100 randomly placed anchors in [0, 1] x [0, 1]

for 2-dimensional problems, and

centerd : 4 anchors at (0.5,0.5,0.5), (0.5,0.6.,0.5), (0.5,0.5,0.6),

(0.6,0.5,0.5),
bd4 : 4 anchors on the boundary (0,0, 0), (0.5,0,0), (0,0.5,0),
(0,0,0.5),
corner8 : 8 anchors on the corners (aq, as, as), a; € {0,1},

3x3x3 : 27 anchors on the grid (a1, as,as), a; € {0,1/2,1},
rand25 : 25 randomly placed anchors.

for the 3-dimensional problems. A radio range p chosen from {0.1, 0.2, 0.3} for the 2-
dimensional problems or from {0.3, 0.4, 0.5} for the 3-dimensional problems determines
the sets N, and NV, by (2). The exact distances

dpg = Hap - a’q“ ((p,q) € Na:) and dp, = ||ap —a.| ((p,r) € Na)
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are computed. For numerical problems with noisy distances, we further perturb the distances
as

dpq = (1 + O-EPQ)dpq ((p7 Q) S N:v) and dpr = (1 + Uepr)dpr ((p7 T) € Na)- (30)

Here o denotes a nonnegative constant, and €,, and ¢, are chosen from the standard normal
distribution N(0,1). We call ¢ a noisy factor, and we take o = 0.01 and ¢ = 0.1 for noisy
problems in Sections 5.2 and 5.3.

Throughout Section 5, p denotes radio range, A an upper bound for the degree of any
sensor node described in Section 4.1 for ESDP, x a lower bound for the degree of any sensor
node described in Section 4.1 for FSDP and SSDP, “cpu” cpu time in seconds consumed
by SeDuMi with the accuracy parameter pars.eps = 1.0e-5. The root mean square distance
(rmsd) (see (26)) is used to measure the accuracy of the locations of sensor p =1,2,...,m
computed by SeDuMi and to measure the accuracy of their refinement by the gradient
method in ESDP or the MATLAB function Isqnonlin in FSDP and SSDP. The values of
rmsd after the refinement are included in the parentheses. We note that ESDP provides
only rmsd after refining the locations of sensors. Numerical experiments were performed on

PowerPC 1.88GHz with 2GB memory.

5.1 Problems with exact distances

Tables 1 shows numerical results on the problems with 500 sensors randomly generated in
[0,1] x [0,1] and exact distances. If we compare the values of rmsd, we see that

(a) FSDP(4) and SSDP(4) attain similar quality of rmsd in all test problems, however,
cpu time consumed by FSDP(4) to solve SDP relaxation problems using SeDuMi is
larger than SSDP(4). In particular, the difference in cpu time becomes larger as p
increases to 0.2 and 0.3.

Based on this observation, ESDP and SSDP are compared on larger-scale problems with or
without noise in 2-dimensional and 3-dimensional space in the following discussion. Table 2
shows numerical results on the problems with 1000 sensors randomly generated in [0, 1] X
[0, 1] and exact distances. From Tables 1 and 2, we notice the following.

(b) For center3 and bd3 with p = 0.1, very large values of rmsd are obtained with ESDP(7),
ESDP(10) and SSDP(4). See Figures 1 for center3 with p = 0.1 in Table 1.

(¢) In cases of center3 with p = 0.2 and bd3 with p = 0.2 and 0.3, SSDP(4) attained rmsd
small enough to locate the sensors accurately while ESDP(7) and ESDP(10) did not.
See Figure 2.

(d) As the number of sensors is increased from 500 in Table 1 to 1,000 in Tablel 2, the
values of rmsd become smaller in many cases including center3 with p = 0.3 and
cornerd with p = 0.1.

(e) Except the cases mentioned in (b), (¢) and (d), ESDP(7), ESDP(10) and SSDP(4)

attain small values of rmsd.
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(f) SSDP(4) spend more cpu time to solve SDP relaxation problems by SeDuMi for corner4,
5 x 5, bd3 and center3 with p = 0.1, and less cpu time in all the other problems than
ESDP(7) and/or ESDP(10).

(g) In all test problems, cpu time consumed by SSDP(4) to solve SDP relaxation problems
using SeDuMi decreases as the radio range p increases. Note that as the radio range p
increases, N/, involves more edges, and the reduced problem after applying the method
in Section 4.1 becomes sparse and small. As a result, its SDP relaxation can be solved
faster. This can be observed in Table 3 where information on the sparsity of the SDP
relaxation problems constructed by SSDP is exhibited. It is known that the size of the
Schur complement matrix and the number of nonzeros of its sparse Cholesky factor,
which are denoted as sizeR and #nnzL, respectively, are key factors to measure the
size and the sparsity of the SDP relaxation problems. As p changes from 0.1 to 0.3,
the considerable decrease in sizeR and #nnzL leads to shorter cpu time by SeDuMi.

anchor p=0.1 p=0.2 p=0.3
SDP(A|k) | location rmsd cpu rmsd cpu | rmsd cpu
ESDP(7) center3 (1.4e-02) 107.9 (6.1e-03) 107.9 | (5.2e-04)  98.7
ESDP(10) | center3 (1.3e-:02) 117.0 (4.66-03) 103.0 | (9.0e-06) 161.0
FSDP(4) | center3 || 1.36-02(1.2¢-02) 393.1 | 3.7e-04(4.66-08) 519.7 | (5.5¢-00) 508.3
SSDP(4) | center3 || 8.4¢-03(7.7e-03) 164.1 | 1.7e-04(1.2¢-07)  56.2 | (3.3e-09)  30.9
ESDP(7) bd3 (2.8¢:02) 30.0 (2.1:02) 163.2 | (1.3e-02) 100.1
ESDP(10) bd3 (2.9¢-02) 476 (2.1:02) 262.0 | (1.0e-02) 169.3
FSDP(4) bd3 | 1.36-02(1.9¢-03) 461.6 | 5.26-06(1.46-07) 399.7 | (4.9¢-00) 548.9
SSDP(4) bd3 | 3.20-02(2.8¢-02) 172.6 | 2.6e-03(3.2¢-08)  60.3 | (2.6e-08)  34.1
ESDP(7) | cornerd (1.8¢-03) 394 (7.1-06) 2178 | (4.1e-07) 106.9
ESDP(10) | cornerd (1.1e-03)  82.2 (1.8¢:07) 237.5 | (8.4e-09) 106.6
FSDP(4) | cornerd || 7.80-04(3.00-04) 515.8 | 4.5e-06(8.36-00) 474.2 | (4.7e-10) 399.5
SSDP(4) | cornerd | 1.1e-03(3.0e-04) 243.8 | 4.70-06(4.8¢-00)  49.2 | (7.6e-10)  26.8
ESDP(7) 5x5 (8.9e-06) 98.0 (1.9e:09) 147.1] (6.6e-10) 46,5
ESDP(10) | 5x5 (1.1e-07) 683 (2.70:09)  93.9 | (5.3e-10) 1334
FSDP(4) 5x5 | 2.30-05(6.46-09) 340.6 | 1.2¢-06(3.1e-10) 317.2 | (1.9¢-00) 367.4
SSDP(4) 5 x5 || 1.8e-05(3.4e-09)  83.0 | 2.6e-06(1.9e-09) 7.6 | (2.9e-09) 9.5
ESDP(7) | rand50 (2.1e-05) 874 (5.00:09) 75.8 | (6.7e-10) 70.2
ESDP(10) | rand50 (9.0e-07) 144.1 (9.3¢-10) 104.9 | (9.8¢-10) 196.1
FSDP(4) | rand50 | 2.56-04(3.46-00) 352.0 | 1.3e-07(7.2¢-09) 386.9 | (4.3e-10) 410.2
SSDP(4) | rand50 | 5.4e-05(1.6e-08) 27.9 | 6.26:08(3.2e:00) 6.9 | (2.2e-15) 5.4

Table 1: Numerical results on a 2-dimensional problem with randomly generated 500 sensors

in [0, 1] x

[0, 1] and exact distances.

Tables 1 and 2 show that SSDP(4) does not attain small values of rmsd for the problems
of center3 and bd3 with p = 0.1, and Table 4 displays how rmsd is improved as A increases
to 5, 6 and 8. See also Figure 3.
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anchor p=0.1 p=0.2 p=0.3

297.9 445.1 663.0

SDP(A|x) | location rmsd cpu rmsd cpu | rmsd cpu
ESDP(7) | center3 (8.5e-03) 256.7 (4.9¢-03) 296.9 | (2.1e-05) 280.4
ESDP(10) | center3 (9.0e-03) 480.2 (3.9¢-03) 635.1 | (5.0e-06) 514.2
SSDP(4) | center3 || 4.7¢-03(4.30-03) 574.4 | 1.40-04(5.6e-10) 110.7 | (3.4-00) 716
ESDP(7) bd3 (2.0e-02) 1264 (1.5e-02) 321.0 | (8.2¢-03) 202.6
ESDP(10) bd3 (2.00-02) 2831 (1.46-02) 5604 | (6.30-03) 370.0
SSDP(4) bd3 | L.he-02(1.40-02) 557.0 | 9.66-04(2.30-08) 107.0 | (1.0c-09)  84.2
ESDP(7) | cornerd (2.40-04) 193.6 (4.30-06) 340.7 | (4.1e-08) 165.0
ESDP(10) | cornerd (9.76-05) 3518 (1.80-07) 593.8 | (2.0e-08) 278.7
SSDP(4) | cornerd || 3.50-05(3.9¢-08) 892.7 | 3.50-06(1.1e-08) 1013 | (9.0e-10)  55.2
ESDP(7) 5% 5 (4.50-08) 147.6 (1.36-09) 2059 | (2.50-09) 183.8
ESDP(10) | 5x5 (6.20-08) 2835 (1.2-00) 428.1 | (2.9e-10) 466.4
SSDP(4) 5% 5 || 2.00-05(4.3-00) 230.7 | 1.0e-06(9.6e-10)  19.3 | (1.8e-10) 14.2
ESDP(7) | rand100 (4.40-06) 179.7 (7.0¢- 10) 210.1 | (8.4c- 11) 925.0

(3.4e-08) (1.2¢-09) (3.7e-10)

( ) ( ) ( )

(
ESDP(10) | rand100
)

SSDP(4 rand100 || 3.7e-05(1.1e-09 35.8 | 5.0e-08(1.1e-09 15.4 | (9.4e-17 15.2

Table 2: A randomly generated 2-dimensional problem with 1000 sensors and noisyFac =
0.0. par.eps = 1.0e-5.
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Figure 1: ESDP(10) after applying the gradient method and SSDP(4) after applying Isqnon-
lin for 500 sensors, 3 anchors near the center and p = 0.1. Here a circle denotes the true
location of a sensor, x the computed location of a sensor, and a line segment a deviation
from true and computed locations.
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Figure 2: ESDP(10) after applying the gradient method and SSDP(4) after applying Isqnon-
lin for 500 sensors, 3 anchors near the center and p = 0.2.

anchor p=0.1 p=0.2 p=0.3

location | sizeR #nnzL | sizeR #nnzL | sizeR #nnzL
ESDP(7) | cornerd | 22,722 1,039,584 | 25,227 1,945,155 | 25,784 1,647,843
ESDP(10) | cornerd | 29,113 1,945,365 | 32,872 3,776,211 | 33,748 3,250,629
FSDP(4) | cornerd | 1,690 1,428,895 | 1,911 1,826,916 | 1,966 1,933,916
SSDP(4) | cornerd | 13,137 3,632,361 | 9,592 1,096,530 | 8,481 575,600
ESDP(7) |5x5 23,172 1,081,915 | 27,145 2,042,682 | 29,804 1,836,950
ESDP(10) | 5 x5 29,563 1,925,326 | 34,790 4,139,700 | 37,768 3,771,251
FSDP(4) |5x5 1,754 1,539,135 | 2,051 2,104,326 | 2,493 3,108,771
SSDP(4) | 5x5 10,737 1,618,590 | 5,245 145,918 | 4,206 61,440

Table 3: The size of the Schur complement matrix (sizeR) and the number of nonzeros in
its sparse Cholesky factorization (#nnzL) when executing SeDuMi.

anchor A=5 A=06 A=28

location rmsd cpu rmsd cpu rmsd cpu

center3 | 7.2e-03(6.8e-03) 235.2 | 1.0e-03(9.6e-07) 965.7 | 1.6e-03(1.4e-07) 1235.7
bd3 2.2e-02(2.0e-02) 381.7 | 1.4e-02(5.0e-03) 658.5 | 5.7e-03(3.2e-04) 1767.5

Table 4: Numerical results on SSDP with A = 5, 6 and 8 applied to randomly generated
2-dimensional problems with 500 sensors and noisyFac = 0.0. par.eps = 1.0e-5.

20



1 ! ] . * . S 1 o : * S
* *®
PR ®oay # A ®F ag o a%F am PR ® e, % *® LETY #*F g
LA ® Foaem 2 ® . 1 0ofLE ne BES B Foem 2 ® E —
* ® ® ® ® ® & # ® ® a ¥ ® ® & ®
® # - 0% % ® % ® - ® % ®
L s # # i L % ® & ® * 1
08 ® & 5 08 ® &
s @ ® F * *® ® £
*® % % ® * *® # ® S &  # ® # &
¥ ® fﬁ* ** % ® % ¢ L * &% ® ﬁ ** % ® ® 3 # ®
07t s ® F e ow . ® g F 07f ® e ey ® FE Ty 3
® o ®. s e % & ®EE *® = ®_ e % & #%% o
& & B Es % By PR % & L T ® g P
® ® # F FEae = ® @ & * & FEe 2 s ®
* ® . ® % kel e # @ ®, e
061 g 2 R BN B2 % &1 067 g8 2 LB A #2 ¥e 5
® ® ® ® * ® & ® *® & ® ®
% . # ® & ® % ® . # ®  x % # %
® ® ok ® *® ® & *®
05 & . F 3 f&* o ¥ oa® v % B 0.5¢- # s % 4 ﬁg@& £ oo £ F ®
g® . ** % gt g ¥ &3 % ® g g® . *% Y e ® s * & R **w
® *® ® *®
04 ® I L o4 ® Bow et % e L L an . Tad
Eaad P £ ® % #; *® < Pe ® ® *; ®
¢ # SRR TR A D ‘ * SRR TR A
osle £ BT By s F g%y = s * osle b BoaTe Ry, 2 T s%s @ e,
B Es e g % emw 5 Eag® 8 % Sy as % aes # % #agt @ ¥
" ® * ® % % ® & P ® * % * ® &

XY *® ® g op #® % B2 g *® ® o og ® %
o2F # &F 4 % s * #% o 02F 4 &% 4 # & % #%
& € P _aF ® 4 % a* LY & 3 & ® B g ® o & 8% ® g %

e o B ® PR &4 % #F * FRS
ol ¥ e  4F % ¥ 2o Ll AU 0aT* % e 4B s * BoEoE LY i
: @ % F gue s L *® # ’ ¥ FT g .e e e L E * ®

® & 2 % ® % # ® g R ®
ot & F- I S Iy & ry odk ® g ® % Iy & .

Figure 3: SSDP(8) after applying nsqnonlin for 500 sensors, 3 anchors near the center and
p = 0.1, and SSDP(8) after applying nsqnonlin for 500 sensors, 3 anchors near the boundary
and p = 0.1.

5.2 Problems with noisy distances

For numerical experiments in this subsection, the noisy distances are generated by (30),
where o = (.01 is used in Table 5 and o = 0.1 in Table 6. SSDP for problems with noisy
distances is obtained by applying SparsePOP to the QOP (29), where ¢ = 1) = 40. In most
problems in Table 5 and Table 6, we observe the following.

(h) ESDP(7) and/or ESDP(10) spend less cpu time to solve SDP relaxation problems
using SeDuMi than SSDP(4).

(i) For the problems of center3 with p = 0.2, 0.3 and bd3 with p = 0.2, 0.3 of Table 5,
neither ESDP(7) nor ESDP(10) attains rmsd small enough to locate sensors accurately,
while SSDP(4) attains small rmsd. See Figures 4 and 5 for the comparison between
ESDP(10) and SSDP(4) applied to center3 with p = 0.2. If we compare the figures
on the left with the ones on the right in Figures 4 and 5, we see the effectiveness of
the gradient method and Isqnonlin for refining the solutions obtained from the SDP
relaxations, respectively. Except these two cases, the values for rmsd obtained by both
methods are comparable.

From the numerical results in Sections 5.1 and 5.2, we observe the computational ad-
vantage of SSDP(4) in getting accurate solutions faster over ESDP(7) or ESDP(10) for the
problems with exact distances. For the problems with noisy distances, the computational
performance of ESDP(4) is comparable to that of ESDP(7) and ESDP(10).

5.3 Three-dimensional problems

Solving 3-dimensional problems are far more difficult than the 2-dimensional problems.
Thus, we only show numerical results on problems with 250 sensors in Table 7. In the
column of p = 0.3 of Table 7, out-of-memory error, denoted by -, often occurred for p = 0.3.
From Table 7, we notice the following.
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anchor p=0.1 p=0.2

SDP(\|k) | location rmsd cpu rmsd cpu cpu
ESDP(7) | center3 (1.0e-02) 2455 (8.0e-03) 267.2 1448
ESDP(10) | center3 (1.0e-02)  529.0 (7.6e-03) 547.6 3373
SSDP(4) | center3 || 1.06-02(8.26-03) 1816.9 | 3.00-03(5.66-05) 535.4 303.2
ESDP(7) bd3 (2.0e-02) 162.7 (1.9e-02) 196.3 135.3
ESDP(10) bd3 (1.9e-02) 4715 (1.7e-02) 433.6 295.3

SSDP(4) bd3 || 1.2e-02(1.1e-02) 1610.6 | 4.6e-03(4.7e-05) 463.7 413.1
ESDP(7) | cornerd (3.30:04) 177.1 (5.00-05) 226.2 139.4
ESDP(10) | corner4 (9.7e-05)  514.1 (4.0e-05) 6704 274.9
SSDP(4) | cornerd || 3.36-04(4.1e-05) 1758.6 | 2.46-04(5.1e-05) 540.1 3645
ESDP(7) 5 x5 (1.3e-04) 2074 (3.2¢-05) 198.3 140.1
ESDP(10) | 5 x5 (9.50-05)  384.8 (2.80-05) 641.6 285.3
SSDP(4) 5 x5 | 1.7e-04(2.36-05)  620.5 | 1.1e-04(4.5¢-05) 189.5 192.0
ESDP(7) | rand100 (1.3e-04) 180.9 (2.1-05) 235.6 275.4
ESDP(10) | rand100 (1.5e-05)  311.3 (2.0e-05) 648.8 515.3
SSDP(4) | rand100 || 1.4e-04(2.1c-05)  262.6 | 1.8c-04(4.4c-05) 205.8 238.0

Table 5: Numerical results on a 2-dimensional problem with randomly

sensors in [0, 1] X

[0, 1] and noisy distances (the noise factor ¢ = 0.01).

anchor p=0.1 p=0.2
SDP(A|k) | location rmsd cpu rmsd cpu cpu
ESDP(7) | center3 (1.1e-02)  201.7 (9.7¢-03) 166.8 114.7
ESDP(10) | center3 (1.1e-02)  369.0 (8.7e-03) 4084 235.3
SSDP(4) centerd || 1.2e-02(1.0e-02) 1450.5 | 8.8¢-03(7.4e-03) 413.5 358.2
ESDP(7) bd3 (1.9¢-02) 1618 (1.90-02) 137.4 97.6
ESD(10) bd3 (2.0e-02)  308.6 (2.1e-02) 297.2 181.7
SSDP(4) bd3 || L.4e-02(1.1e-02) 1354.6 | 1.3e-02(1.1e-02) 420.3 389.8
ESDP(7) | corner4 (4.8¢-04)  229.3 (5.4e-04) 1494 98.1
ESDP(10) | corner4 (4.3e-04)  347.1 (4.1e-04) 3814 192.7
SSDP(4) | cornerd || 1.3e-03(3.8e-04) 1611.2 | 1.4e-03(5.0e-04) 509.3 305.3
ESDP(7) 5 x5 (2.20:04) 155.2 (3.1c:04) 1165 97.6
ESDP(10) | 5 x5 (2.00:04) 2955 (2.8¢-04) 337.1 192.0
SSDP(4) 5 x5 || 5.40-04(2.36-04)  666.9 | 6.60-04(4.50-04) 182.1 197.4
ESDP(7) | rand100 (2.8¢-:04) 1465 (2.1e:04) 154.9 169.1
ESDP(10) | rand100 (2.6e-04) 2006 (2.0e-04) 406.2 2771
SSDP(4) | randl00 || 5.1e-04(2.1e-04)  231.0 | 9.56-04(4.6e-04) 208.0 923.0

Table 6: Numerical results on a 2-dimensional problem with randomly generated 1000

sensors in [0, 1] x
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[0, 1] and noisy distances (the noise factor o = 0.1).




Figure 4: ESDP(10) before and after applying the gradient

anchors near the center and p = 0.2.
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Figure 5: SSDP(4) before and after applying the matlab function lsqnonlin for 1000 sensors,

3 anchors near the center and p = 0.2.
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(j) When the number of anchors are small (center4, bd4 and conrner8) and/or the radio
range p is small (p = 0.3), it takes very long for SeDuMi to solve SDP relaxation
problems.

(k) For problems with no noise (¢ = 0) and p = 0.4, 0.5, SSDP(5) attains very small
rmsd values, however, as the noisy factor o grows, the values of rmsd increase. See
Figure 6 and Figure 7. In Figure 6, we also observe the effectiveness of lsqnonlin in
improving rmsd.

anchors’ p=0.3 p=0.4 p=0.5
o location rmsd cpu rmsd cpu rmsd cpu
0.00 centerd | 8.9e-03(9.5e-03) 4448.5 | 1.0e-03(7.9e-09) 2013.5 | (1.2e-08) 268.6
0.00 bd4 - 8.0e-03(4.5e-08) 2937.9 | (6.4e-09) 606.4
0.00 | corner8 - 6.6e-06(3.8e-09) 1856.3 | (5.3e-09) 194.0
0.00 | 3 x 3 x3 | 1.7e-04(3.0e-04) 2206.4 | 8.3e-06(7.3e-10) 56.4 | (6.2e-10) 8.4
0.00 rand25 | 2.2e-04(3.0e-09)  501.0 | 2.3e-05(4.3e-09) 43.3 | (4.4e-10) 11.1
0.01 center4 - 7.6e-03(3.0e-04) 3128.4 | (3.1e-04) 433.4
0.01 bd4 - 2.3e-02(2.7e-04) 3105.7 | (2.0e-03) 748.6
0.01 corners8 - 1.2e-03(2.7e-04) 2285.9 | (2.9e-04) 390.0
0.01 | 3x3x3 - 7.8e-04(2.5e-04)  123.3 | (2.9¢-04) 45.9
0.01 rand25 || 3.1e-03(8.3e-04) 1031.8 | 2.6e-03(2.3e-04)  124.6 | (2.8e-04)  56.1
0.10 | center4 - 2.1e-02(1.8e-02) 2160.7 | (6.1e-03) 366.9
0.10 bd4 - 3.4e-02(2.3e-02) 3106.8 | (6.1e-03) 622.5
0.10 | corner8 - 6.0e-03(2.6e-03) 2152.9 | (3.3e-03) 350.0
0.10 | 3 x3x3 - 3.5e-03(2.5e-03)  139.4 | (2.8¢-03)  46.2
0.10 rand25 | 8.3e-03(6.8¢-03)  646.9 | 9.1e-03(7.4e-03) 99.9 | (4.7¢-03) 55.3

Table 7: Numerical results on a 3-dimensional problem with randomly generated 250 sensors
in [0, 1]3.

6 Concluding remarks

We have formulated the sensor network localization problem with exact distances as a QOP
(4) and the problem with noisy distances as a QOP (29), and proposed to apply the sparse
SDP relaxation [30] with the relaxation order 1 to the QOPs. We have shown that the sparse
SDP relaxation is equivalent to the dense relaxation [17] with the same relaxation order 1,
and that it is at least as strong as the Biswas-Ye SDP relaxation [2] theoretically. We have
also derived a sparse variant of the Biswas-Ye SDP relaxation. For the solutions of QOPs
derived from the problems with exact distances and with noisy distances, a matlab package
SparsePOP is applied and a matlab function “Isqnonlin” is used for refining the obtained
solution. Numerical results demonstrate that exploiting sparsity in our method is very
effective in computing accurate solutions in less cpu time, especially for the problems with
exact distances. In particular, (i) the sparse SDP relaxation is faster than the Biswas-Ye
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Figure 6: SSDP(5) before and after applying lsqnonlin for 250 sensors, 3 anchors on the
boundary, 0 = 0.0 and p = 0.4.

Figure 7: The figure on the left: SSDP(5) after applying lsqnonlin for 250 sensors, 4 anchors
on the boundary, ¢ = 0.01 and p = 0.4. The figure on the right: SSDP(5) after applying
Isgnonlin for 250 sensors, 4 anchors on the boundary, ¢ = 0.1 and p = 0.4
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SDP relaxation, (ii) it requires less cpu time as the number of anchors and /or the radio range
increase, and (iii) it provides more accurate solutions than the edge-based SDP relaxation
[31] for the problems with exact distances and a small number of anchors.

We have applied SparsePOP to the QOPs (4) and (29) to construct their sparse SDP
relaxation problems with the relaxation order 1. We should, however, note that SparsePOP
is designed for solving general sparse POPs. Thus, its application to the QOPs (4) and (29)
is not very efficient. For better computational efficiency, it is necessary to develop codes
specialized for generating sparse SDP relaxation problems with the relaxation order 1 from
the QOPs (4) and (29). It is also interesting to apply the positive definite matrix comple-
tion method [12, 21] and its parallel implementation SDPARA-C [22] to the (dense) SDP
relaxation (13) and the Biswas-Ye SDP relaxation as discussed in Section 3.3.
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