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#### Abstract

We consider the linearly constrained convex minimization model with a separable objective function which is the sum of $m$ functions without coupled variables, and discuss how to design an efficient algorithm based on the fundamental technique of splitting the augmented Lagrangian method (ALM). Our focus is the specific big-data scenario where $m$ is huge. A pretreatment on the original data is to regroup the $m$ functions in the objective and the corresponding $m$ variables as $t$ subgroups, where $t$ is a handleable number (usually $t \geq 3$ but much smaller than $m$ ). To tackle the regrouped model with $t$ blocks of functions and variables, some existing splitting methods in the literature are applicable. We concentrate on the application of the alternating direction method of multiplier with Gaussian back substitution (ADMM-GBS) whose efficiency and scalability have been well verified in the literature. The block-wise ADMM-GBS is thus resulted and named when the ADMM-GBS is applied to solve the $t$-block regrouped model. To alleviate the difficulty of the resulting ADMM-GBS subproblems, each of which may still require minimizing more than one function with coupled variables, we suggest further decomposing these subproblems but proximally regularizing these further decomposed subproblems to ensure the convergence. With this further decomposition, each of the resulting subproblems only requires handling one function in the original objective plus a simple quadratic term; it thus may be very easy for many concrete applications where the functions in the objective have some specific properties. Moreover, these further decomposed subproblems can be solved in parallel, making it possible to handle big-data by highly capable computing infrastructures. Consequently, a splitting version of the block-wise ADMM-GBS, is proposed for the particular big-data scenario. The implementation of this new algorithm is suitable for a centralized-distributed computing system, where the decomposed subproblems of each block can be computed in parallel by a distributed-computing infrastructure and the blocks are updated by a centralized-computing station. For the new algorithm, we prove its convergence and establish its worst-case convergence rate measured by the iteration complexity. Two refined versions of this new algorithm with iteratively calculated step sizes and linearized subproblems are also proposed, respectively.
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## 1 Introduction

We consider a separable convex minimization problem with linear constraints and its objective function is the sum of more than one function without coupled variables:

$$
\begin{equation*}
\min \left\{\sum_{i=1}^{m} \theta_{i}\left(x_{i}\right) \mid \sum_{i=1}^{m} A_{i} x_{i}=b, x_{i} \in X_{i}, i=1, \cdots, m\right\}, \tag{1.1}
\end{equation*}
$$

where $\theta_{i}: \mathbb{R}^{n_{i}} \rightarrow \mathbb{R}(i=1, \cdots, m)$ are convex (not necessarily smooth) closed functions; $A_{i} \in \mathbb{R}^{\ell \times n_{i}}$, $b \in \mathbb{R}^{\ell}$, and $X_{i} \subseteq \mathbb{R}^{n_{i}}(i=1, \cdots, m)$ are closed convex sets. The solution set of (1.1) is assumed to be nonempty throughout our discussions in this paper. We also assume that matrices $A_{i}^{T} A_{i}$ $(i=1, \ldots, m)$ are all nonsingular.

Our discussion is under the assumption that each function $\theta_{i}$ in the objective of (1.1) has some specific properties and it is worthwhile to take advantage of them in algorithmic design. One representative case, which has wide applications in many sparse- and/or low-rank-related fields, is when the proximal operator of $\theta_{i}$ given by

$$
\begin{equation*}
\arg \min _{x_{i} \in \mathbb{R}^{n_{i}}}\left\{\theta_{i}\left(x_{i}\right)+\frac{\tau}{2}\left\|x_{i}-p_{i}\right\|^{2}\right\} \tag{1.2}
\end{equation*}
$$

has a closed-form representation for any given vector $p_{i} \in \mathbb{R}^{n_{i}}$ and scalar $\tau>0$. In (1.2), $\|\cdot\|$ denotes the standard $l_{2}$ norm. Thus, we do not discuss the case where the model (1.1) is treated as a whole and its separable structures are ignored in algorithmic design. Instead, we are interested in such an algorithm whose subproblems at each iteration are all of the same difficulty as (1.2) or at most as the one

$$
\begin{equation*}
\arg \min _{x_{i} \in \mathbb{R}^{n_{i}}}\left\{\theta_{i}\left(x_{i}\right)+\frac{\tau}{2}\left\|A_{i} x_{i}-a\right\|^{2}\right\} \tag{1.3}
\end{equation*}
$$

with $a \in \mathbb{R}^{\ell}$. Note that when the proximal operator given in (1.2) has a closed-form representation, solving (1.3) is generally easy. For instance, the problem (1.3) can be iteratively solved by linearizing the quadratic term in (1.3) because the linearized subproblem reduces to the task of evaluating the proximal operator defined in (1.2). This is indeed an implementation of the forward-backward splitting method which originated in [28]. Therefore, to expose our main idea of algorithmic design with easier notation, we mainly focus on the discussion of designing an algorithm with subproblems in form of (1.3) and only briefly mention its advanced version with subproblems in form of (1.2).

The augmented Lagrangian method (ALM) in [23, 30] is the basis for a number of splitting methods in the literature for solving the model (1.1). Let the Lagrange function of (1.1) be

$$
\begin{equation*}
L^{m}\left(x_{1}, x_{2}, \ldots, x_{m}, \lambda\right)=\sum_{i=1}^{m} \theta_{i}\left(x_{i}\right)-\lambda^{T}\left(\sum_{i=1}^{m} A_{i} x_{i}-b\right), \tag{1.4}
\end{equation*}
$$

with $\lambda \in \mathbb{R}^{\ell}$ the Lagrange multiplier and it be defined on $\Omega=X_{1} \times X_{2} \times \cdots \times X_{m} \times \mathbb{R}^{\ell}$. The augmented Lagrangian function is

$$
\begin{equation*}
\mathcal{L}_{\beta}^{m}\left(x_{1}, \ldots, x_{m}, \lambda\right)=L^{m}\left(x_{1}, \ldots, x_{m}, \lambda\right)+\frac{\beta}{2}\left\|\sum_{i=1}^{m} A_{i} x_{i}-b\right\|^{2}, \tag{1.5}
\end{equation*}
$$

where $L^{m}\left(x_{1}, x_{2}, \ldots, x_{m}, \lambda\right)$ is given by (1.4) and $\beta>0$ is a penalty parameter with respect to the violation of the linear constraints in (1.1). If we treat the primal variables in model (1.1) as a whole and apply directly the ALM, then the resulting scheme is

$$
\left\{\begin{array}{l}
\left(x_{1}^{k+1}, x_{2}^{k+1}, \cdots, x_{m}^{k+1}\right)=\arg \min \left\{\mathcal{L}_{\beta}^{m}\left(x_{1}, x_{2}, \cdots, x_{m}, \lambda^{k}\right) \mid x_{i} \in X_{i}, i=1, \cdots, m\right\},  \tag{1.6}\\
\lambda^{k+1}=\lambda^{k}-\beta\left(\sum_{i=1}^{m} A_{i} x_{i}^{k+1}-b\right)
\end{array}\right.
$$

The minimization subproblem in (1.6) is clearly not efficient under the mentioned assumption that each $\theta_{i}$ has specific properties. Thus, when considering the model (1.1), the scheme (1.6) is only of conceptual sense. But it is the basis of a number of efficient methods in the literature whose common feature is to decompose the minimization subproblem in (1.6) appropriately and then to ensure the convergence with some additional steps if necessary. The most successful case is decomposing the minimization subproblem in (1.6) in Gauss-Seidel order for the special case of (1.1) with $m=2$ :

$$
\left\{\begin{array}{l}
x_{1}^{k+1}=\arg \min \left\{\mathcal{L}_{\beta}^{2}\left(x_{1}, x_{2}^{k}, \lambda^{k}\right) \mid x_{1} \in X_{1}\right\},  \tag{1.7}\\
x_{2}^{k+1}=\arg \min \left\{\mathcal{L}_{\beta}^{2}\left(x_{1}^{k+1}, x_{2}, \lambda^{k}\right) \mid x_{2} \in X_{2}\right\}, \\
\lambda^{k+1}=\lambda^{k}-\beta\left(A_{1} x_{1}^{k+1}+A_{2} x_{2}^{k+1}-b\right)
\end{array}\right.
$$

This is the so-called alternating direction method of multiplier (ADMM) in [11] and it has found many efficient applications in a broad spectrum of application domains such as image processing, statistical learning, computer vision, network optimization, and so on. We refer to $[2,5,10]$ for some review papers on the ADMM.

With the efficiency of ADMM, it is natural to consider directly extending the scheme (1.7) to the case of (1.1) with $m>2$. The resulting direct extension of ADMM reads as

$$
\left\{\begin{align*}
x_{1}^{k+1}= & \arg \min \left\{\mathcal{L}_{\beta}^{m}\left(x_{1}, x_{2}^{k}, \cdots, x_{m}^{k}, \lambda^{k}\right) \mid x_{1} \in X_{1}\right\}  \tag{1.8}\\
& \vdots \\
x_{i}^{k+1}= & \arg \min \left\{\mathcal{L}_{\beta}^{m}\left(x_{1}^{k+1}, \cdots, x_{i-1}^{k+1}, x_{i}, x_{i+1}^{k}, \cdots, x_{m}^{k}, \lambda^{k}\right) \mid x_{i} \in X_{i}\right\} \\
& \vdots \\
x_{m}^{k+1}= & \arg \min \left\{\mathcal{L}_{\beta}^{m}\left(x_{1}^{k+1}, \cdots, x_{m-1}^{k+1}, x_{m}, \lambda^{k}\right) \mid x_{m} \in X_{m}\right\} \\
\lambda^{k+1}= & \lambda^{k}-\beta\left(\sum_{i=1}^{m} A_{i} x_{i}^{k+1}-b\right)
\end{align*}\right.
$$

Empirically, the direct extension of ADMM scheme (1.8) indeed works well for some applications, as shown in, e.g. [29, 31]. However, it was shown in [3] that theoretically the scheme (1.8) is not necessarily convergent. Hence, like the extreme case of treating (1.1) as a whole and applying no splitting at all to the ALM (1.6), this scheme (1.8) resulted by applying a full splitting to the ALM (1.6) does not work either.

In the literature, some surrogates with provable convergence and numerical performance competitive to (1.8) have been well studied. For examples, the schemes in [15, 16] treat the output of (1.8) as a predictor and suggest correcting it appropriately to ensure the convergence. These schemes are all in the prediction-correction framework. The scheme in [17] requires no correction step, but it slightly changes the order of updating the Lagrange multiplier and twists some of the subproblems appropriately to obtain the convergence. Accordingly, the $\left(x_{2}, \cdots, x_{m}\right)$-subproblems can be solved in parallel but they should be regularized by appropriate proximal terms with sufficiently large proximal coefficients. Moreover, the scheme in [24] suggests attaching a shrinking factor to the Lagrange multiplier updating step in (1.8). In [3], it was shown that it could be very hard to find such a factor to guarantee the convergence of the direct extension of the ADMM scheme (1.8).

In this paper, we focus on the particular case of (1.1) which arises from a big-data scenario; thus $m$ is assumed to be huge. Under this big-data scenario with a huge $m$, a pretreatment on the original model (data) is usually implemented. For example, we can classify the original functions and the corresponding variables into $t$ classes by identifying some common features or dataprocessing in particular applications. A more specific case is that $t$ represents the number of features in a data-mining application of the abstract model (1.1). In general, $t \geq 2$ is a handleable number but it is much smaller than $m$. The general model (1.1) is thus treated as a separable
model with $t$ blocks of functions and variables. For the $r$-th block $(r=1,2, \cdots, t)$, let $m_{r}$ be the number of variables in the $r$-th block and thus $\sum_{r=1}^{t} m_{r}=m$. That is, we consider regrouping the variables $x=\left(x_{1}, x_{2}, \cdots, x_{m}\right)$ and functions $\left(\theta_{1}, \theta_{2}, \cdots, \theta_{m}\right)$ in (1.1) as $\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \cdots, \boldsymbol{x}_{t}\right)$ with $\boldsymbol{x}_{r}=\left(x_{r_{1}}, x_{r_{2}}, \cdots, x_{r_{m_{r}}}\right)$ and $\left(\vartheta_{1}\left(\boldsymbol{x}_{1}\right), \vartheta_{2}\left(\boldsymbol{x}_{2}\right), \cdots, \vartheta_{t}\left(\boldsymbol{x}_{t}\right)\right)$ with $\vartheta_{r}\left(\boldsymbol{x}_{r}\right)=\sum_{j=1}^{m_{r}} \theta_{r_{j}}\left(x_{r_{j}}\right)$, respectively; and furthermore, we define

$$
\begin{equation*}
\mathcal{A}_{r}=\left(A_{r_{1}}, \ldots, A_{r_{m_{r}}}\right), \quad \mathcal{X}_{r}=\prod_{j=1}^{m_{r}} X_{r_{j}}, r=1, \ldots, t \tag{1.9}
\end{equation*}
$$

Then, the model (1.1) can be reformulated as the block-wise form

$$
\begin{equation*}
\min \left\{\sum_{r=1}^{t} \vartheta_{r}\left(\boldsymbol{x}_{r}\right) \mid \sum_{r=1}^{t} \mathcal{A}_{r} \boldsymbol{x}_{r}=b, \boldsymbol{x}_{r} \in \mathcal{X}_{r}, r=1, \ldots, t\right\} \tag{1.10}
\end{equation*}
$$

Reiterating the block-wise reformulation (1.10) may account for the application where each block of variables and functions represents a specific set of decision variables and cost functions in the same classification. Accordingly, the Lagrange function (1.4) can be written as the block-wise

$$
\begin{equation*}
L^{t}\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{t}, \lambda\right)=\sum_{r=1}^{t} \vartheta_{r}\left(\boldsymbol{x}_{r}\right)-\lambda^{T}\left(\sum_{r=1}^{t} \mathcal{A}_{r} \boldsymbol{x}_{r}-b\right), \tag{1.11}
\end{equation*}
$$

and thus the augmented Lagrangian function (1.5) as

$$
\begin{equation*}
\mathcal{L}_{\beta}^{t}\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{t}, \lambda\right)=L^{t}\left(\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{t}, \lambda\right)+\frac{\beta}{2}\left\|\sum_{r=1}^{t} \mathcal{A}_{r} \boldsymbol{x}_{r}-b\right\|^{2} \tag{1.12}
\end{equation*}
$$

When $t=2$, the original ADMM scheme (1.7) can be applicable to the block-wise reformulation (1.10) and its iterative scheme reads as

$$
\left\{\begin{array}{l}
\boldsymbol{x}_{1}^{k+1}=\arg \min \left\{\mathcal{L}_{\beta}^{2}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}^{k}, \lambda^{k}\right) \mid \boldsymbol{x}_{1} \in \mathcal{X}_{1}\right\},  \tag{1.13}\\
\boldsymbol{x}_{2}^{k+1}=\arg \min \left\{\mathcal{L}_{\beta}^{2}\left(\boldsymbol{x}_{1}^{k+1}, \boldsymbol{x}_{2}, \lambda^{k}\right) \mid \boldsymbol{x}_{2} \in \mathcal{X}_{2}\right\}, \\
\lambda^{k+1}=\lambda^{k}-\beta\left(\mathcal{A}_{1} \boldsymbol{x}_{1}^{k+1}+\mathcal{A}_{2} \boldsymbol{x}_{2}^{k+1}-b\right)
\end{array}\right.
$$

We refer to [22] for the discussion of how to further decomposing the subproblems in (1.13) and obtain solvable subproblems in form of (1.3).

In this paper, we focus on the case of $t \geq 3$ and discuss how to design implementable algorithms for the block-wise reformulation (1.10). Recall that the scheme (1.8) is not necessarily convergent. Thus, its block-wise extension to (1.10), which reads as

$$
\left\{\begin{array}{l}
\boldsymbol{x}_{1}^{k+1}=\arg \min \left\{\mathcal{L}_{\beta}^{t}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}^{k}, \cdots, \boldsymbol{x}_{t}^{k}, \lambda^{k}\right) \mid \boldsymbol{x}_{1} \in \mathcal{X}_{1}\right\}  \tag{1.14}\\
\quad \vdots \\
\boldsymbol{x}_{r}^{k+1}=\arg \min \left\{\mathcal{L}_{\beta}^{t}\left(\boldsymbol{x}_{1}^{k+1}, \cdots, \boldsymbol{x}_{r-1}^{k+1}, \boldsymbol{x}_{r}, \boldsymbol{x}_{r+1}^{k}, \cdots, \boldsymbol{x}_{t}^{k}, \lambda^{k}\right) \mid \boldsymbol{x}_{r} \in \mathcal{X}_{r}\right\} \\
\\
\quad \vdots \\
\boldsymbol{x}_{t}^{k+1}=\arg \min \left\{\mathcal{L}_{\beta}^{t}\left(\boldsymbol{x}_{1}^{k+1}, \cdots, \boldsymbol{x}_{t-1}^{k+1}, \boldsymbol{x}_{t}, \lambda^{k}\right) \mid \boldsymbol{x}_{t} \in \mathcal{X}_{t}\right\} \\
\lambda^{k+1}= \\
\lambda^{k}-\beta\left(\sum_{r=1}^{t} \mathcal{A}_{r} \boldsymbol{x}_{r}^{k+1}-b\right),
\end{array}\right.
$$

is not necessarily convergent, either; and it is important to investigate how to design implementable algorithms for (1.10) based on the scheme (1.14). In particular, since the efficiency and stability of the ADMM with a Gaussian back substitution (ADMM-GBS for short) in [15] has been well verified
for various applications such as image processing, statistical learning, SDP, etc., we focus on this method and further discuss how to extend it to the block-wise reformulation (1.10).

The rest of this paper is organized as follows. In Section 2, we review some known results and prove some preliminary propositions which are useful for further analysis. The new algorithm is presented in Section 3, followed by some remarks. Then, we prove the convergence for the new algorithm in Section 4; and establish its worst-case convergence rate in Section 5. In Section 6, we elucidate some special cases of the new algorithm and see its relationship to some existing schemes in the literature. We present a refined version for the new algorithm with an iteratively calculated step size in Section 7; and briefly mention its convergence analysis. In Section 8, we present a linearized version of the new algorithm proposed in Section 3, whose subproblems are in form of (1.2) rather than (1.3). In addition, two key results which essentially guarantee its convergence are established for this linearized version. Finally, we make some conclusions in Section 9.

## 2 Preliminaries

In this section, we summarize some results known in the literature and introduce some additional notations for the convenience of analysis later.

### 2.1 Variational Inequality Characterization

Let $\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{m}^{*}, \lambda^{*}\right)$ be a saddle point of the Lagrange function (1.4), it follows that

$$
L_{\lambda \in \mathbb{R}^{\ell}}^{m}\left(x_{1}^{*}, x_{2}^{*}, \cdots, x_{m}^{*}, \lambda\right) \leq L^{m}\left(x_{1}^{*}, x_{2}^{*}, \cdots, x_{m}^{*}, \lambda^{*}\right) \leq L_{x_{i} \in \mathcal{X}_{i}(i=1, \ldots, m)}^{m}\left(x_{1}, x_{2}, \ldots, x_{m}, \lambda^{*}\right) .
$$

Then, finding a saddle point of $L^{m}\left(x_{1}, x_{2}, \ldots, x_{m}, \lambda\right)$ is equivalent to finding $\left(x_{1}^{*}, x_{2}^{*}, \ldots, x_{m}^{*}, \lambda^{*}\right) \in \Omega$ such that

$$
\left\{\begin{array}{ccl}
x_{1}^{*} \in X_{1}, & \theta_{1}\left(x_{1}\right)-\theta_{1}\left(x_{1}^{*}\right)+\left(x_{1}-x_{1}^{*}\right)^{T}\left(-A_{1}^{T} \lambda^{*}\right) \geq 0, & \forall x_{1} \in X_{1},  \tag{2.1}\\
x_{2}^{*} \in X_{2}, & \theta_{2}\left(x_{2}\right)-\theta_{2}\left(x_{2}^{*}\right)+\left(x_{2}-x_{2}^{*}\right)^{T}\left(-A_{2}^{T} \lambda^{*}\right) \geq 0, & \forall x_{2} \in X_{2}, \\
\vdots & & \\
x_{m}^{*} \in X_{m}, & \theta_{m}\left(x_{m}\right)-\theta_{m}\left(x_{m}^{*}\right)+\left(x_{m}-x_{m}^{*}\right)^{T}\left(-A_{m}^{T} \lambda^{*}\right) \geq 0, & \forall x_{m} \in X_{m}, \\
\lambda^{*} \in \mathbb{R}^{\ell}, & \left(\lambda-\lambda^{*}\right)^{T}\left(\sum_{i=1}^{m} A_{i} x_{i}^{*}-b\right) \geq 0, & \forall \lambda \in \mathbb{R}^{\ell} .
\end{array}\right.
$$

We denote by $\Omega^{*}$ the set of all saddle points of $L^{m}\left(x_{1}, x_{2}, \ldots, x_{m}, \lambda\right)$. More compactly, (2.1) can be written as the following variational inequality:

$$
\begin{equation*}
\mathrm{VI}(\Omega, F, \theta) \quad \boldsymbol{w}^{*} \in \Omega, \quad \vartheta(\boldsymbol{x})-\vartheta\left(\boldsymbol{x}^{*}\right)+\left(\boldsymbol{w}-\boldsymbol{w}^{*}\right)^{T} F\left(\boldsymbol{w}^{*}\right) \geq 0, \quad \forall \boldsymbol{w} \in \Omega, \tag{2.2a}
\end{equation*}
$$

where

$$
\boldsymbol{x}=\left(\begin{array}{c}
x_{1}  \tag{2.2b}\\
\vdots \\
x_{m}
\end{array}\right), \quad \boldsymbol{w}=\left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{m} \\
\lambda
\end{array}\right), \quad \vartheta(\boldsymbol{x})=\sum_{i=1}^{m} \theta_{i}\left(x_{i}\right), \quad F(\boldsymbol{w})=\left(\begin{array}{c}
-A_{1}^{T} \lambda \\
\vdots \\
-A_{m}^{T} \lambda \\
\sum_{i=1}^{m} A_{i} x_{i}-b
\end{array}\right)
$$

Using the mentioned block-wise notation, we can rewrite (2.1)-(2.2) respectively as

$$
\left\{\begin{array}{ccc}
\boldsymbol{x}_{1}^{*} \in \mathcal{X}_{1}, & \vartheta_{1}\left(\boldsymbol{x}_{1}\right)-\vartheta_{1}\left(\boldsymbol{x}_{1}^{*}\right)+\left(\boldsymbol{x}_{1}-\boldsymbol{x}_{1}^{*}\right)^{T}\left(-\mathcal{A}_{1}^{T} \lambda^{*}\right) \geq 0, & \forall \boldsymbol{x}_{1} \in \mathcal{X}_{1},  \tag{2.3}\\
\boldsymbol{x}_{2}^{*} \in \mathcal{X}_{2}, & \vartheta_{2}\left(\boldsymbol{x}_{2}\right)-\vartheta_{2}\left(\boldsymbol{x}_{2}^{*}\right)+\left(\boldsymbol{x}_{2}-\boldsymbol{x}_{2}^{*}\right)^{T}\left(-\mathcal{A}_{2}^{T} \lambda^{*}\right) \geq 0, & \forall \boldsymbol{x}_{2} \in \mathcal{X}_{2}, \\
\vdots & \\
\boldsymbol{x}_{t}^{*} \in \mathcal{X}_{t}, & \vartheta_{t}\left(\boldsymbol{x}_{t}\right)-\vartheta_{t}\left(\boldsymbol{x}_{t}^{*}\right)+\left(\boldsymbol{x}_{t}-\boldsymbol{x}_{t}^{*}\right)^{T}\left(-\mathcal{A}_{m}^{T} \lambda^{*}\right) \geq 0, & \forall \boldsymbol{x}_{t} \in \mathcal{X}_{t}, \\
\lambda^{*} \in \mathbb{R}^{\ell}, & \left(\lambda-\lambda^{*}\right)^{T}\left(\sum_{r=1}^{t} \mathcal{A}_{r} \boldsymbol{x}_{r}^{*}-b\right) \geq 0, & \forall \lambda \in \mathbb{R}^{\ell},
\end{array}\right.
$$

and

$$
\begin{equation*}
\mathrm{VI}(\Omega, F, \theta) \quad \boldsymbol{w}^{*} \in \Omega, \quad \vartheta(\boldsymbol{x})-\vartheta\left(\boldsymbol{x}^{*}\right)+\left(\boldsymbol{w}-\boldsymbol{w}^{*}\right)^{T} F\left(\boldsymbol{w}^{*}\right) \geq 0, \quad \forall \boldsymbol{w} \in \Omega \tag{2.4a}
\end{equation*}
$$

where

$$
\boldsymbol{x}=\left(\begin{array}{c}
\boldsymbol{x}_{1}  \tag{2.4b}\\
\vdots \\
\boldsymbol{x}_{t}
\end{array}\right), \quad \boldsymbol{w}=\left(\begin{array}{c}
\boldsymbol{x}_{1} \\
\vdots \\
\boldsymbol{x}_{t} \\
\lambda
\end{array}\right), \quad \vartheta(\boldsymbol{x})=\sum_{r=1}^{t} \vartheta_{r}\left(\boldsymbol{x}_{r}\right), \quad F(\boldsymbol{w})=\left(\begin{array}{c}
-\mathcal{A}_{1}^{T} \lambda \\
\vdots \\
-\mathcal{A}_{t}^{T} \lambda \\
\sum_{r=1}^{t} \mathcal{A}_{r} \boldsymbol{x}_{r}-b
\end{array}\right)
$$

### 2.2 Some Properties

Recall the matrices $\mathcal{A}_{r}$ 's defined in (1.9). Then, for $\mathcal{A}_{r}$ and $\mathcal{A}_{s}$, we have

$$
\mathcal{A}_{r}^{T} \mathcal{A}_{s}=\left(\begin{array}{cccc}
A_{r_{1}}^{T} A_{s_{1}} & \cdots & \cdots & A_{r_{1}}^{T} A_{s_{m_{s}}} \\
\vdots & \ddots & & \vdots \\
\vdots & & \ddots & \vdots \\
A_{r_{m_{r}}}^{T} A_{s_{1}} & \cdots & \cdots & A_{r_{m_{r}}}^{T} A_{s_{m_{s}}}
\end{array}\right)
$$

For these matrices $\mathcal{A}_{r}$ 's, they have a useful property for further analysis. We summarize it the following lemma and omit its trivial proof.

Lemma 2.1. For the matrix $\mathcal{A}_{r}$ defined in (1.9), if we define

$$
\operatorname{diag}\left(\mathcal{A}_{r}^{T} \mathcal{A}_{r}\right):=\left(\begin{array}{cccc}
A_{r_{1}}^{T} A_{r_{1}} & 0 & \cdots & 0  \tag{2.5}\\
0 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & A_{r_{m_{r}}}^{T} A_{r_{m_{r}}}
\end{array}\right)
$$

then we have

$$
\begin{equation*}
m_{r} \cdot \operatorname{diag}\left(\mathcal{A}_{r}^{T} \mathcal{A}_{r}\right) \succeq \mathcal{A}_{r}^{T} \mathcal{A}_{r}, \quad r=1, \ldots, t . \tag{2.6}
\end{equation*}
$$

Further more, we define

$$
\begin{equation*}
\tau_{r} \geq m_{r}-1, \quad \text { and } \quad D_{r}=\left(\tau_{r}+1\right) \operatorname{diag}\left(\mathcal{A}_{r}^{T} \mathcal{A}_{r}\right), \quad r=1, \ldots, t \tag{2.7}
\end{equation*}
$$

## 3 The Block-wise ADMM with Gaussian Back Substitution

In this section, we consider how to extend the ADMM-GBS in [15] to the block-wise reformulation (1.10) of the original model (1.1) and propose a block-wise ADMM-GBS with solvable subproblems in form of (1.3). In particular, this block-wise ADMM-GBS turns out to be a unified scheme including the existing algorithms in $[15,17]$ as special cases.

### 3.1 The ADMM-GBS in [15]

First of all, let us recall the ADMM-GBS in [15] for the original model (1.1). As mentioned, the ADMM-GBS in [15] treats the output of the direct extension of the ADMM scheme (1.8) as a
predictor and corrects it via a Gaussian back substitution procedure to ensure the convergence. Its iterative scheme reads as
where $\mathcal{L}_{\beta}^{m}$ is defined in (1.5) and the matrix $P$ is a block-wise upper triangular matrix defined as

$$
P=\left(\begin{array}{ccccc}
I_{n_{2}}\left(A_{2}^{T} A_{2}\right)^{-1} A_{2}^{T} A_{3} & \cdots & \left(A_{2}^{T} A_{2}\right)^{-1} A_{2}^{T} A_{m} & 0  \tag{3.2}\\
0 & \ddots & \ddots & \vdots & \vdots \\
\vdots & \ddots & \ddots & \left(A_{m-1}^{T} A_{m-1}\right)^{-1} A_{m-1}^{T} A_{m} & 0 \\
0 & \cdots & 0 & I_{n_{m}} & 0 \\
0 & \cdots & 0 & 0 & I_{\ell}
\end{array}\right)
$$

whose dimension is $\left(n_{2}+\cdots+n_{m}+\ell\right)$. Note that in (3.1), $\boldsymbol{v}$ represents the collection of variables $\left(x_{2}^{T}, \cdots, x_{m}^{T}, \lambda^{T}\right)^{T}$ which are essentially required in the iteration. As mentioned in [2], the first variable $x_{1}$ is not required in the iteration and it is thus "intermediate" in the iteration. This is why in the scheme (3.1), the back substitution procedure is only implemented to $\boldsymbol{v}$ without $x_{1}$. Clearly, the last step in (3.1) can be written as

$$
P\left(\boldsymbol{v}^{k+1}-\boldsymbol{v}^{k}\right)=\alpha\left(\overline{\boldsymbol{v}}^{k+1}-\boldsymbol{v}^{k}\right) .
$$

Thus, with the block-wise upper triangular matrix $P$ defined in (3.2), the entries of $\boldsymbol{v}^{k+1}$ can be updated in the order of $\lambda \rightarrow x_{m} \rightarrow \cdots x_{2}$, just like the standard Gaussian back substitution procedure for solving a system of liner equations.

For the ADMM-GBS (3.1), the ADMM splitting step (i.e., the $x_{i}$-subproblems in (1.8)) is mainly for yielding easier subproblems so that it becomes possible to exploit the properties of $\theta_{i}$ 's individually. However, since yielding these easier subproblems is on the cost that the individual $m$ $x_{i}$-subproblems in (3.1) is only an approximation of the ALM subproblem in (1.6) and thus the decomposed subproblems, even if all are solved exactly, are not necessarily accurate enough to provide a qualified input to update the Lagrange multiplier such that the convergence can be still ensured. This is an explanation of the failure of convergence for the direct extension of ADMM (1.8), see the counter example given in [3] showing the divergence of the direct extension of ADMM (1.8). The Gaussian back substitution step in (3.1) can thus be regarded as a correction step to compensate the inaccuracy resulted by the decomposition on the ALM and so as to ensure the contraction property for the iterative sequence to the solution set. With this contraction, the convergence of (3.1) can be established from the contraction method perspective.

### 3.2 Motivation

Since we consider the block-wise reformulation (1.10) with $t \geq 3$ blocks and the block-wise direct extension of ADMM scheme (1.14) is not necessarily convergent, the ADMM-GBS (3.1) can be extended to (1.10) and its convergence is ensured provided that all the resulting subproblems are solved exactly. The resulting block-wise ADMM-GBS reads as

$$
\left\{\begin{array}{l}
\left\{\begin{array}{l}
\overline{\boldsymbol{x}}_{1}^{k+1}=\arg \min \left\{\mathcal{L}_{\beta}^{t}\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2}^{k}, \cdots, \boldsymbol{x}_{t}^{k}, \lambda^{k}\right) \mid \boldsymbol{x}_{1} \in \mathcal{X}_{1}\right\}, \\
\vdots \\
\overline{\boldsymbol{x}}_{r}^{k+1}=\arg \min \left\{\mathcal{L}_{\beta}^{t}\left(\overline{\boldsymbol{x}}_{1}^{k+1}, \cdots, \overline{\boldsymbol{x}}_{r-1}^{k+1}, \boldsymbol{x}_{r}, \boldsymbol{x}_{r+1}^{k}, \cdots, \boldsymbol{x}_{t}^{k}, \lambda^{k}\right) \mid \boldsymbol{x}_{r} \in \mathcal{X}_{r}\right\} \\
\vdots \\
\overline{\boldsymbol{x}}_{t}^{k+1}=\arg \min \left\{\mathcal{L}_{\beta}^{t}\left(\overline{\boldsymbol{x}}_{1}^{k+1}, \cdots, \overline{\boldsymbol{x}}_{t-1}^{k+1}, \boldsymbol{x}_{t}, \lambda^{k}\right) \mid \boldsymbol{x}_{t} \in \mathcal{X}_{t}\right\}, \\
\bar{\lambda}^{k+1}=\lambda^{k}-\beta\left(\sum_{r=1}^{t} \mathcal{A}_{r} \overline{\boldsymbol{x}}_{r}^{k+1}-b\right), \\
\boldsymbol{v}^{k+1}=\boldsymbol{v}^{k}-\alpha \mathcal{P}^{-1}\left(\boldsymbol{v}^{k}-\overline{\boldsymbol{v}}^{k+1}\right), \quad \alpha \in(0,1)
\end{array}\right. \tag{3.3}
\end{array}\right.
$$

where $\mathcal{L}_{\beta}^{t}$ is defined in (1.12) and the matrix $\mathcal{P}$ in (3.3) is a block-wise upper triangular matrix similar as in (3.2), see (3.8). Note that this block-matrix $\mathcal{P}$ makes the output of (1.14) updated via a Gaussian back substitution procedure in block-wise form in the scheme (3.3).

For a general case, similar as (1.14), each of the minimization subproblems in (3.3) involves more than one function in its objective and the $m_{r}$ variables are coupled by the quadratic term in (1.12). This may make it hard to solve these subproblems unless the special case $m_{r}=1$. Recall that we only consider the case where each subproblem to be solved is in the form of (1.2) or (1.3). Thus, we suggest further decomposing the $\boldsymbol{x}_{r}$-subproblem in (3.3) as $m_{r}$ smaller subproblems so that each function $\theta_{i}$ is treated individually. More specifically, the block-wise $\boldsymbol{x}_{r}$-subproblem in (3.3) is decomposed as the following $m_{r}$ smaller subproblems:

$$
\left\{\begin{array}{l}
\bar{x}_{r_{1}}^{k+1}=\arg \min \left\{\mathcal{L}_{\beta}^{t}\left(\overline{\boldsymbol{x}}_{1}^{k+1}, \cdots, \overline{\boldsymbol{x}}_{r-1}^{k+1}, x_{r_{1}}, x_{r_{2}}^{k}, \cdots, x_{r_{m_{r}}}^{k}, \boldsymbol{x}_{r+1}^{k}, \cdots, \boldsymbol{x}_{t}^{k}, \lambda^{k}\right) \mid x_{r_{1}} \in X_{r_{1}}\right\},  \tag{3.4}\\
\quad \vdots \\
\bar{x}_{r_{j}}^{k+1}=\arg \min \left\{\mathcal{L}_{\beta}^{t}\left(\overline{\boldsymbol{x}}_{1}^{k+1}, \cdots, \overline{\boldsymbol{x}}_{r-1}^{k+1}, x_{r_{1}}^{k}, \cdots, x_{r_{j-1}}^{k}, x_{r_{j}}, x_{r_{j+1}}^{k}, \cdots, x_{r_{m_{r}}}^{k}, \boldsymbol{x}_{r+1}^{k}, \cdots, \boldsymbol{x}_{t}^{k}, \lambda^{k}\right) \mid x_{r_{j}} \in X_{r_{j}}\right\}, \\
\quad \vdots \\
\bar{x}_{r_{m_{r}}}^{k+1}=\arg \min \left\{\mathcal{L}_{\beta}^{t}\left(\overline{\boldsymbol{x}}_{1}^{k+1}, \cdots, \overline{\boldsymbol{x}}_{r-1}^{k+1}, x_{r_{1}}^{k}, \cdots, x_{r_{m_{r}^{1}}}^{k}, x_{r_{m_{r}}}, \boldsymbol{x}_{r+1}^{k}, \cdots, \boldsymbol{x}_{t}^{k}, \lambda^{k}\right) \mid x_{r_{m_{r}}} \in X_{r_{m_{r}}}\right\} .
\end{array}\right.
$$

Note that we only consider implementing the parallel decomposition to the $\boldsymbol{x}_{r}$-subproblem in (3.3). This makes it possible to implement parallel computation to tackle each block of subproblems by, e.g., a distributed-computing system. To summarize, the implementation of the new algorithm can be ordered as $t$ main phases which are proceeded sequentially according to the block-wise ADMM-GBS scheme (3.3); and for the $r$-th phase, there are $m_{r}$ subtasks in form of (1.3) which can be proceeded in parallel. This feature is useful for big-data scenarios where parallel computation is necessary.

It is also worthwhile to mentation that if the alternating decomposition is implemented to the $\boldsymbol{x}_{r^{-}}$ subproblem in (3.3), then the resulting scheme reduces to the original ADMM-GBS (3.1). Recall that the ADMM-GBS (3.1) requires solving all the decomposed subproblems in a completely sequential way. Hence, when the big-data scenario is consider where $m$ is huge in (1.1), the waiting time resulted by the sequential computing might be too expensive if the ADMM-GBS (3.1) is directly used. We are thus interested in implementing the ADMM-GBS in the block-wise form (3.3) but further decomposing the block-wise subproblems in the parallel way of (3.4). In this way, the advantage of the ADMM-GBS such as its efficiency and stability is preserved among blocks while the parallel computation to tackle big-data scenarios is applicable within each block. This is the main motivation of the new algorithm to be proposed.

### 3.3 Further Remarks

We have emphasized the importance of parallel computation to tackle the big-data scenarios of the model (1.1). One may ask why not just implement the full parallel decomposition directly to the ALM (1.6) and thus obtain the following scheme whose $m x_{i}$-subproblems can be solved fully in parallel:

$$
\left\{\begin{align*}
x_{1}^{k+1}= & \arg \min \left\{\mathcal{L}_{\beta}^{m}\left(x_{1}, x_{2}^{k}, \cdots, x_{m}^{k}, \lambda^{k}\right) \mid x_{1} \in X_{1}\right\}  \tag{3.5}\\
& \vdots \\
x_{i}^{k+1}= & \arg \min \left\{\mathcal{L}_{\beta}^{m}\left(x_{1}^{k}, \cdots, x_{i-1}^{k}, x_{i}, x_{i+1}^{k}, \cdots, x_{m}^{k}, \lambda^{k}\right) \mid x_{i} \in X_{i}\right\} \\
& \vdots \\
x_{m}^{k+1}= & \arg \min \left\{\mathcal{L}_{\beta}^{m}\left(x_{1}^{k}, \cdots, x_{m-1}^{k}, x_{m}, \lambda^{k}\right) \mid x_{m} \in X_{m}\right\} \\
\lambda^{k+1}= & \lambda^{k}-\beta\left(\sum_{i=1}^{m} A_{i} x_{i}^{k+1}-b\right)
\end{align*}\right.
$$

In fact, the scheme (3.5) requires $m$ work stations to realize the parallel computation. When $m$ is huge for a big-data scenario, it might be too expensive to be practical. Moreover, from methodological point of view, as shown in [13], the scheme (3.5) is not necessarily convergent even for $m=2$. Later, it was shown in [18] that the convergence of (3.5) can be guaranteed if all the $x_{i}$-subproblems are proximally regularized by certain proximal term

$$
\left\{\begin{align*}
x_{1}^{k+1}= & \arg \min \left\{\left.\mathcal{L}_{\beta}^{m}\left(x_{1}, x_{2}^{k}, \cdots, x_{m}^{k}, \lambda^{k}\right)+\frac{s \beta}{2}\left\|A_{1}\left(x_{1}-x_{1}^{k}\right)\right\|^{2} \right\rvert\, x_{1} \in X_{1}\right\},  \tag{3.6}\\
& \vdots \\
x_{i}^{k+1}= & \arg \min \left\{\left.\mathcal{L}_{\beta}^{m}\left(x_{1}^{k}, \cdots, x_{i-1}^{k}, x_{i}, x_{i+1}^{k}, \cdots, x_{m}^{k}, \lambda^{k}\right)+\frac{s \beta}{2}\left\|A_{i}\left(x_{i}-x_{i}^{k}\right)\right\|^{2} \right\rvert\, x_{i} \in X_{i}\right\}, \\
& \vdots \\
x_{m}^{k+1}= & \arg \min \left\{\left.\mathcal{L}_{\beta}^{m}\left(x_{1}^{k}, \cdots, x_{m-1}^{k}, x_{m}, \lambda^{k}\right)+\frac{s \beta}{2}\left\|A_{m}\left(x_{m}-x_{m}^{k}\right)\right\|^{2} \right\rvert\, x_{m} \in X_{m}\right\}, \\
\lambda^{k+1}= & \lambda^{k}-\beta\left(\sum_{i=1}^{m} A_{i} x_{i}^{k+1}-b\right) .
\end{align*}\right.
$$

where the proximal parameter $s$ is required to be greater than $m-1$. The $x_{i}$-subproblems in the scheme (3.6) are also eligible for parallel computation. But recall that we are considering the big-data scenarios where $m$ is huge. Thus, the proximal terms in (3.6) with $s \geq m-1$ play a dominate role in the objective functions and the convergence is doomed to be extremely slow due to the huge value of $m-1$, though the convergence can be guaranteed asymptotically. Therefore, we do not expect that the existing schemes based on the technique of directly decomposing the ALM (1.6) in a parallel way are applicable for the big-data scenarios of (1.1) with a huge $m$. Note that in [12, 13], it was also suggested to correct the output of (3.5) by certain correction steps and the proximal terms are not needed to regularize the decomposed subproblems. But these schemes also require $m$ work stations to realize the parallel computation.

### 3.4 The New Algorithm

Based on the previous discussion, we now propose the new algorithm which embeds the parallel computation (1.3) into the block-wise ADMM-GBS (3.3). As analyzed in [14, 22], if we replace the $\boldsymbol{x}_{r}$-subproblems in (3.3) directly by the further decomposed subproblems in (3.4), the convergence is not guaranteed. In fact, the proximity to the last iterate should be controlled when solving the further subproblems in (3.4). Therefore, we should embed not the subproblems in (3.4), but their
regularized counterparts:

$$
x_{r_{j}}^{k+1}=\arg \min \left\{\left.\begin{array}{c}
\mathcal{L}_{\beta}^{t}\left(\boldsymbol{x}_{1}^{k+1}, \cdots, \boldsymbol{x}_{r-1}^{k+1}, x_{r_{1}}^{k}, \cdots, x_{r_{j}-1}^{k}, x_{r_{j}}, x_{r_{j}+1}^{k}, \cdots, x_{r_{m_{r}}}^{k}, \boldsymbol{x}_{r+1}^{k}, \cdots, \boldsymbol{x}_{t}^{k}, \lambda^{k}\right) \mid  \tag{3.7}\\
+\frac{\tau_{r} \beta}{2}\left\|A_{r_{j}}\left(x_{r_{j}}-x_{r_{j}}^{k}\right)\right\|^{2}
\end{array} \right\rvert\, x_{r_{j} \in X_{r_{j}}}\right\}
$$

with $\tau_{r}(r=1, \cdots, t)$ into the block-wise ADMM-GBS (3.3). By defining a matrix

$$
\mathcal{P}=\left(\begin{array}{cccccc}
I & 0 & 0 & \cdots & 0 & 0  \tag{3.8}\\
0 & I & D_{2}^{-1} \mathcal{A}_{2}^{T} \mathcal{A}_{3} & \ldots & D_{2}^{-1} \mathcal{A}_{2}^{T} \mathcal{A}_{t} & 0 \\
0 & 0 & \ddots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \ddots & \ddots & D_{t-1}^{-1} \mathcal{A}_{t-1}^{T} \mathcal{A}_{t} & 0 \\
0 & 0 & \cdots & 0 & I & 0 \\
0 & 0 & \cdots & 0 & 0 & I_{\ell}
\end{array}\right)
$$

where $D_{r}$ is defined in (2.7), we summarize the resulting algorithm as follows.
Algorithm 1: A splitting version of the block-wise ADMM-GBS (3.3) for (1.1)
Initialization: Specify a regrouping for the model (1.1) with determined values of $t$ and $m_{r}$ for $r=1,2, \cdots, t$. Choose constants $\tau_{r}$ such that $\tau_{r} \geq m_{r}-1$ for $r=1, \ldots, t$. Let $\mathcal{P}$ be defined in (3.8). With the given iterate $\boldsymbol{w}^{k}=\left(x_{1}^{k}, x_{2}^{k}, \cdots, x_{m}^{k}, \lambda^{k}\right) \in X_{1} \times X_{2} \times \cdots \times X_{m} \times \mathbb{R}^{\ell}$, the new iterate is generated by the following steps.

$$
\left\{\begin{array}{l}
\left\{\begin{array}{l}
\text { for } r=1,2, \ldots t, \text { do: } \\
\quad \text { for } j=1, \ldots m_{r}, \text { parallel do: } \\
\quad \bar{x}_{r_{j}}^{k+1}=\arg \min \left\{\left.\begin{array}{c}
\mathcal{L}_{\beta}^{t}\left(\overline{\boldsymbol{x}}_{1}^{k+1}, \ldots, \overline{\boldsymbol{x}}_{r-1}^{k+1}, x_{r_{1}}^{k}, \ldots, x_{r_{j-1}}^{k}, x_{r_{j}}, x_{r_{j+1}}^{k}, \ldots, x_{r_{m_{r}}}^{k},\right. \\
\left.\boldsymbol{x}_{r+1}^{k}, \ldots, \boldsymbol{x}_{t}^{k}, \lambda^{k}\right)+\frac{\tau_{r} \beta}{2}\left\|A_{r_{j}}\left(x_{r_{j}}-x_{r_{j}}^{k}\right)\right\|^{2}
\end{array} \right\rvert\, x_{r_{j}} \in X_{r_{j}}\right\} ;
\end{array}\right. \\
\begin{array}{l}
\text { end. } \\
\text { end. } \\
\bar{\lambda}^{k+1}=\lambda^{k}-\beta\left(\sum_{r=1}^{t} \mathcal{A}_{r} \overline{\boldsymbol{x}}_{r}^{k+1}-b\right) . \\
\mathcal{P}\left(\boldsymbol{w}^{k+1}-\boldsymbol{w}^{k}\right)=\alpha\left(\overline{\boldsymbol{w}}^{k+1}-\boldsymbol{w}^{k}\right), \quad \alpha \in(0,1) .
\end{array}
\end{array}\right.
$$

Remark 3.1. To implement the proposed algorithm (3.9), at most $\max \left\{m_{1}, \cdots, m_{t}\right\}$ work stations are needed. Also, the proximal parameters $\tau_{r}$ is only dependent on the number of variables $m_{r}$ of the $r$-th group; they thus can be significantly smaller than $m-1$ as required in (3.6). This feature thus can avoid slow convergence due to too large proximal coefficients. Certainly, when a specific application of the abstract model (1.1) is considered, the user can optimally determine the values of $t$ and $m_{r}$ for $r=1,2, \cdots, t$, so that the balance among the sequential and parallel computation is achieved and the optimal overall performance is achieved. But in this paper, we focus on the general methodology of algorithmic design for the generic case of (1.1), and do not discuss the specific regrouping strategies among variables which are case-dependent.
Remark 3.2. It is easy to see that at each iteration, the new algorithm (3.9) mainly requires solving $m$ subproblems in form of (1.3). We use the proximal terms $\frac{\tau_{r} \beta}{2}\left\|A_{r_{j}}\left(x_{r_{j}}-x_{r_{j}}^{k}\right)\right\|^{2}$ to regularize the further decomposed subproblems in (3.9). But, just like the analysis in [21], we can instead
use the terms $\frac{\tau_{r} \beta}{2}\left\|x_{r_{j}}-x_{r_{j}}^{k}\right\|^{2}$, or more generally $\frac{\tau_{r} \beta}{2}\left\|x_{r_{j}}-x_{r_{j}}^{k}\right\|_{G}^{2}$ with a positive definite matrix $G$. Therefore, for the case where $A_{i}$ is not the identity matrix while $\theta_{i}$ is simple in the sense that its proximal operator defined in (1.2) has a closed-form representation, then we can easily further consider linearizing the quadratic term in its corresponding subproblem in (3.9) and thus propose a linearized version of the algorithm (3.9). The corresponding analysis is not much different from our analysis to be presented. We thus will only briefly discuss the linearized version in Section 8; and mainly focus on the discussion for the scheme (3.9) for the purpose of exposing our main idea with easier notation.

## 4 Convergence

In this section, we prove the global convergence for the proposed algorithm (3.9).

### 4.1 Some Matrices

First of all, for the convenience of analysis, let us define some matrices and prove some useful properties for these matrices. Let

$$
Q=\left(\begin{array}{cccccc}
\beta\left(D_{1}-\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right) & 0 & \cdots & \cdots & 0 & 0  \tag{4.1}\\
0 & \beta D_{2} & \ddots & & \vdots & \vdots \\
0 & \beta \mathcal{A}_{3}^{T} \mathcal{A}_{2} & \ddots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \ddots & \ddots & 0 & 0 \\
0 & \beta \mathcal{A}_{t}^{T} \mathcal{A}_{2} & \cdots & \beta \mathcal{A}_{t}^{T} \mathcal{A}_{t-1} & \beta D_{t} & 0 \\
0 & -\mathcal{A}_{2} & \cdots & -\mathcal{A}_{t-1} & -\mathcal{A}_{t} & \frac{1}{\beta} I
\end{array}\right),
$$

where $\mathcal{A}_{r}$ and $D_{r}$ are defined in (1.9) and (2.7), respectively.
In fact, the matrix $Q$ in (4.1) can be written as the block-wise form

$$
Q=\left(\begin{array}{ccc}
\beta\left(D_{1}-\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right) & 0 & 0  \tag{4.2}\\
0 & \beta \mathcal{Q}_{e} & 0 \\
0 & -\mathcal{A} & \frac{1}{\beta} I
\end{array}\right),
$$

with

$$
\begin{equation*}
\mathcal{A}=\left(\mathcal{A}_{2}, \ldots, \mathcal{A}_{t}\right) \tag{4.3}
\end{equation*}
$$

and

$$
\mathcal{Q}_{e}=\left(\begin{array}{cccc}
D_{2} & 0 & \cdots & 0  \tag{4.4}\\
\mathcal{A}_{3}^{T} \mathcal{A}_{2} & D_{3} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
\mathcal{A}_{t}^{T} \mathcal{A}_{2} & \cdots & \mathcal{A}_{t}^{T} \mathcal{A}_{t-1} & D_{t}
\end{array}\right) .
$$

Moreover, we use $\mathcal{D}_{e}$ to denote the diagonal part of $\mathcal{Q}_{e}$, i.e.,

$$
\mathcal{D}_{e}=\left(\begin{array}{cccc}
D_{2} & 0 & \cdots & 0  \tag{4.5}\\
0 & D_{3} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & D_{t}
\end{array}\right)
$$

With the just defined matrices $\mathcal{A}, \mathcal{Q}_{e}$, and $\mathcal{D}_{e}$, we further define

$$
M=\left(\begin{array}{ccc}
I & 0 & 0  \tag{4.6}\\
0 & \mathcal{Q}_{e}^{-T} \mathcal{D}_{e} & 0 \\
0 & -\beta \mathcal{A} & I
\end{array}\right)
$$

These matrices will help us present the coming analysis more succinctly.
Indeed, proving the convergence for the proposed algorithm (3.9) crucially depends on some important properties of the just defined matrices. We summarize them in the following two lemmas.

Lemma 4.1. For the matrices $\mathcal{A}, \mathcal{Q}_{e}$ and $\mathcal{D}_{e}$ which are defined in (4.3), (4.4) and (4.5), respectively, we have

$$
\mathcal{Q}_{e}^{T}+\mathcal{Q}_{e} \begin{cases}\succeq \mathcal{D}_{e}+\mathcal{A}^{T} \mathcal{A}, & \tau_{r} \geq m_{r}-1, r=1, \ldots, t  \tag{4.7}\\ \succ \mathcal{D}_{e}+\mathcal{A}^{T} \mathcal{A}, & \tau_{r}>m_{r}-1, r=1, \ldots, t\end{cases}
$$

Proof. Using the structure of the matrices $\mathcal{Q}_{e}$ and $\mathcal{D}_{e}$ (see (4.4) and (4.5)), we obtain

$$
\mathcal{Q}_{e}^{T}+\mathcal{Q}_{e}=\mathcal{D}_{e}+\left(\begin{array}{cccc}
D_{2} & \mathcal{A}_{2}^{T} \mathcal{A}_{3} & \cdots & \mathcal{A}_{2}^{T} \mathcal{A}_{t} \\
\mathcal{A}_{3}^{T} \mathcal{A}_{2} & D_{3} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \mathcal{A}_{t-1}^{T} \mathcal{A}_{t} \\
\mathcal{A}_{t}^{T} \mathcal{A}_{2} & \cdots & \mathcal{A}_{t}^{T} \mathcal{A}_{t-1} & D_{t}
\end{array}\right)
$$

Since we choose $\tau_{r} \geq($ resp. $>) m_{r}-1$, it follows that

$$
D_{r}=\left(\tau_{r}+1\right) \operatorname{diag}\left(\mathcal{A}_{r}^{T} \mathcal{A}_{r}\right) \succeq(\text { Resp } ., \succ) \mathcal{A}_{r}^{T} \mathcal{A}_{r}, \quad r=1, \ldots, t
$$

and consequently,

$$
\left(\begin{array}{cccc}
D_{2} & \mathcal{A}_{2}^{T} \mathcal{A}_{3} & \cdots & \mathcal{A}_{2}^{T} \mathcal{A}_{t} \\
\mathcal{A}_{3}^{T} \mathcal{A}_{2} & D_{3} & \ddots & \vdots \\
\vdots & \ddots & \ddots & \mathcal{A}_{t-1}^{T} \mathcal{A}_{t} \\
\mathcal{A}_{t}^{T} \mathcal{A}_{2} & \cdots & \mathcal{A}_{t}^{T} \mathcal{A}_{t-1} & D_{t}
\end{array}\right) \succeq(\text { Resp. }, \succ) \mathcal{A}^{T} \mathcal{A}
$$

The assertions (4.7) are followed immediately.
Lemma 4.2. For the matrices $Q$ and $M$ defined in (4.1) and (4.6), respectively, let

$$
\begin{equation*}
H:=Q M^{-1} \tag{4.8a}
\end{equation*}
$$

and

$$
\begin{equation*}
G:=Q^{T}+Q-\alpha M^{T} H M \tag{4.8b}
\end{equation*}
$$

Then, we have the following conclusions.

1. The matrix $H$ defined in (4.8a) is symmetric and positive definite.
2. For the matrix $G$ defined in (4.8b), we have

$$
G=Q^{T}+Q-\alpha M^{T} H M\left\{\begin{array}{cc}
\left\{\begin{array}{cc}
\succ 0, & \forall \alpha \in(0,1), \\
\succeq 0, & \alpha=1,
\end{array} \quad \text { if } \quad \tau_{r} \geq m_{r}-1, r=1, \ldots, t\right.  \tag{4.9}\\
\succ 0, \quad \forall \alpha \in(0,1], \quad \text { if } \quad \tau_{r}>m_{r}-1, r=1, \ldots, t
\end{array}\right.
$$

Proof. First, we check the positive definiteness of the matrix $H$. For the matrix $M$ defined in (4.6), we have

$$
M^{-1}=\left(\begin{array}{ccc}
I & 0 & 0 \\
0 & \mathcal{D}_{e}^{-1} \mathcal{Q}_{e}^{T} & 0 \\
0 & \beta \mathcal{A} \mathcal{D}_{e}^{-1} \mathcal{Q}_{e}^{T} & I
\end{array}\right) .
$$

Thus, according to the definition of the matrix $H$ (see (4.8a)), we conclude that

$$
\begin{aligned}
H & =Q M^{-1}=\left(\begin{array}{ccc}
\beta\left(D_{1}-\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right) & 0 & 0 \\
0 & \beta \mathcal{Q}_{e} & 0 \\
0 & -\mathcal{A} & \frac{1}{\beta} I
\end{array}\right)\left(\begin{array}{ccc}
I & 0 & 0 \\
0 & \mathcal{D}_{e}^{-1} \mathcal{Q}_{e}^{T} & 0 \\
0 & \beta \mathcal{A D}_{e}^{-1} \mathcal{Q}_{e}^{T} & I
\end{array}\right) \\
& =\left(\begin{array}{ccc}
\beta\left(D_{1}-\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right) & 0 & 0 \\
0 & \beta \mathcal{Q}_{e} \mathcal{D}_{e}^{-1} \mathcal{Q}_{e}^{T} & 0 \\
0 & 0 & \frac{1}{\beta} I
\end{array}\right),
\end{aligned}
$$

is symmetric and positive definite.
Now, we turn to check the positive definiteness of the matrix $G$. Note that
$Q^{T}+Q=\left(\begin{array}{ccc}2 \beta\left(D_{1}-\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right) & 0 & 0 \\ 0 & \beta\left(\mathcal{Q}_{e}^{T}+\mathcal{Q}_{e}\right) & -\mathcal{A}^{T} \\ 0 & -\mathcal{A} & \frac{2}{\beta} I\end{array}\right) \stackrel{(4.7)}{\succeq}\left(\begin{array}{ccc}2 \beta\left(D_{1}-\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right) & 0 & 0 \\ 0 & \beta\left(\mathcal{D}_{e}+\mathcal{A}^{T} \mathcal{A}\right) & -\mathcal{A}^{T} \\ 0 & -\mathcal{A} & \frac{2}{\beta} I\end{array}\right)$
and

$$
\begin{align*}
M^{T} H M= & Q^{T} M=\left(\begin{array}{ccc}
\beta\left(D_{1}-\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right) & 0 & 0 \\
0 & \beta \mathcal{Q}_{e}^{T} & -\mathcal{A}^{T} \\
0 & 0 & \frac{1}{\beta} I
\end{array}\right)\left(\begin{array}{ccc}
I & 0 & 0 \\
0 & \mathcal{Q}_{e}^{-T} \mathcal{D}_{e} & 0 \\
0 & -\beta \mathcal{A} & I
\end{array}\right) \\
= & \left(\begin{array}{ccc}
\beta\left(D_{1}-\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right) & 0 & 0 \\
0 & \beta\left(\mathcal{D}_{e}+\mathcal{A}^{T} \mathcal{A}\right) & -\mathcal{A}^{T} \\
0 & -\mathcal{A} & \frac{1}{\beta} I
\end{array}\right) . \tag{4.10}
\end{align*}
$$

From the definition of $G$ (see (4.8b) and the two different cases of (4.7)), it follows that

$$
\begin{aligned}
G & =Q^{T}+Q-\alpha M^{T} H M \\
& \binom{\succeq}{\succ}\left(\begin{array}{ccc}
(2-\alpha) \beta\left(D_{1}-\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right) & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)+(1-\alpha)\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & \beta\left(\mathcal{D}_{e}+\mathcal{A}^{T} \mathcal{A}\right) & -\mathcal{A}^{T} \\
0 & -\mathcal{A} & \frac{1}{\beta} I
\end{array}\right) \\
& \succeq 0 .
\end{aligned}
$$

The assertion (4.9) is proved.
As we shall see, Lemmas 4.3 and 4.2 actually play a very important role in proving the convergence for the proposed algorithm (3.9).

### 4.2 A Prediction-Correction Reformulation of (3.9)

Now, with the matrices introduced in the last subsection, we can rewrite the proposed algorithm (3.9) as the following prediction-correction form.

Prediction. For the given $\boldsymbol{w}^{k}=\left(x_{1}^{k}, x_{2}^{k} \ldots, x_{m}^{k}, \lambda^{k}\right)=\left(\boldsymbol{x}_{1}^{k}, \ldots, \boldsymbol{x}_{t}^{k}, \lambda^{k}\right)$, generate the predictor $\tilde{\boldsymbol{w}}^{k}=\left(\tilde{x}_{1}^{k}, \tilde{x}_{2}^{k} \ldots, \tilde{x}_{m}^{k}, \tilde{\lambda}^{k}\right)=\left(\tilde{\boldsymbol{x}}_{1}^{k}, \ldots, \tilde{\boldsymbol{x}}_{t}^{k}, \tilde{\lambda}^{k}\right)$ by the following steps:

$$
\left\{\begin{array}{l}
\text { for } r=1,2, \ldots t \text {, do: } \\
\quad \text { for } j=1, \ldots m_{r}, \text { parallel do: } \\
\quad \tilde{x}_{r_{j}}^{k}=\arg \min \left\{\left.\begin{array}{c}
\mathcal{L}_{\beta}^{t}\left(\tilde{\boldsymbol{x}}_{1}^{k}, \ldots, \tilde{\boldsymbol{x}}_{r-1}^{k}, x_{r_{1}}^{k}, \ldots, x_{r_{j-1}}^{k}, x_{r_{j}}, x_{r_{j+1}}^{k}, \ldots, x_{r_{m r}}^{k},\right. \\
\left.\quad \boldsymbol{x}_{r+1}^{k}, \ldots, \boldsymbol{x}_{t}^{k}, \lambda^{k}\right)+\frac{\tau_{r} \beta}{2}\left\|A_{r_{j}}\left(x_{r_{j}}-x_{r_{j}}^{k}\right)\right\|^{2}
\end{array} \right\rvert\, x_{r_{j}} \in X_{r_{j}}\right\} ; \\
\text { end. }  \tag{4.11a}\\
\text { end. }
\end{array}\right.
$$

Additionally, we define

$$
\begin{equation*}
\tilde{\lambda}^{k}=\lambda^{k}-\beta\left(\mathcal{A}_{1} \tilde{\boldsymbol{x}}_{1}^{k}+\sum_{j=2}^{t} \mathcal{A}_{j} \boldsymbol{x}_{j}^{k}-b\right) . \tag{4.11b}
\end{equation*}
$$

Correction. The new iterate $\boldsymbol{w}^{k+1}$ is given by

$$
\begin{equation*}
\boldsymbol{w}^{k+1}=\boldsymbol{w}^{k}-\alpha M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right), \tag{4.12a}
\end{equation*}
$$

where $\tilde{\boldsymbol{w}}^{k}$ is the predictor generated by (4.11), the matrix $M$ is defined in (4.6) and

$$
\alpha \in\left\{\begin{array}{lll}
(0,1), & \text { if } & \tau_{r} \geq m_{r}-1, r=1, \ldots, t  \tag{4.12b}\\
(0,1], & \text { if } & \tau_{r}>m_{r}-1, r=1, \ldots, t
\end{array}\right.
$$

As mentioned in [22], we conduct the convergence analysis in the context of the predictioncorrection form (4.11)-(4.12) because the proof of the convergence is essentially to prove the contraction property with respect to the solution set, while the progress of the proximity to the solution set is measured by the quantity $\left\|\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right\|_{G}^{2}$ where $G$ is defined in (4.8b). Thus, it is convenient to explicitly analyze the predictor $\tilde{\boldsymbol{w}}^{k}$ and accordingly revisit the algorithm (3.9) from the predictioncorrection perspective. The other reason is that this prediction-correction reformulation enables us to investigate the relationship between the proposed algorithm (3.9) and some existing schemes in the literature by a unified framework, as elaborated in Sections 6.1 and 6.2.

Let us take a closer look at the correction step (4.12). Recall that the matrix $M$ defined in (4.6) and the matrices $\mathcal{Q}_{e}, \mathcal{D}_{e}$ in $M$ are defined in (4.4) and (4.5), respectively. Moreover, using (4.3) and (4.11b), we can see that the correction step (4.12) consists of the following computations:

$$
\left\{\begin{array}{l}
\boldsymbol{x}_{1}^{k+1}-\boldsymbol{x}_{1}^{k}=\alpha\left(\tilde{\boldsymbol{x}}_{1}^{k}-\boldsymbol{x}_{1}^{k}\right),  \tag{4.13}\\
\mathcal{D}_{e}^{-1} \mathcal{Q}_{e}^{T}\left(\begin{array}{c}
\boldsymbol{x}_{2}^{k+1}-\boldsymbol{x}_{2}^{k} \\
\vdots \\
\boldsymbol{x}_{t}^{k+1}-\boldsymbol{x}_{t}^{k}
\end{array}\right)=\alpha\left(\begin{array}{c}
\tilde{\boldsymbol{x}}_{2}^{k}-\boldsymbol{x}_{2}^{k} \\
\vdots \\
\tilde{\boldsymbol{x}}_{t}^{k}-\boldsymbol{x}_{t}^{k}
\end{array}\right), \\
\lambda^{k+1}=\lambda^{k}-\alpha \beta\left(\sum_{s=1}^{t} \mathcal{A}_{s} \tilde{\boldsymbol{x}}_{s}^{k}-b\right) .
\end{array}\right.
$$

Notice that $\mathcal{D}_{e}^{-1} \mathcal{Q}_{e}^{T}$ is a block-wise upper-triangular matrix whose diagonal parts are identities. Thus, the block-wise variables $\left(\boldsymbol{x}_{2}, \boldsymbol{x}_{3}, \ldots, \boldsymbol{x}_{t}\right)$ are updated consecutively in the back substitution order:
$\boldsymbol{x}_{t}^{k+1} \rightarrow \boldsymbol{x}_{t-1}^{k+1} \rightarrow \cdots \cdots \rightarrow \boldsymbol{x}_{2}^{k+1}$. Recall that within each block variable, the further decomposed subproblems are eligible for parallel computation. Thus, The correction step (4.12) can be viewed as a Gaussian back substitution procedure to correct the output of (4.11).

Now, let us come back to the prediction step (4.11). In the following lemma, we analyze the optimality conditions of the $\tilde{x}_{r_{j}}$-subproblems in (4.11) and represent the predictor generated by (4.11) as a VI reformulation. This VI reformulation helps us better discern its difference from the VI characterization (2.4) of the original model (1.1); and thus clearly see how far the predictor $\tilde{w}^{k}$ is from a solution point. It also inspires the correction step (4.12).

Lemma 4.3. Let $\tilde{\boldsymbol{x}}^{k}$ be generated by (4.11a) from the given vector $\boldsymbol{w}^{k}$ and $\tilde{\lambda}^{k}$ be defined by (4.11b). Then, the predictor $\tilde{\boldsymbol{w}}^{k} \in \Omega$ satisfies

$$
\begin{equation*}
\tilde{\boldsymbol{w}}^{k} \in \Omega, \quad \vartheta(\boldsymbol{x})-\vartheta\left(\tilde{\boldsymbol{x}}^{k}\right)+\left(\boldsymbol{w}-\tilde{\boldsymbol{w}}^{k}\right)^{T} F\left(\tilde{\boldsymbol{w}}^{k}\right) \geq\left(\boldsymbol{w}-\tilde{\boldsymbol{w}}^{k}\right)^{T} Q\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right), \quad \forall \boldsymbol{w} \in \Omega, \tag{4.14}
\end{equation*}
$$

where $Q$ is defined in (4.1).
Proof. Using the notation of the augmented Lagrangian function (see (1.5)), we observe the optimality condition of the $x_{r_{j}}$-subproblem in the $r$-th group of (4.11a) for $r=1, \ldots, t$. Ignoring some constant terms in the objective function of the subproblems, we have

$$
\begin{aligned}
& \tilde{x}_{r_{j}}^{k}=\arg \min \left\{\begin{array}{c}
\mathcal{L}_{\beta}^{t}\left(\tilde{\boldsymbol{x}}_{1}^{k}, \ldots, \tilde{\boldsymbol{x}}_{r-1}^{k}, x_{r_{1}}^{k}, \ldots, x_{r_{j-1}}^{k}, x_{r_{j}}, x_{r_{j+1}}^{k}, \ldots, x_{r_{m_{r}}}^{k}, \mid x_{r_{j}} \in X_{r_{j}}\right\} \\
\left.\boldsymbol{x}_{r+1}^{k}, \ldots, \boldsymbol{x}_{t}^{k}, \lambda^{k}\right)+\frac{\tau_{r} \beta}{2}\left\|A_{r_{j}}\left(x_{r_{j}}-x_{r_{j}}^{k}\right)\right\|^{2}
\end{array}\right. \\
& \stackrel{(1.5)}{=} \arg \min \left\{\left.\begin{array}{c}
\theta_{r_{j}}\left(x_{r_{j}}\right)-\left(\lambda^{k}\right)^{T} A_{r_{j}} x_{r_{j}}+\frac{\beta}{2} \| A_{r_{j}}\left(x_{r_{j}}-x_{r_{j}}^{k}\right)+\sum_{s=1}^{r-1} \mathcal{A}_{s} \tilde{\boldsymbol{x}}_{s}^{k} \\
+\sum_{s=r}^{t} \mathcal{A}_{s} \boldsymbol{x}_{s}^{k}-b\left\|^{2}+\frac{\tau_{r}}{2}\right\| A_{r_{j}}\left(x_{r_{j}}-x_{r_{j}}^{k}\right) \|^{2}
\end{array} \right\rvert\, x_{r_{j}} \in X_{r_{j}}\right\} .
\end{aligned}
$$

The optimality condition of the above convex minimization problem is

$$
\begin{aligned}
& \tilde{x}_{r_{j}}^{k} \in X_{r_{j}}, \quad \theta_{r_{j}}\left(x_{r_{j}}\right)-\theta_{r_{j}}\left(\tilde{x}_{r_{j}}^{k}\right)+\left(x_{r_{j}}-\tilde{x}_{r_{j}}^{k}\right)^{T}\left\{-A_{r_{j}}^{T} \lambda^{k}\right. \\
& \left.\quad+\beta A_{r_{j}}^{T}\left[\sum_{s=1}^{r-1} \mathcal{A}_{s} \tilde{\boldsymbol{x}}_{s}^{k}+\sum_{s=r}^{t} \mathcal{A}_{s} \boldsymbol{x}_{s}^{k}-b\right]+\left(\tau_{r}+1\right) \beta A_{r_{j}}^{T} A_{r_{j}}\left(\tilde{x}_{r_{j}}^{k}-x_{r_{j}}^{k}\right)\right\} \geq 0, \quad \forall x_{r_{j}} \in X_{r_{j}} .
\end{aligned}
$$

Using the definition of $\tilde{\lambda}^{k}$ (see (4.11b)), we have

$$
\lambda^{k}=\tilde{\lambda}^{k}+\beta\left(\mathcal{A}_{1} \tilde{\boldsymbol{x}}_{1}^{k}+\sum_{s=2}^{t} \mathcal{A}_{s} \boldsymbol{x}_{s}^{k}-b\right)
$$

Substituting it into the last inequality, we obtain

$$
\begin{aligned}
& \tilde{x}_{r_{j}}^{k} \in X_{r_{j}}, \quad \theta_{r_{j}}\left(x_{r_{j}}\right)-\theta_{r_{j}}\left(\tilde{x}_{r_{j}}^{k}\right)+\left(x_{r_{j}}-\tilde{x}_{r_{j}}^{k}\right)^{T}\left\{-A_{r_{j}}^{T} \tilde{\lambda}^{k}\right. \\
& \left.\quad+\beta A_{r_{j}}^{T}\left[\sum_{s=2}^{r-1} \mathcal{A}_{s}\left(\tilde{\boldsymbol{x}}_{s}^{k}-\boldsymbol{x}_{s}^{k}\right)\right]+\left(\tau_{r}+1\right) \beta A_{r_{j}}^{T} A_{r_{j}}\left(\tilde{x}_{r_{j}}^{k}-x_{r_{j}}^{k}\right)\right\} \geq 0, \quad \forall x_{r_{j}} \in X_{r_{j}} .
\end{aligned}
$$

Applying this inequality for the cases of $j=1, \ldots, m_{r}$, and summarizing the resulting inequalities, we get

$$
\begin{align*}
\tilde{\boldsymbol{x}}_{r}^{k} \in \mathcal{X}_{r}, & \vartheta_{r}\left(\boldsymbol{x}_{r}\right)-\vartheta_{r}\left(\tilde{\boldsymbol{x}}_{r}^{k}\right)+\left(\boldsymbol{x}_{r}-\tilde{\boldsymbol{x}}_{r}^{k}\right)^{T}\left\{-\mathcal{A}_{r}^{T} \tilde{\lambda}^{k}\right. \\
& \left.+\beta \mathcal{A}_{r}^{T}\left[\sum_{s=2}^{r-1} \mathcal{A}_{s}\left(\tilde{\boldsymbol{x}}_{s}^{k}-\boldsymbol{x}_{s}^{k}\right)\right]+\left(\tau_{r}+1\right) \beta \operatorname{diag}\left(\mathcal{A}_{r}^{T} \mathcal{A}_{r}\right)\left(\tilde{\boldsymbol{x}}_{r}^{k}-\boldsymbol{x}_{r}^{k}\right)\right\} \geq 0, \quad \forall \boldsymbol{x}_{r} \in \mathcal{X}_{r} . \tag{4.15}
\end{align*}
$$

Note that, for $r=1$, (4.15) means that

$$
\begin{aligned}
\tilde{\boldsymbol{x}}_{1}^{k} \in \mathcal{X}_{1}, \quad \vartheta_{1}\left(\boldsymbol{x}_{1}\right) & -\vartheta_{1}\left(\tilde{\boldsymbol{x}}_{1}^{k}\right)+\left(\boldsymbol{x}_{1}-\tilde{\boldsymbol{x}}_{1}^{k}\right)^{T}\left\{-\mathcal{A}_{1}^{T} \tilde{\lambda}^{k}\right. \\
& \left.-\beta \mathcal{A}_{1}^{T} \mathcal{A}_{1}\left(\tilde{\boldsymbol{x}}_{1}^{k}-\boldsymbol{x}_{1}^{k}\right)+\left(\tau_{1}+1\right) \beta \operatorname{diag}\left(\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right)\left(\tilde{\boldsymbol{x}}_{1}^{k}-\boldsymbol{x}_{1}^{k}\right)\right\} \geq 0, \quad \forall \boldsymbol{x}_{1} \in \mathcal{X}_{1},
\end{aligned}
$$

Using the notation of matrix $D_{1}$ (see (2.7)), it can be written as

$$
\begin{equation*}
\tilde{\boldsymbol{x}}_{1}^{k} \in \mathcal{X}_{1}, \quad \vartheta_{1}\left(\boldsymbol{x}_{1}\right)-\vartheta_{1}\left(\tilde{\boldsymbol{x}}_{1}^{k}\right)+\left(\boldsymbol{x}_{1}-\tilde{\boldsymbol{x}}_{1}^{k}\right)^{T}\left\{-\mathcal{A}_{1}^{T} \tilde{\lambda}^{k}+\beta\left(D_{1}-\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right)\left(\tilde{\boldsymbol{x}}_{1}^{k}-\boldsymbol{x}_{1}^{k}\right)\right\} \geq 0, \quad \forall \boldsymbol{x}_{1} \in \mathcal{X}_{1} \tag{4.16}
\end{equation*}
$$

In addition, by using (4.11b), we have

$$
\left(\sum_{r=1}^{t} \mathcal{A}_{r} \tilde{\boldsymbol{x}}_{r}^{k}-b\right)-\sum_{s=2}^{t} \mathcal{A}_{s}\left(\tilde{\boldsymbol{x}}_{s}^{k}-\boldsymbol{x}_{s}^{k}\right)+\frac{1}{\beta}\left(\tilde{\lambda}^{k}-\lambda^{k}\right)=0
$$

and it can be rewritten as

$$
\begin{equation*}
\tilde{\lambda}^{k} \in \mathbb{R}^{\ell}, \quad\left(\lambda-\tilde{\lambda}^{k}\right)^{T}\left\{\left(\sum_{r=1}^{t} \mathcal{A}_{r} \tilde{\boldsymbol{x}}_{r}^{k}-b\right)-\sum_{s=2}^{t} \mathcal{A}_{s}\left(\tilde{\boldsymbol{x}}_{s}^{k}-\boldsymbol{x}_{s}^{k}\right)+\frac{1}{\beta}\left(\tilde{\lambda}^{k}-\lambda^{k}\right)\right\} \geq 0, \quad \forall \lambda \in \mathbb{R}^{\ell} \tag{4.17}
\end{equation*}
$$

Combining (4.16), (4.15) $(r=2, \ldots, t)$ and (4.17) together and using the notations $F(\boldsymbol{w}), Q$ and $D_{r}$ (see (2.2), (4.1) and (2.7)), the assertion of this lemma is followed directly.

Recall the VI reformulation (2.4a)-(2.4b) of the model (1.1). Lemma 4.3 thus indicates that the accuracy of the predictor $\tilde{\boldsymbol{w}}^{k}$ to a solution point $\boldsymbol{w}^{*}$ is measured by the quantity $\max \{(\boldsymbol{w}-$ $\left.\left.\tilde{\boldsymbol{w}}^{k}\right)^{T} Q\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right) \mid \boldsymbol{w} \in \Omega\right\}$. This is also the reason we search for a better iterate at the correct step (4.12) along the direction $-\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)$ to further reduce the proximity and to guarantee that the whole sequence is monotonically closer to the solution set. With this strict contraction property, it becomes standard to prove the convergence from the contraction method perspective in [1].

### 4.3 An Illustrative Example of Lemma 4.3

For better understanding the proposed algorithm (3.9) and seeing the assertion in Lemma 4.3 more specifically, we consider the special case of (1.1) with $m=6$ :

$$
\min \left\{\sum_{i=1}^{6} \theta_{i}\left(x_{i}\right) \mid \sum_{i=1}^{6} A_{i} x_{i}=b, x_{i} \in X_{i}, i=1,2, \cdots, 6\right\} ;
$$

and regroup the variables as

$$
\boldsymbol{x}=\left(\begin{array}{c}
\boldsymbol{x}_{1}  \tag{4.18a}\\
\boldsymbol{x}_{2} \\
\boldsymbol{x}_{3}
\end{array}\right) \quad \text { with } \quad \boldsymbol{x}_{1}=\binom{x_{1}}{x_{2}}, \quad \boldsymbol{x}_{2}=\binom{x_{3}}{x_{4}} \quad \text { and } \quad \boldsymbol{x}_{3}=\binom{x_{5}}{x_{6}} .
$$

Therefore, $m_{1}=m_{2}=m_{3}=2$. Accordingly, we regroup

$$
\begin{equation*}
\mathcal{A}_{1}=\left(A_{1}, A_{2}\right), \quad \mathcal{A}_{2}=\left(A_{3}, A_{4}\right), \quad \mathcal{A}_{3}=\left(A_{5}, A_{6}\right) \tag{4.18b}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{X}_{1}=X_{1} \times X_{2}, \quad \mathcal{X}_{2}=X_{3} \times X_{4}, \quad \mathcal{X}_{3}=X_{5} \times X_{6} \tag{4.18c}
\end{equation*}
$$

The corresponding augmented Lagrangian function is

$$
\begin{equation*}
\mathcal{L}_{\beta}^{6}\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}, \lambda\right)=\sum_{i=1}^{6} \theta_{i}\left(x_{i}\right)-\lambda^{T}\left(\sum_{i=1}^{6} A_{i} x_{i}-b\right)+\frac{\beta}{2}\left\|\sum_{i=1}^{6} A_{i} x_{i}-b\right\|^{2} . \tag{4.19}
\end{equation*}
$$

With the given $\boldsymbol{w}^{k}=\left(x_{1}^{k}, x_{2}^{k}, x_{3}^{k}, x_{4}^{k}, x_{5}^{k}, x_{6}^{k}, \lambda^{k}\right)$, the prediction step (4.11) at the $k$-th iteration can be specified as

$$
\left\{\begin{array}{l}
\tilde{x}_{1}^{k}=\arg \min \left\{\left.\mathcal{L}_{\beta}^{6}\left(x_{1}, x_{2}^{k}, x_{3}^{k}, x_{4}^{k}, x_{5}^{k}, x_{6}^{k}, \lambda^{k}\right)+\frac{\tau_{1} \beta}{2}\left\|A_{1}\left(x_{1}-x_{1}^{k}\right)\right\|^{2} \right\rvert\, x_{1} \in X_{1}\right\}  \tag{4.20a}\\
\tilde{x}_{2}^{k}=\arg \min \left\{\left.\mathcal{L}_{\beta}^{6}\left(x_{1}^{k}, x_{2}, x_{3}^{k}, x_{4}^{k}, x_{5}^{k}, x_{6}^{k}, \lambda^{k}\right)+\frac{\tau_{1} \beta}{2}\left\|A_{2}\left(x_{2}-x_{2}^{k}\right)\right\|^{2} \right\rvert\, x_{2} \in X_{2}\right\}
\end{array}\right.
$$

$$
\begin{gather*}
\left\{\begin{array}{l}
\tilde{x}_{3}^{k}=\arg \min \left\{\left.\mathcal{L}_{\beta}^{6}\left(\tilde{x}_{1}^{k}, \tilde{x}_{2}^{k}, x_{3}, x_{4}^{k}, x_{5}^{k}, x_{6}^{k}, \lambda^{k}\right)+\frac{\tau_{2} \beta}{2}\left\|A_{3}\left(x_{3}-x_{3}^{k}\right)\right\|^{2} \right\rvert\, x_{3} \in X_{3}\right\}, \\
\tilde{x}_{4}^{k}=\arg \min \left\{\left.\mathcal{L}_{\beta}^{6}\left(\tilde{x}_{1}^{k}, \tilde{x}_{2}^{k}, x_{3}^{k}, x_{4}, x_{5}^{k}, x_{6}^{k}, \lambda^{k}\right)+\frac{\tau_{2} \beta}{2}\left\|A_{4}\left(x_{4}-x_{4}^{k}\right)\right\|^{2} \right\rvert\, x_{4} \in X_{4}\right\} ;
\end{array}\right.  \tag{4.20b}\\
\left\{\begin{array}{l}
\tilde{x}_{5}^{k}=\arg \min \left\{\left.\mathcal{L}_{\beta}^{6}\left(\tilde{x}_{1}^{k}, \tilde{x}_{2}^{k}, \tilde{x}_{3}^{k}, \tilde{x}_{4}^{k}, x_{5}, x_{6}^{k}, \lambda^{k}\right)+\frac{\tau_{3} \beta}{2}\left\|A_{5}\left(x_{5}-x_{5}^{k}\right)\right\|^{2} \right\rvert\, x_{5} \in X_{5}\right\}, \\
\tilde{x}_{6}^{k}=\arg \min \left\{\left.\mathcal{L}_{\beta}^{6}\left(\tilde{x}_{1}^{k}, \tilde{x}_{2}^{k}, \tilde{x}_{3}^{k}, \tilde{x}_{4}^{k}, x_{5}^{k}, x_{6}, \lambda^{k}\right)+\frac{\tau_{3} \beta}{2}\left\|A_{6}\left(x_{6}-x_{6}^{k}\right)\right\|^{2} \right\rvert\, x_{6} \in X_{6}\right\} ; \\
\tilde{\lambda}^{k}=\lambda^{k}-\beta\left(A_{1} \tilde{x}_{1}^{k}+A_{2} \tilde{x}_{2}^{k}+\sum_{j=3}^{6} A_{j} x_{j}^{k}-b\right) .
\end{array}\right. \tag{4.20c}
\end{gather*}
$$

By using (4.19), we derive the following optimal condition of the $x_{i}$-subproblems of (4.20a):
$\left\{\begin{array}{l}\theta_{1}\left(x_{1}\right)-\theta_{1}\left(\tilde{x}_{1}^{k}\right)+\left(x_{1}-\tilde{x}_{1}^{k}\right)^{T}\left\{-A_{1}^{T} \lambda^{k}+\beta A_{1}^{T}\left[A_{1}\left(\tilde{x}_{1}^{k}-x_{1}^{k}\right)+\left(\sum_{j=1}^{6} A_{j} x_{j}^{k}-b\right)\right]+\tau_{1} \beta A_{1}^{T} A_{1}\left(\tilde{x}_{1}^{k}-x_{1}^{k}\right)\right\} \geq 0, \forall x_{1} \in X_{1} ; \\ \theta_{2}\left(x_{2}\right)-\theta_{2}\left(\tilde{x}_{2}^{k}\right)+\left(x_{2}-\tilde{x}_{2}^{k}\right)^{T}\left\{-A_{2}^{T} \lambda^{k}+\beta A_{2}^{T}\left[A_{2}\left(\tilde{x}_{2}^{k}-x_{2}^{k}\right)+\left(\sum_{j=1}^{6} A_{j} x_{j}^{k}-b\right)\right]+\tau_{1} \beta A_{2}^{T} A_{2}\left(\tilde{x}_{2}^{k}-x_{2}^{k}\right)\right\} \geq 0, \forall x_{2} \in X_{2} .\end{array}\right.$
Substituting $\lambda^{k}=\tilde{\lambda}^{k}+\beta\left(A_{1} \tilde{x}_{1}^{k}+A_{2} \tilde{x}_{2}^{k}+\sum_{j=3}^{6} A_{j} x_{j}^{k}-b\right)$ (see (4.20d)) into the last inequalities,
$\left\{\begin{array}{l}\theta_{1}\left(x_{1}\right)-\theta_{1}\left(\tilde{x}_{1}^{k}\right)+\left(x_{1}-\tilde{x}_{1}^{k}\right)^{T}\left\{-A_{1}^{T} \tilde{\lambda}^{k}-\beta A_{1}^{T}\left[A_{1}\left(\tilde{x}_{1}^{k}-x_{1}^{k}\right)+A_{2}\left(\tilde{x}_{2}^{k}-x_{2}^{k}\right)\right]+\left(\tau_{1}+1\right) \beta A_{1}^{T} A_{1}\left(\tilde{x}_{1}^{k}-x_{1}^{k}\right)\right\} \geq 0, \forall x_{1} \in X_{1} ; \\ \theta_{2}\left(x_{2}\right)-\theta_{2}\left(\tilde{x}_{2}^{k}\right)+\left(x_{2}-\tilde{x}_{2}^{k}\right)^{T}\left\{-A_{2}^{T} \tilde{\lambda}^{k}-\beta A_{2}^{T}\left[A_{1}\left(\tilde{x}_{1}^{k}-x_{1}^{k}\right)+A_{2}\left(\tilde{x}_{2}^{k}-x_{2}^{k}\right)\right]+\left(\tau_{1}+1\right) \beta A_{2}^{T} A_{2}\left(\tilde{x}_{2}^{k}-x_{2}^{k}\right)\right\} \geq 0, \forall x_{2} \in X_{2} .\end{array}\right.$
Using the notations in (4.18), it can be written as
$\vartheta\left(\boldsymbol{x}_{1}\right)-\vartheta\left(\tilde{\boldsymbol{x}}_{1}^{k}\right)+\left(\boldsymbol{x}_{1}-\tilde{\boldsymbol{x}}_{1}^{k}\right)^{T}\left\{-\mathcal{A}_{1}^{T} \tilde{\lambda}^{k}-\beta \mathcal{A}_{1}^{T} \mathcal{A}_{1}\left(\tilde{\boldsymbol{x}}_{1}^{k}-\boldsymbol{x}_{1}^{k}\right)+\left(\tau_{1}+1\right) \beta \operatorname{diag}\left(\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right)\left(\tilde{\boldsymbol{x}}_{1}^{k}-\boldsymbol{x}_{1}^{k}\right)\right\} \geq 0, \forall \boldsymbol{x}_{1} \in \mathcal{X}_{1}$.
For the $\boldsymbol{x}_{2}$-group,
$\left\{\begin{array}{l}\theta_{3}\left(x_{3}\right)-\theta_{3}\left(\tilde{x}_{3}^{k}\right)+\left(x_{3}-\tilde{x}_{3}^{k}\right)^{T}\left\{A_{3}^{T}\left[\beta\left(A_{1} \tilde{x}_{1}^{k}+A_{2} \tilde{x}_{2}^{k}+\sum_{j=3}^{6} A_{j} x_{j}^{k}-b\right)-\lambda^{k}\right]+\left(\tau_{2}+1\right) \beta A_{3}^{T} A_{3}\left(\tilde{x}_{3}^{k}-x_{3}^{k}\right)\right\} \geq 0, \forall x_{3} \in X_{3} ; \\ \theta_{4}\left(x_{4}\right)-\theta_{4}\left(\tilde{x}_{4}^{k}\right)+\left(x_{4}-\tilde{x}_{4}^{k}\right)^{T}\left\{A_{4}^{T}\left[\beta\left(A_{1} \tilde{x}_{1}^{k}+A_{2} \tilde{x}_{2}^{k}+\sum_{j=3}^{6} A_{j} x_{j}^{k}-b\right)-\lambda^{k}\right]+\left(\tau_{2}+1\right) \beta A_{4}^{T} A_{4}\left(\tilde{x}_{4}^{k}-x_{4}^{k}\right)\right\} \geq 0, \forall x_{4} \in X_{4} ;\end{array}\right.$
Substituting $\beta\left(A_{1} \tilde{x}_{1}^{k}+A_{2} \tilde{x}_{2}^{k}+\sum_{j=3}^{6} A_{j} x_{j}^{k}-b\right)-\lambda^{k}=-\tilde{\lambda}^{k}$ (see (4.20d)) into the last inequalities,

$$
\left\{\begin{array}{l}
\theta_{3}\left(x_{3}\right)-\theta_{3}\left(\tilde{x}_{3}^{k}\right)+\left(x_{3}-\tilde{x}_{3}^{k}\right)^{T}\left\{-A_{3}^{T} \tilde{\lambda}^{k}+\left(\tau_{2}+1\right) \beta A_{3}^{T} A_{3}\left(\tilde{x}_{3}^{k}-x_{3}^{k}\right)\right\} \geq 0, \forall x_{3} \in X_{3} ; \\
\theta_{4}\left(x_{4}\right)-\theta_{4}\left(\tilde{x}_{4}^{k}\right)+\left(x_{4}-\tilde{x}_{4}^{k}\right)^{T}\left\{-A_{4}^{T} \tilde{\lambda}^{k}+\left(\tau_{2}+1\right) \beta A_{4}^{T} A_{4}\left(\tilde{x}_{4}^{k}-x_{4}^{k}\right)\right\} \geq 0, \forall x_{4} \in X_{4} ;
\end{array}\right.
$$

Using the notation in (4.18), it can be rewritten as

$$
\begin{equation*}
\vartheta\left(\boldsymbol{x}_{2}\right)-\vartheta\left(\tilde{\boldsymbol{x}}_{2}^{k}\right)+\left(\boldsymbol{x}_{2}-\tilde{\boldsymbol{x}}_{2}^{k}\right)^{T}\left\{-\mathcal{A}_{2}^{T} \tilde{\lambda}^{k}+\left(\tau_{2}+1\right) \beta \operatorname{diag}\left(\mathcal{A}_{2}^{T} \mathcal{A}_{2}\right)\left(\tilde{\boldsymbol{x}}_{2}^{k}-\boldsymbol{x}_{2}^{k}\right)\right\} \geq 0, \forall \boldsymbol{x}_{2} \in \mathcal{X}_{2} . \tag{4.22}
\end{equation*}
$$

For the $\boldsymbol{x}_{3}$-group,
$\left\{\begin{array}{l}\theta_{5}\left(x_{5}\right)-\theta_{5}\left(\tilde{x}_{5}^{k}\right)+\left(x_{5}-\tilde{x}_{5}^{k}\right)^{T}\left\{A_{5}^{T}\left[\beta\left(\sum_{i=1}^{4} A_{i} \tilde{x}_{i}^{k}+A_{5} \tilde{x}_{5}^{k}+A_{6} x_{6}^{k}-b\right)-\lambda^{k}\right]+\tau_{3} \beta A_{5}^{T} A_{5}\left(\tilde{x}_{5}^{k}-x_{5}^{k}\right)\right\} \geq 0, \forall x_{5} \in X_{5} ; \\ \theta_{6}\left(x_{6}\right)-\theta_{6}\left(\tilde{x}_{6}^{k}\right)+\left(x_{6}-\tilde{x}_{6}^{k}\right)^{T}\left\{A_{6}^{T}\left[\beta\left(\sum_{i=1}^{4} A_{i} \tilde{x}_{i}^{k}+A_{5} x_{5}^{k}+A_{6} \tilde{x}_{6}^{k}-b\right)-\lambda^{k}\right]+\tau_{3} \beta A_{6}^{T} A_{6}\left(\tilde{x}_{6}^{k}-x_{6}^{k}\right)\right\} \geq 0, \forall x_{6} \in X_{6} ;\end{array}\right.$
Substituting $\beta\left(A_{1} \tilde{x}_{1}^{k}+A_{2} \tilde{x}_{2}^{k}+\sum_{j=3}^{6} A_{j} x_{j}^{k}-b\right)-\lambda^{k}=-\tilde{\lambda}^{k}$ (see (4.20d)) into the last inequalities, $\left\{\begin{array}{l}\theta_{5}\left(x_{5}\right)-\theta_{5}\left(\tilde{x}_{5}^{k}\right)+\left(x_{5}-\tilde{x}_{5}^{k}\right)^{T}\left\{-A_{5}^{T} \tilde{\lambda}^{k}+\beta A_{5}^{T}\left[A_{3}\left(\tilde{x}_{3}^{k}-x_{3}^{k}\right)+A_{4}\left(\tilde{x}_{4}^{k}-x_{4}^{k}\right)\right]+\left(\tau_{3}+1\right) \beta A_{5}^{T} A_{5}\left(\tilde{x}_{5}^{k}-x_{5}^{k}\right)\right\} \geq 0, \forall x_{5} \in X_{5} ; \\ \theta_{6}\left(x_{6}\right)-\theta_{6}\left(\tilde{x}_{6}^{k}\right)+\left(x_{6}-\tilde{x}_{6}^{k}\right)^{T}\left\{-A_{6}^{T} \tilde{\lambda}^{k}+\beta A_{6}^{T}\left[A_{3}\left(\tilde{x}_{3}^{k}-x_{3}^{k}\right)+A_{4}\left(\tilde{x}_{4}^{k}-x_{4}^{k}\right)\right]+\left(\tau_{3}+1\right) \beta A_{6}^{T} A_{6}\left(\tilde{x}_{6}^{k}-x_{6}^{k}\right)\right\} \geq 0, \forall x_{6} \in X_{6} ;\end{array}\right.$
Using the notation in (4.18), it can be rewritten as
$\vartheta\left(\boldsymbol{x}_{3}\right)-\vartheta\left(\tilde{\boldsymbol{x}}_{3}^{k}\right)+\left(\boldsymbol{x}_{3}-\tilde{\boldsymbol{x}}_{3}^{k}\right)^{T}\left\{-\mathcal{A}_{3}^{T} \tilde{\lambda}^{k}+\beta \mathcal{A}_{3}^{T} \mathcal{A}_{2}\left(\tilde{\boldsymbol{x}}_{2}^{k}-\boldsymbol{x}_{2}^{k}\right)+\left(\tau_{3}+1\right) \beta \operatorname{diag}\left(\mathcal{A}_{3}^{T} \mathcal{A}_{3}\right)\left(\tilde{\boldsymbol{x}}_{3}^{k}-\boldsymbol{x}_{3}^{k}\right)\right\} \geq 0, \forall \boldsymbol{x}_{3} \in \mathcal{X}_{3}$.
Using the notations in (4.18), we rewrite (4.20d) as
$\tilde{\lambda}^{k} \in \mathbb{R}^{\ell}, \quad\left(\lambda-\tilde{\lambda}^{k}\right)^{T}\left\{\left(\sum_{r=1}^{3} \mathcal{A}_{r} \tilde{\boldsymbol{x}}_{r}^{k}-b\right)-\mathcal{A}_{2}\left(\tilde{\boldsymbol{x}}_{2}^{k}-\boldsymbol{x}_{2}^{k}\right)-\mathcal{A}_{3}\left(\tilde{\boldsymbol{x}}_{3}^{k}-\boldsymbol{x}_{3}^{k}\right)+\frac{1}{\beta}\left(\tilde{\lambda}^{k}-\lambda^{k}\right)\right\} \geq 0, \quad \forall \lambda \in \mathbb{R}^{\ell}$.

Combining (4.21), (4.22), (4.23) and (4.24) together, and using the VI (2.2), the predictor $\tilde{\boldsymbol{w}}^{k} \in \Omega$ satisfies (4.14) with the concrete matrix $Q$ defined as

$$
Q=\left(\begin{array}{cccc}
\left(\tau_{1}+1\right) \beta \operatorname{diag}\left(\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right)-\beta \mathcal{A}_{1}^{T} \mathcal{A}_{1} & 0 & 0 & 0 \\
0 & \left(\tau_{2}+1\right) \beta \operatorname{diag}\left(\mathcal{A}_{2}^{T} \mathcal{A}_{2}\right) & 0 & 0 \\
0 & \beta \mathcal{A}_{3}^{T} \mathcal{A}_{2} & \left(\tau_{3}+1\right) \beta \operatorname{diag}\left(\mathcal{A}_{3}^{T} \mathcal{A}_{3}\right) & 0 \\
0 & -\mathcal{A}_{2} & -\mathcal{A}_{3} & \frac{1}{\beta} I
\end{array}\right) .
$$

Therefore, for a given scenario of the abstract model (1.1) and when the regrouping strategy is determined, the matrix $Q$ in (4.14) can be easily specified.

### 4.4 Convergence Proof

With the proved propositions, we are now ready to prove the convergence for the proposed algorithm (3.9). First of all, let us further analyze the term $\left(\boldsymbol{w}-\tilde{\boldsymbol{w}}^{k}\right)^{T} Q\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)$ in the right-hand side of (4.14), which will help us show the strict contraction for the sequence $\left\{w^{k}\right\}$ generated by (3.9) with respect to the solution set $\Omega^{*}$.

Theorem 4.4. Let $\left\{\boldsymbol{w}^{k}\right\}$ be the sequence generated by the proposed algorithm (3.9). We have

$$
\begin{align*}
& \vartheta(\boldsymbol{x})-\vartheta\left(\tilde{\boldsymbol{x}}^{k}\right)+\left(\boldsymbol{w}-\tilde{\boldsymbol{w}}^{k}\right)^{T} F\left(\tilde{\boldsymbol{w}}^{k}\right) \\
& \quad \geq \frac{1}{2 \alpha}\left(\left\|\boldsymbol{w}-\boldsymbol{w}^{k+1}\right\|_{H}^{2}-\left\|\boldsymbol{w}-\boldsymbol{w}^{k}\right\|_{H}^{2}\right)+\frac{1}{2}\left\|\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right\|_{G}^{2}, \quad \forall \boldsymbol{w} \in \Omega \tag{4.25}
\end{align*}
$$

Proof. First, it follows from (4.8a) that $Q=H M$. We thus have

$$
\left(\boldsymbol{w}-\tilde{\boldsymbol{w}}^{k}\right)^{T} Q\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)=\frac{1}{\alpha}\left(\boldsymbol{w}-\tilde{\boldsymbol{w}}^{k}\right)^{T} H\left(\boldsymbol{w}^{k}-\boldsymbol{w}^{k+1}\right) .
$$

Together with (4.14), this identity means

$$
\begin{equation*}
\vartheta(\boldsymbol{x})-\vartheta\left(\tilde{\boldsymbol{x}}^{k}\right)+\left(\boldsymbol{w}-\tilde{\boldsymbol{w}}^{k}\right)^{T} F\left(\tilde{\boldsymbol{w}}^{k}\right) \geq \frac{1}{\alpha}\left(\boldsymbol{w}-\tilde{\boldsymbol{w}}^{k}\right)^{T} H\left(\boldsymbol{w}^{k}-\boldsymbol{w}^{k+1}\right), \quad \forall \boldsymbol{w} \in \Omega . \tag{4.26}
\end{equation*}
$$

Applying the identity

$$
(a-b)^{T} H(c-d)=\frac{1}{2}\left(\|a-d\|_{H}^{2}-\|a-c\|_{H}^{2}\right)+\frac{1}{2}\left(\|c-b\|_{H}^{2}-\|d-b\|_{H}^{2}\right)
$$

to the therm $\left(\boldsymbol{w}-\tilde{\boldsymbol{w}}^{k}\right)^{T} H\left(\boldsymbol{w}^{k}-\boldsymbol{w}^{k+1}\right)$ in the right-hand side of (4.26) with

$$
a=\boldsymbol{w}, \quad b=\tilde{\boldsymbol{w}}^{k}, \quad c=\boldsymbol{w}^{k}, \quad \text { and } \quad d=\boldsymbol{w}^{k+1},
$$

we thus obtain

$$
\begin{equation*}
\left(\boldsymbol{w}-\tilde{\boldsymbol{w}}^{k}\right)^{T} H\left(\boldsymbol{w}^{k}-\boldsymbol{w}^{k+1}\right)=\frac{1}{2}\left(\left\|\boldsymbol{w}-\boldsymbol{w}^{k+1}\right\|_{H}^{2}-\left\|\boldsymbol{w}-\boldsymbol{w}^{k}\right\|_{H}^{2}\right)+\frac{1}{2}\left(\left\|\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right\|_{H}^{2}-\left\|\boldsymbol{w}^{k+1}-\tilde{\boldsymbol{w}}^{k}\right\|_{H}^{2}\right) . \tag{4.27}
\end{equation*}
$$

For the last group term of (4.27), we have

$$
\begin{align*}
&\left\|\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right\|_{H}^{2}-\left\|\boldsymbol{w}^{k+1}-\tilde{\boldsymbol{w}}^{k}\right\|_{H}^{2} \\
&= \\
& \quad\left\|\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right\|_{H}^{2}-\left\|\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)-\left(\boldsymbol{w}^{k}-\boldsymbol{w}^{k+1}\right)\right\|_{H}^{2} \\
& \stackrel{(4.8 \mathrm{a})}{=}\left\|\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right\|_{H}^{2}-\left\|\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)-\alpha M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)\right\|_{H}^{2} \\
&= 2 \alpha\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)^{T} H M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)-\alpha^{2}\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)^{T} M^{T} H M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right) \\
& \quad= \alpha\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)^{T}\left(Q^{T}+Q-\alpha M^{T} H M\right)\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)  \tag{4.28}\\
& \stackrel{(4.8 \mathrm{~b})}{=} \alpha\left\|\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right\|_{G}^{2} .
\end{align*}
$$

Substituting (4.27), (4.28) in (4.26), the assertion of this theorem is proved.
Now, we are ready to show the strict contraction property of the sequence $\left\{\boldsymbol{w}^{k}\right\}$ generated by the proposed scheme (3.9).

Theorem 4.5. Let $\left\{\boldsymbol{w}^{k}\right\}$ be the sequence generated by the proposed algorithm (3.9). Then we have

$$
\begin{equation*}
\left\|\boldsymbol{w}^{k+1}-\boldsymbol{w}^{*}\right\|_{H}^{2} \leq\left\|\boldsymbol{w}^{k}-\boldsymbol{w}^{*}\right\|_{H}^{2}-\alpha\left\|\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right\|_{G}^{2}, \quad \forall \boldsymbol{w}^{*} \in \Omega^{*} . \tag{4.29}
\end{equation*}
$$

Proof. Setting $\boldsymbol{w}=\boldsymbol{w}^{*}$ in (4.25), we get

$$
\left\|\boldsymbol{w}^{k}-\boldsymbol{w}^{*}\right\|_{H}^{2}-\left\|\boldsymbol{w}^{k+1}-\boldsymbol{w}^{*}\right\|_{H}^{2} \geq \alpha\left\|\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right\|_{G}^{2}+2 \alpha\left\{\vartheta\left(\tilde{\boldsymbol{x}}^{k}\right)-\vartheta\left(\boldsymbol{x}^{*}\right)+\left(\tilde{\boldsymbol{w}}^{k}-\boldsymbol{w}^{*}\right)^{T} F\left(\tilde{\boldsymbol{w}}^{k}\right)\right\} .
$$

Using the optimality of $\boldsymbol{w}^{*}$ and the monotonicity of $F(\boldsymbol{w})$, we have

$$
\vartheta\left(\tilde{\boldsymbol{x}}^{k}\right)-\vartheta\left(\boldsymbol{x}^{*}\right)+\left(\tilde{\boldsymbol{w}}^{k}-\boldsymbol{w}^{*}\right)^{T} F\left(\tilde{\boldsymbol{w}}^{k}\right) \geq \vartheta\left(\tilde{\boldsymbol{x}}^{k}\right)-\vartheta\left(\boldsymbol{x}^{*}\right)+\left(\tilde{\boldsymbol{w}}^{k}-\boldsymbol{w}^{*}\right)^{T} F\left(\boldsymbol{w}^{*}\right) \geq 0
$$

and thus

$$
\left\|\boldsymbol{w}^{k}-\boldsymbol{w}^{*}\right\|_{H}^{2}-\left\|\boldsymbol{w}^{k+1}-\boldsymbol{w}^{*}\right\|_{H}^{2} \geq \alpha\left\|\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right\|_{G}^{2} .
$$

The assertion (4.29) follows directly.
Finally, the convergence of $\left\{\boldsymbol{w}^{k}\right\}$ generated by the algorithm (3.9) can be proved easily. We summarize it in the following theorem.

Theorem 4.6. The sequence $\left\{\boldsymbol{w}^{k}\right\}$ generated by the proposed algorithm (3.9) converges to a solution point of $\operatorname{VI}(\Omega, F, \theta)$.

Proof. First, according to (4.29), it holds that $\left\{\boldsymbol{w}^{k}\right\}$ is bounded and

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right\|_{G}=0 \tag{4.30}
\end{equation*}
$$

Thus, $\left\{\boldsymbol{w}^{k}\right\}$ (and $\left\{\tilde{\boldsymbol{w}}^{k}\right\}$ ) has a cluster point $\boldsymbol{w}^{\infty}$. Using $\boldsymbol{w}^{\infty}$ to start a new iteration, (4.14) becomes

$$
\tilde{\boldsymbol{w}}^{\infty} \in \Omega, \quad \vartheta(\boldsymbol{x})-\vartheta\left(\tilde{\boldsymbol{x}}^{\infty}\right)+\left(\boldsymbol{w}-\tilde{\boldsymbol{w}}^{\infty}\right)^{T} F\left(\tilde{\boldsymbol{w}}^{\infty}\right) \geq 0, \quad \forall \boldsymbol{w} \in \Omega,
$$

and thus $\tilde{\boldsymbol{w}}^{\infty}$ is a solution of $\operatorname{VI}(\Omega, F, \theta)$. According to (4.29), the sequence $\left\{\boldsymbol{w}^{k}\right\}$ can not have another cluster point and it converges to $\tilde{\boldsymbol{w}}^{\infty}$. The proof is complete.

## 5 Convergence Rate

In this section, we establish the $O(1 / t)$ worst-case convergence rates measured by the iteration complexity in both the ergodic and nonergodic senses for the new algorithm (3.9), where $t$ denotes the iteration counter. Recall the prediction-correction algorithm (4.11)-(4.12) is a reformulation of (3.9).

### 5.1 Convergence Rate in the Ergodic Sense

We first establish a worst-case $O(1 / t)$ convergence rate for the scheme (3.9) in the ergodic sense. The proof is inspired by our earlier work in [19] for the ADMM (1.7).

For this convergence rate analysis, we need to recall a characterization of the solution set $\Omega^{*}$, which is described in the following theorem. Its proof can be found in [6] (Theorem 2.3.5) or [19] (Theorem 2.1).

Theorem 5.1. The solution set of $V I(\Omega, F, \theta)$ is convex and it can be characterized as

$$
\begin{equation*}
\Omega^{*}=\bigcap_{\boldsymbol{w} \in \Omega}\left\{\tilde{\boldsymbol{w}} \in \Omega:(\vartheta(\boldsymbol{x})-\vartheta(\tilde{\boldsymbol{x}}))+(\boldsymbol{w}-\tilde{\boldsymbol{w}})^{T} F(\boldsymbol{w}) \geq 0\right\} . \tag{5.1}
\end{equation*}
$$

Therefore, for given $\epsilon>0, \tilde{\boldsymbol{w}} \in \Omega$ is called an $\epsilon$-approximate solution of $\mathrm{VI}(\Omega, F, \theta)$ if it satisfies

$$
\vartheta(\boldsymbol{x})-\vartheta(\tilde{\boldsymbol{x}})+(\boldsymbol{w}-\tilde{\boldsymbol{w}})^{T} F(\boldsymbol{w}) \geq-\epsilon, \quad \forall \boldsymbol{w} \in \mathcal{D}_{(\tilde{\boldsymbol{w}})}
$$

where

$$
\mathcal{D}_{(\tilde{\boldsymbol{w}})}=\{\boldsymbol{w} \in \Omega \mid\|\boldsymbol{w}-\tilde{\boldsymbol{w}}\| \leq 1\} .
$$

We refer the reader to [27] ((2.5) therein) for the definition of an $\epsilon$-approximate solution using the above set.

In the following, we shall show that based on $t$ iterations generated by the proposed algorithm (3.9), we can find $\tilde{\boldsymbol{w}} \in \Omega$ such that

$$
\begin{equation*}
\tilde{\boldsymbol{w}} \in \Omega \quad \text { and } \quad \sup _{\boldsymbol{w} \in \mathcal{D}_{(\tilde{\boldsymbol{w}})}}\left\{\vartheta(\tilde{\boldsymbol{x}})-\vartheta(\boldsymbol{x})+(\tilde{\boldsymbol{w}}-\boldsymbol{w})^{T} F(\boldsymbol{w})\right\} \leq \epsilon . \tag{5.2}
\end{equation*}
$$

with $\epsilon=O(1 / t)$. Theorem 4.4 is also the basis for the coming analysis about the worst-case convergence rate.

Note that it follows from the monotonicity of $F$ that

$$
\left(\boldsymbol{w}-\tilde{\boldsymbol{w}}^{k}\right)^{T} F(\boldsymbol{w}) \geq\left(\boldsymbol{w}-\tilde{\boldsymbol{w}}^{k}\right)^{T} F\left(\tilde{\boldsymbol{w}}^{k}\right) .
$$

Substituting it into (4.25), we obtain

$$
\begin{equation*}
\vartheta(\boldsymbol{x})-\vartheta\left(\tilde{\boldsymbol{x}}^{k}\right)+\left(\boldsymbol{w}-\tilde{\boldsymbol{w}}^{k}\right)^{T} F(\boldsymbol{w})+\frac{1}{2 \alpha}\left\|\boldsymbol{w}-\boldsymbol{w}^{k}\right\|_{H}^{2} \geq \frac{1}{2 \alpha}\left\|\boldsymbol{w}-\boldsymbol{w}^{k+1}\right\|_{H}^{2}, \forall \boldsymbol{w} \in \Omega . \tag{5.3}
\end{equation*}
$$

Note that the above assertion hold whenever $G \succeq 0$.
Theorem 5.2. Let $\left\{\boldsymbol{w}^{k}\right\}$ be generated by the proposed algorithm (3.9) and $\left\{\tilde{\boldsymbol{w}}^{k}\right\}$ be defined in (4.11). For any integer $t>0$, let $\tilde{\boldsymbol{w}}_{t}$ be defined as

$$
\begin{equation*}
\tilde{\boldsymbol{w}}_{t}=\frac{1}{t+1} \sum_{k=0}^{t} \tilde{\boldsymbol{w}}^{k} . \tag{5.4}
\end{equation*}
$$

Then, we have $\tilde{\boldsymbol{w}}_{t} \in \Omega$ and

$$
\begin{equation*}
\vartheta\left(\tilde{\boldsymbol{x}}_{t}\right)-\vartheta(\boldsymbol{x})+\left(\tilde{\boldsymbol{w}}_{t}-\boldsymbol{w}\right)^{T} F(\boldsymbol{w}) \leq \frac{1}{2 \alpha(t+1)}\left\|\boldsymbol{w}-\boldsymbol{w}^{0}\right\|_{H}^{2}, \quad \forall \boldsymbol{w} \in \Omega . \tag{5.5}
\end{equation*}
$$

Proof. First, it holds that $\tilde{\boldsymbol{w}}^{k} \in \Omega$ for all $k \geq 0$. Together with the convexity of $\mathcal{X}$ and $\mathbb{R}^{\ell}$, (5.4) implies that $\tilde{\boldsymbol{w}}_{t} \in \Omega$. Applying (5.3) to the cases with $k=0,1, \ldots, t$, and adding all the resulting inequalities together, we obtain

$$
(t+1) \vartheta(\boldsymbol{x})-\sum_{k=0}^{t} \vartheta\left(\tilde{\boldsymbol{x}}^{k}\right)+\left((t+1) \boldsymbol{w}-\sum_{k=0}^{t} \tilde{\boldsymbol{w}}^{k}\right)^{T} F(\boldsymbol{w})+\frac{1}{2 \alpha}\left\|\boldsymbol{w}-\boldsymbol{w}^{0}\right\|_{H}^{2} \geq 0, \quad \forall \boldsymbol{w} \in \Omega .
$$

Use the notation of $\tilde{\boldsymbol{w}}_{t}$, it can be written as

$$
\begin{equation*}
\frac{1}{t+1} \sum_{k=0}^{t} \vartheta\left(\tilde{\boldsymbol{x}}^{k}\right)-\vartheta(\boldsymbol{x})+\left(\tilde{\boldsymbol{w}}_{t}-\boldsymbol{w}\right)^{T} F(\boldsymbol{w}) \leq \frac{1}{2 \alpha(t+1)}\left\|\boldsymbol{w}-\boldsymbol{w}^{0}\right\|_{H}^{2}, \quad \forall \boldsymbol{w} \in \Omega . \tag{5.6}
\end{equation*}
$$

Since $\vartheta(\boldsymbol{x})$ is convex and

$$
\tilde{\boldsymbol{x}}_{t}=\frac{1}{t+1} \sum_{k=0}^{t} \tilde{\boldsymbol{x}}^{k},
$$

we have that

$$
\vartheta\left(\tilde{\boldsymbol{x}}_{t}\right) \leq \frac{1}{t+1} \sum_{k=0}^{t} \vartheta\left(\tilde{\boldsymbol{x}}^{k}\right)
$$

Substituting it in (5.6), the assertion of this theorem follows directly.
Recall (5.2). The conclusion (5.5) thus indicates that based on $t$ iterations of the proposed algorithm (3.9), we can find an approximate solution of $\operatorname{VI}(\Omega, F, \theta)$ (i.e., $\tilde{\boldsymbol{w}}_{t}$ defined in (5.4)) with an accuracy of $O(1 / t)$. That is, a worst-case $O(1 / t)$ convergence rate is established for the proposed algorithm (3.9) in the ergodic sense.

### 5.2 Convergence Rate in a Nonergodic Sense

In this subsection, we establish a worst-case $O(1 / t)$ convergence rate in a nonergodic sense for the proposed algorithm (3.9). Note that in general a worst-case nonergodic convergence rate is stronger than the ergodic convergence rate. The proof is inspired by our earlier work in [20] for the ADMM (1.7). We first need to prove the following lemma.

Lemma 5.3. For the sequences $\left\{\boldsymbol{w}^{k}\right\}$ and $\left\{\tilde{\boldsymbol{w}}^{k}\right\}$ generated by the proposed prediction-correction algorithm (4.11)-(4.12), we have

$$
\begin{equation*}
\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)^{T} M^{T} H M\left\{\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)-\left(\boldsymbol{w}^{k+1}-\tilde{\boldsymbol{w}}^{k+1}\right)\right\} \geq \frac{1}{2 \alpha}\left\|\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)-\left(\boldsymbol{w}^{k+1}-\tilde{\boldsymbol{w}}^{k+1}\right)\right\|_{\left(Q^{T}+Q\right)}^{2} . \tag{5.7}
\end{equation*}
$$

Proof. First, set $\boldsymbol{w}=\tilde{\boldsymbol{w}}^{k+1}$ in (4.14), we have

$$
\begin{equation*}
\vartheta\left(\tilde{\boldsymbol{x}}^{k+1}\right)-\vartheta\left(\tilde{\boldsymbol{x}}^{k}\right)+\left(\tilde{\boldsymbol{w}}^{k+1}-\tilde{\boldsymbol{w}}^{k}\right)^{T} F\left(\tilde{\boldsymbol{w}}^{k}\right) \geq\left(\tilde{\boldsymbol{w}}^{k+1}-\tilde{\boldsymbol{w}}^{k}\right)^{T} Q\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right) \tag{5.8}
\end{equation*}
$$

Note that (4.14) is also true for $k:=k+1$. Thus, we have

$$
\vartheta(\boldsymbol{x})-\vartheta\left(\tilde{\boldsymbol{x}}^{k+1}\right)+\left(\boldsymbol{w}-\tilde{\boldsymbol{w}}^{k+1}\right)^{T} F\left(\tilde{\boldsymbol{w}}^{k+1}\right) \geq\left(\boldsymbol{w}-\tilde{\boldsymbol{w}}^{k+1}\right)^{T} Q\left(\boldsymbol{w}^{k+1}-\tilde{\boldsymbol{w}}^{k+1}\right), \forall \boldsymbol{w} \in \Omega .
$$

Setting $\boldsymbol{w}=\tilde{\boldsymbol{w}}^{k}$ in the above inequality, we obtain

$$
\begin{equation*}
\vartheta\left(\tilde{\boldsymbol{x}}^{k}\right)-\vartheta\left(\tilde{\boldsymbol{x}}^{k+1}\right)+\left(\tilde{\boldsymbol{w}}^{k}-\tilde{\boldsymbol{w}}^{k+1}\right)^{T} F\left(\tilde{\boldsymbol{w}}^{k+1}\right) \geq\left(\tilde{\boldsymbol{w}}^{k}-\tilde{\boldsymbol{w}}^{k+1}\right) Q\left(\boldsymbol{w}^{k+1}-\tilde{\boldsymbol{w}}^{k+1}\right) . \tag{5.9}
\end{equation*}
$$

Adding (5.8) and (5.9), and using the monotonicity of $F$, we get

$$
\begin{equation*}
\left(\tilde{\boldsymbol{w}}^{k}-\tilde{\boldsymbol{w}}^{k+1}\right)^{T} Q\left\{\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)-\left(\boldsymbol{w}^{k+1}-\tilde{\boldsymbol{w}}^{k+1}\right)\right\} \geq 0 \tag{5.10}
\end{equation*}
$$

Further, adding the term

$$
\left\{\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)-\left(\boldsymbol{w}^{k+1}-\tilde{\boldsymbol{w}}^{k+1}\right)\right\}^{T} Q\left\{\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)-\left(\boldsymbol{w}^{k+1}-\tilde{\boldsymbol{w}}^{k+1}\right)\right\}
$$

to both sides of (5.10), and using $\boldsymbol{w}^{T} Q \boldsymbol{w}=\frac{1}{2} \boldsymbol{w}^{T}\left(Q^{T}+Q\right) \boldsymbol{w}$, we obtain

$$
\left(\boldsymbol{w}^{k}-\boldsymbol{w}^{k+1}\right)^{T} Q\left\{\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)-\left(\boldsymbol{w}^{k+1}-\tilde{\boldsymbol{w}}^{k+1}\right)\right\} \geq \frac{1}{2}\left\|\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)-\left(\boldsymbol{w}^{k+1}-\tilde{\boldsymbol{w}}^{k+1}\right)\right\|_{\left(Q^{T}+Q\right)}^{2} .
$$

Substituting $\left(\boldsymbol{w}^{k}-\boldsymbol{w}^{k+1}\right)=\alpha M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)$ into the left-hand side of the last inequality and using $Q=H M$, we obtain (5.7) and the lemma is proved.

In the following theorem, we prove a key inequality for establishing the worst-case $O(1 / t)$ convergence rate in a nonergodic sense for the proposed algorithm (3.9).

Theorem 5.4. For the sequences $\left\{\boldsymbol{w}^{k}\right\}$ and $\left\{\tilde{\boldsymbol{w}}^{k}\right\}$ generated by the proposed prediction-correction algorithm (4.11)-(4.12), we have

$$
\begin{equation*}
\left\|M\left(\boldsymbol{w}^{k+1}-\tilde{\boldsymbol{w}}^{k+1}\right)\right\|_{H} \leq\left\|M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)\right\|_{H}, \quad \forall k>0, \tag{5.11}
\end{equation*}
$$

where $M$ and $H$ are defined in (4.6) and (4.8a), respectively.
Proof. Setting $a=M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)$ and $b=M\left(\boldsymbol{w}^{k+1}-\tilde{\boldsymbol{w}}^{k+1}\right)$ in the identity

$$
\|a\|_{H}^{2}-\|b\|_{H}^{2}=2 a^{T} H(a-b)-\|a-b\|_{H}^{2}
$$

we obtain

$$
\begin{aligned}
& \left\|M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)\right\|_{H}^{2}-\left\|M\left(\boldsymbol{w}^{k+1}-\tilde{\boldsymbol{w}}^{k+1}\right)\right\|_{H}^{2} \\
& \quad=2\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)^{T} M^{T} H M\left[\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)-\left(\boldsymbol{w}^{k+1}-\tilde{\boldsymbol{w}}^{k+1}\right)\right]-\left\|M\left[\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)-\left(\boldsymbol{w}^{k+1}-\tilde{\boldsymbol{w}}^{k+1}\right)\right]\right\|_{H}^{2}
\end{aligned}
$$

Inserting (5.7) into the first term of the right-hand side of the last equality, we obtain

$$
\begin{aligned}
& \left\|M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)\right\|_{H}^{2}-\left\|M\left(\boldsymbol{w}^{k+1}-\tilde{\boldsymbol{w}}^{k+1}\right)\right\|_{H}^{2} \\
& \quad \geq \quad \frac{1}{\alpha}\left\|\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)-\left(\boldsymbol{w}^{k+1}-\tilde{\boldsymbol{w}}^{k+1}\right)\right\|_{\left(Q^{T}+Q\right)}^{2}-\left\|M\left[\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)-\left(\boldsymbol{w}^{k+1}-\tilde{\boldsymbol{w}}^{k+1}\right)\right]\right\|_{H}^{2} \\
& \stackrel{(4.8 \mathrm{~b})}{=} \frac{1}{\alpha}\left\|\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)-\left(\boldsymbol{w}^{k+1}-\tilde{\boldsymbol{w}}^{k+1}\right)\right\|_{G}^{2} \geq 0,
\end{aligned}
$$

where the last inequality is because of the positive definiteness of the matrix $\left(Q^{T}+Q\right)-\alpha M^{T} H M \succeq 0$. The assertion (5.11) follows immediately.

Note that it follows from $G \succ 0$ and Theorem 4.5 that there exists a constant $c_{0}>0$ such that

$$
\left\|\boldsymbol{w}^{k+1}-\boldsymbol{w}^{*}\right\|_{H}^{2} \leq\left\|\boldsymbol{w}^{k}-\boldsymbol{w}^{*}\right\|_{H}^{2}-c_{0}\left\|M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)\right\|_{H}^{2}, \quad \forall \boldsymbol{w}^{*} \in \Omega^{*} .
$$

Since $\alpha M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)=\left(\boldsymbol{w}^{k}-\boldsymbol{w}^{k+1}\right)$, we have a constant $c>0$ such that

$$
\begin{equation*}
\left\|\boldsymbol{w}^{k+1}-\boldsymbol{w}^{*}\right\|_{H}^{2} \leq\left\|\boldsymbol{w}^{k}-\boldsymbol{w}^{*}\right\|_{H}^{2}-c\left\|\boldsymbol{w}^{k}-\boldsymbol{w}^{k+1}\right\|_{H}^{2}, \quad \forall \boldsymbol{w}^{*} \in \Omega^{*} . \tag{5.12}
\end{equation*}
$$

Now, with (5.12) and (5.11), we are ready to establish a worst-case $O(1 / t)$ convergence rate in a nonergodic sense for the proposed algorithm (3.9).
Theorem 5.5. Let $\left\{\boldsymbol{w}^{k}\right\}$ be the sequence generated by the proposed algorithm (3.9). For any integer $t>0$, we have

$$
\begin{equation*}
\left\|\boldsymbol{w}^{t}-\boldsymbol{w}^{t+1}\right\|_{H}^{2} \leq \frac{1}{(t+1) c}\left\|\boldsymbol{w}^{0}-\boldsymbol{w}^{*}\right\|_{H}^{2}, \quad \forall \boldsymbol{w}^{*} \in \Omega^{*} \tag{5.13}
\end{equation*}
$$

with a constant $c>0$.
Proof. First, it follows from (5.12) that

$$
\begin{equation*}
\sum_{k=0}^{\infty} c\left\|\boldsymbol{w}^{k}-\boldsymbol{w}^{k+1}\right\|_{H}^{2} \leq\left\|\boldsymbol{w}^{0}-\boldsymbol{w}^{*}\right\|_{H}^{2}, \quad \forall \boldsymbol{w}^{*} \in \Omega^{*} \tag{5.14}
\end{equation*}
$$

According to Theorem 5.4, the sequence $\left\{\left\|\boldsymbol{w}^{k}-\boldsymbol{w}^{k+1}\right\|_{H}^{2}\right\}$ is monotonically non-increasing. Therefore, we have

$$
\begin{equation*}
(t+1)\left\|\boldsymbol{w}^{t}-\boldsymbol{w}^{t+1}\right\|_{H}^{2} \leq \sum_{k=0}^{t}\left\|\boldsymbol{w}^{k}-\boldsymbol{w}^{k+1}\right\|_{H}^{2} . \tag{5.15}
\end{equation*}
$$

The assertion (5.13) follows from (5.14) and (5.15) immediately.
Let $d:=\inf \left\{\left\|\boldsymbol{w}^{0}-\boldsymbol{w}^{*}\right\|_{H} \mid \boldsymbol{w}^{*} \in \Omega^{*}\right\}$. Then, for any given $\epsilon>0$, Theorem 5.5 shows that the proposed algorithm (3.9) needs at most $\left\lfloor d^{2} / c \epsilon\right\rfloor$ iterations to ensure that $\left\|\boldsymbol{w}^{k}-\boldsymbol{w}^{k+1}\right\|_{H}^{2} \leq \epsilon$. Recall (4.26) and $\alpha>0$ is a constant. It indicates that $\boldsymbol{w}^{k}$ is a solution point of $\operatorname{VI}(\Omega, F, \theta)$ if $\left\|\boldsymbol{w}^{k}-\boldsymbol{w}^{k+1}\right\|_{H}^{2}=0$. A worst-case $O(1 / t)$ convergence rate in a nonergodic sense is thus established for the proposed algorithm (3.9).

## 6 Some Special Cases

In this section, we discuss some special cases when a regrouping strategy for (1.1) is specified and demonstrate the new algorithm in some more specific contexts. In particular, we show that the existing algorithms in $[15,17]$ can both be recovered by regrouping the variables in (1.1) appropriately. Therefore, the convergence rate results established in Sections 5.1 and 5.2 are applicable to the methods in $[15,17]$. This is a by-product of this paper.

In such special cases, we always consider the first group as $x_{1}$, thus we have

$$
\begin{equation*}
\boldsymbol{x}_{1}=x_{1}, \quad \text { and } \quad m_{1}=1 \tag{6.1}
\end{equation*}
$$

In addition, we take

$$
\tau_{1}=m_{1}-1=0
$$

Because $\boldsymbol{x}_{1}=x_{1}$ and $\tau_{1}=0$, The first subproblem in the prediction step (4.11a) becomes

$$
\tilde{\boldsymbol{x}}_{1}^{k}=\arg \min \left\{\mathcal{L}_{\beta}^{t}\left[\boldsymbol{x}_{1}, \boldsymbol{x}_{2}^{k}, \ldots, \boldsymbol{x}_{t}^{k}, \lambda^{k}\right] \mid \boldsymbol{x}_{1} \in \mathcal{X}_{1}\right\} .
$$

For this case, the prediction step (4.11) can be specified as follows.

$$
\begin{align*}
& \text { Prediction. For given } \boldsymbol{v}^{k}=\left(x_{2}^{k}, \ldots, x_{m}^{k}, \lambda^{k}\right)=\left(\boldsymbol{x}_{2}^{k}, \ldots, \boldsymbol{x}_{t}^{k}, \lambda^{k}\right), \\
& \left\{\begin{array}{l}
\tilde{\boldsymbol{x}}_{1}^{k}=\arg \min \left\{\mathcal{L}_{\beta}^{t}\left[\boldsymbol{x}_{1}, \boldsymbol{x}_{2}^{k}, \ldots, \boldsymbol{x}_{t}^{k}, \lambda^{k}\right] \mid \boldsymbol{x}_{1} \in \mathcal{X}_{1}\right\} ; \\
\text { for } r=2, \ldots t \text {, do: } \\
\quad \text { for } j=1, \ldots m_{r}, \text { do: } \\
\quad \tilde{x}_{r_{j}}^{k}=\arg \min \left\{\left.\begin{array}{c}
\mathcal{L}_{\beta}^{t}\left(\tilde{\boldsymbol{x}}_{1}^{k}, \ldots, \tilde{\boldsymbol{x}}_{r-1}^{k}, x_{r_{1}}^{k}, \ldots, x_{r_{j-1}}^{k}, x_{r_{j}}, x_{r_{j+1}}^{k}, \ldots, x_{r_{m_{r}}}^{k},\right. \\
\left.\boldsymbol{x}_{r+1}^{k}, \ldots, \boldsymbol{x}_{t}^{k}, \lambda^{k}\right)+\frac{\tau_{r} \beta}{2}\left\|A_{r_{j}}\left(x_{r_{j}}-x_{r_{j}}^{k}\right)\right\|^{2}
\end{array} \right\rvert\, x_{r_{j}} \in X_{r_{j}}\right\} ; \\
\quad \text { end. } \\
\text { end. }
\end{array}\right.
\end{align*}
$$

Additionally, we define

$$
\begin{equation*}
\tilde{\lambda}^{k}=\lambda^{k}-\beta\left(A_{1} \tilde{\boldsymbol{x}}_{1}^{k}+\sum_{r=2}^{t} \mathcal{A}_{r} \boldsymbol{x}_{r}^{k}-b\right) \tag{6.2b}
\end{equation*}
$$

According to (6.2), because we choose $\boldsymbol{x}_{1}=x_{1}$ and $\tau_{1}=0$, then $\boldsymbol{x}_{1}=x_{1}$ is an intermediate variable and it is not needed in the iteration. In other words, to implement the proposed algorithm (3.9) with $\boldsymbol{x}_{1}=x_{1}$, we only need $\boldsymbol{v}^{k}=\left(\boldsymbol{x}_{2}^{k}, \ldots, \boldsymbol{x}_{t}^{k}, \lambda^{k}\right)$. Moreover, note that $\beta\left(D_{1}-\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right)$ is the unique non-zero elements in the first row and first column of the matrix $Q$ (see (4.1)). In this case,

$$
D_{1}=\left(\tau_{1}+1\right) \operatorname{diag}\left(\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right)=\operatorname{diag}\left(\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right)
$$

and $\left(D_{1}-\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right)$ becomes the zero matrix. Accordingly, Lemma 4.3 is reduced to the following lemma (for convenience, we still use the same letters to denote the matrices).

Lemma 6.1. Let $\tilde{\boldsymbol{x}}^{k}$ be generated by (6.2a) from the given vector $\boldsymbol{v}^{k}$ and $\tilde{\lambda}^{k}$ be defined by (6.2b). Then, the predictor $\tilde{\boldsymbol{w}}^{k} \in \Omega$ satisfies

$$
\begin{equation*}
\tilde{\boldsymbol{w}}^{k} \in \Omega, \quad \vartheta(\boldsymbol{x})-\vartheta\left(\tilde{\boldsymbol{x}}^{k}\right)+\left(\boldsymbol{w}-\tilde{\boldsymbol{w}}^{k}\right)^{T} F\left(\tilde{\boldsymbol{w}}^{k}\right) \geq\left(\boldsymbol{v}-\tilde{\boldsymbol{v}}^{k}\right)^{T} Q\left(\boldsymbol{v}^{k}-\tilde{\boldsymbol{v}}^{k}\right), \quad \forall \boldsymbol{w} \in \Omega, \tag{6.3}
\end{equation*}
$$

where $Q$ is defined by

$$
Q=\left(\begin{array}{cc}
\beta \mathcal{Q}_{e} & 0  \tag{6.4}\\
-\mathcal{A} & \frac{1}{\beta} I
\end{array}\right)
$$

$\mathcal{A}$ and $\mathcal{Q}_{e}$ are defined by (4.3) and (4.4), respectively.
Note that the matrix $Q$ in (6.4) can be generated by cutting off the first row and column of the matrix $Q$ given in (4.1). This is because the first block-wise variable $\boldsymbol{x}_{1}$ is just an intermediate variable for the special case under our current consideration. Thus, the matrix $Q$ originally given in (4.1) for the generic case of Algorithm 1 has all zeros in its first row and column for the special case where $\boldsymbol{x}_{1}=x_{1}$; hence we only consider (6.4) for this special case. Likewise, with the specific $Q$ in (6.4), we can also define the corresponding matrix $H$ and $G$ as in (4.8a) and (4.8b), respectively. Moreover, as shown in Lemma 4.2, the positive definiteness of these two matrices is crucial for proving the convergence of Algorithm 1 for the special case where $\boldsymbol{x}_{1}=x_{1}$.

Moreover, the correction step (4.12) in the generic setting can be specified as follows.
Correction. The new iterate $\boldsymbol{v}^{k+1}$ is given by

$$
\begin{equation*}
\boldsymbol{v}^{k+1}=\boldsymbol{v}^{k}-\alpha M\left(\boldsymbol{v}^{k}-\tilde{\boldsymbol{v}}^{k}\right), \tag{6.5a}
\end{equation*}
$$

where

$$
M=\left(\begin{array}{cc}
\mathcal{Q}_{e}^{-T} \mathcal{D}_{e} & 0  \tag{6.5b}\\
-\beta \mathcal{A} & I
\end{array}\right), \quad \alpha \in\left\{\begin{array}{ccc}
(0,1), & \text { if } & \tau_{r} \geq m_{r}-1, r=2, \ldots, t \\
(0,1], & \text { if } & \tau_{r}>m_{r}-1, r=2, \ldots, t
\end{array}\right.
$$

and $\tilde{\boldsymbol{v}}^{k}$ is the related sub-vector of the predictor $\tilde{\boldsymbol{w}}^{k}$ generated by (6.2).
The matrices $\mathcal{Q}_{e}, \mathcal{D}_{e}$ in (6.5b) are defined in (4.4) and (4.5), respectively. It follows from (6.5b) that

$$
M=\left(\begin{array}{cc}
\mathcal{Q}_{e}^{-T} \mathcal{D}_{e} & 0 \\
-\beta \mathcal{A} & I
\end{array}\right) \quad \text { and } \quad \mathcal{A}=\left(A_{2}, A_{3}, \ldots, A_{m}\right)
$$

Also, because of (6.2b), we have

$$
\begin{equation*}
\lambda^{k+1}=\lambda^{k}-\alpha \beta\left(\sum_{j=1}^{m} A_{j} \tilde{x}_{j}^{k}-b\right) . \tag{6.6a}
\end{equation*}
$$

In addition, the variables $x_{2}, \cdots, x_{m}$ are updated by the back substitution procedure:

$$
\mathcal{D}_{e}^{-1} \mathcal{Q}_{e}^{T}\left(\begin{array}{c}
\boldsymbol{x}_{2}^{k+1}-\boldsymbol{x}_{2}^{k}  \tag{6.6b}\\
\vdots \\
\boldsymbol{x}_{t}^{k+1}-\boldsymbol{x}_{t}^{k}
\end{array}\right)=\alpha\left(\begin{array}{c}
\tilde{\boldsymbol{x}}_{2}^{k}-\boldsymbol{x}_{2}^{k} \\
\vdots \\
\tilde{\boldsymbol{x}}_{t}^{k}-\boldsymbol{x}_{t}^{k}
\end{array}\right) .
$$

In the following, we show that both the methods in $[15,17]$ are special cases of the proposed algorithm (3.9) with $\boldsymbol{x}_{1}=x_{1}$.

### 6.1 The ADMM-GBS in [15]

Let us consider the special regrouping strategy with $\boldsymbol{x}_{i}=x_{i}$ for $i=1, \cdots, m$ for (1.1). That is, each block of variables only consists of one variable. For this case, we have

$$
\boldsymbol{x}=\left(\begin{array}{c}
x_{1}  \tag{6.7}\\
x_{2} \\
\vdots \\
x_{m}
\end{array}\right)=\left(\begin{array}{c}
\boldsymbol{x}_{1} \\
\boldsymbol{x}_{2} \\
\vdots \\
\boldsymbol{x}_{m}
\end{array}\right), \quad \text { where } \quad \boldsymbol{x}_{i}=x_{i}, \quad i=1, \ldots, m .
$$

Clearly, for this regrouping strategy, in the implementation of the proposed algorithm (3.9), we have

$$
\tau_{i}=0, \quad i=1,2, \ldots, m,
$$

and thus the matrix $\mathcal{Q}_{e}(4.4)$ and $\mathcal{D}_{e}$ can be specified as

$$
\mathcal{Q}_{e}=\left(\begin{array}{cccc}
A_{2}^{T} A_{2} & 0 & \cdots & 0 \\
A_{3}^{T} A_{2} & A_{3}^{T} A_{3} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
A_{m}^{T} A_{2} & \cdots & A_{m}^{T} A_{m-1} & A_{m}^{T} A_{m}
\end{array}\right) \quad \text { and } \quad \mathcal{D}_{e}=\left(\begin{array}{cccc}
A_{2}^{T} A_{2} & 0 & \cdots & 0 \\
0 & A_{3}^{T} A_{3} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & A_{m}^{T} A_{m}
\end{array}\right)
$$

respectively. According to (6.2), the prediction step (4.11) is reduced to

$$
\left\{\begin{array}{l}
\tilde{x}_{1}^{k}=\arg \min \left\{\mathcal{L}_{\beta}^{m}\left(x_{1}, x_{2}^{k}, x_{3}^{k}, \ldots, x_{m}^{k}, \lambda^{k}\right) \mid x_{1} \in X_{1}\right\} ;  \tag{6.8a}\\
\tilde{x}_{2}^{k}=\arg \min \left\{\mathcal{L}_{\beta}^{m}\left(\tilde{x}_{1}^{k}, x_{2}, x_{3}^{k}, \ldots, x_{m}^{k}, \lambda^{k}\right) \mid x_{2} \in X_{2}\right\} ; \\
\vdots \\
\tilde{x}_{i}^{k}=\arg \min \left\{\mathcal{L}_{\beta}^{m}\left(\tilde{x}_{1}^{k}, \ldots, \tilde{x}_{i-1}^{k}, x_{i}, x_{i+1}^{k}, \ldots, x_{m}^{k}, \lambda^{k}\right) \mid x_{i} \in X_{i}\right\} ; \\
\quad \vdots \\
\tilde{x}_{m}^{k}=\arg \min \left\{\mathcal{L}_{\beta}^{m}\left(\tilde{x}_{1}^{k}, \ldots, \tilde{x}_{m-1}^{k}, x_{m}, \lambda^{k}\right) \mid x_{m} \in X_{m}\right\},
\end{array}\right.
$$

and

$$
\begin{equation*}
\tilde{\lambda}^{k}=\lambda^{k}-\beta\left(A_{1} \tilde{x}_{1}^{k}+\sum_{j=2}^{m} A_{j} x_{j}^{k}-b\right) \tag{6.8b}
\end{equation*}
$$

The new iterate $\boldsymbol{v}^{k+1}$ is given by (6.5). Since $\tau_{i}=m_{i}-1=0$, the step size $\alpha \in(0,1)$.
If we denote the output (6.8a) by $\bar{x}_{1}^{k+1}, \bar{x}_{2}^{k+1}, \ldots, \bar{x}_{m}^{k+1}$, namely,

$$
\left\{\begin{array}{l}
\bar{x}_{1}^{k+1}=\arg \min \left\{\mathcal{L}_{\beta}^{m}\left(x_{1}, x_{2}^{k}, x_{3}^{k}, \ldots, x_{m}^{k}, \lambda^{k}\right) \mid x_{1} \in X_{1}\right\} ;  \tag{6.9a}\\
\bar{x}_{2}^{k+1}=\arg \min \left\{\mathcal{L}_{\beta}^{m}\left(\bar{x}_{1}^{k+1}, x_{2}, x_{3}^{k}, \ldots, x_{m}^{k}, \lambda^{k}\right) \mid x_{2} \in X_{2}\right\} \\
\quad \vdots \\
\bar{x}_{i}^{k+1}=\arg \min \left\{\mathcal{L}_{\beta}^{m}\left(\bar{x}_{1}^{k+1}, \ldots, \bar{x}_{i-1}^{k+1}, x_{i}, x_{i+1}^{k}, \ldots, x_{m}^{k}, \lambda^{k}\right) \mid x_{i} \in X_{i}\right\} \\
\quad \vdots \\
\bar{x}_{m}^{k+1}=\arg \min \left\{\mathcal{L}_{\beta}^{m}\left(\bar{x}_{1}^{k+1}, \ldots, \bar{x}_{m-1}^{k+1}, x_{m}, \lambda^{k}\right) \mid x_{m} \in X_{m}\right\},
\end{array}\right.
$$

and set

$$
\begin{equation*}
\bar{\lambda}^{k+1}=\lambda^{k}-\beta\left(\sum_{j=1}^{m} A_{j} \bar{x}_{j}^{k+1}-b\right) . \tag{6.9b}
\end{equation*}
$$

The implementation of (6.6) becomes

$$
\left\{\begin{align*}
\mathcal{D}_{e}^{-1} \mathcal{Q}_{e}^{T}\left(\begin{array}{c}
x_{2}^{k+1}-x_{2}^{k} \\
\vdots \\
x_{m}^{k+1}-x_{m}^{k}
\end{array}\right) & =\alpha\left(\begin{array}{c}
\bar{x}_{2}^{k+1}-x_{2}^{k} \\
\vdots \\
\bar{x}_{m}^{k+1}-x_{m}^{k}
\end{array}\right),  \tag{6.10}\\
\lambda^{k+1}-\lambda^{k} & = \\
& \alpha\left(\bar{\lambda}^{k+1}-\lambda^{k}\right) .
\end{align*}\right.
$$

Note that for this special case, we have

$$
\mathcal{D}_{e}^{-1} \mathcal{Q}_{e}^{T}=\left(\begin{array}{cccc}
I_{n_{2}}\left(A_{2}^{T} A_{2}\right)^{-1} A_{2}^{T} A_{3} & \cdots & \left(A_{2}^{T} A_{2}\right)^{-1} A_{2}^{T} A_{m} \\
0 & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \left(A_{m-1}^{T} A_{m-1}\right)^{-1} A_{m-1}^{T} A_{m} \\
0 & \cdots & 0 & I_{n_{m}}
\end{array}\right)
$$

It is just the left-upper part of the matrix $P$ (see (3.2)). Thus, the method (6.9)-(6.10) reduces to the ADMM-GBS in [15].

### 6.2 The Splitting Method in [17]

Then, we consider another regrouping for (1.1):

$$
\boldsymbol{x}=\left(\begin{array}{c}
x_{1}  \tag{6.11}\\
x_{2} \\
\vdots \\
x_{m}
\end{array}\right)=\binom{\boldsymbol{x}_{1}}{\boldsymbol{x}_{2}}, \quad \text { where } \quad \boldsymbol{x}_{1}=x_{1} \quad \text { and } \quad \boldsymbol{x}_{2}=\left(\begin{array}{c}
x_{2} \\
\vdots \\
x_{m}
\end{array}\right) .
$$

For this regrouping, we have

$$
m_{1}=1 \quad \text { and } \quad m_{2}=m-1 .
$$

Besides (6.1), for the implementation of the new algorithm (3.9), we have

$$
\tau_{2}=\tau>m-2=m_{2}-1
$$

and thus the matrix $\mathcal{Q}_{e}$ given in (4.4) is specified as

$$
\mathcal{Q}_{e}=\mathcal{D}_{e}=\left(\begin{array}{cccc}
(\tau+1) A_{2}^{T} A_{2} & 0 & \cdots & 0  \tag{6.12}\\
0 & (\tau+1) A_{3}^{T} A_{3} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & (\tau+1) A_{m}^{T} A_{m}
\end{array}\right)
$$

Thus, according to (6.2), the prediction step (4.11) is reduced to

$$
\left\{\begin{array}{l}
\tilde{x}_{1}^{k}=\arg \min \left\{\mathcal{L}_{\beta}^{2}\left(x_{1}, x_{2}^{k}, x_{3}^{k}, \ldots, x_{m}^{k}, \lambda^{k}\right) \mid x_{1} \in X_{1}\right\} ;  \tag{6.13a}\\
\tilde{x}_{i}^{k}=\arg \min \left\{\left.\begin{array}{c}
\mathcal{L}_{\beta}^{2}\left(\tilde{x}_{1}^{k}, x_{2}^{k} \ldots, x_{i-1}^{k}, x_{i}, x_{i+1}^{k}, \ldots, x_{m}^{k}, \lambda^{k}\right) \\
+\frac{\tau \beta}{2}\left\|A_{i}\left(x_{i}-x_{i}^{k}\right)\right\|^{2}
\end{array} \right\rvert\, x_{i} \in X_{i}\right\}, i=2, \ldots, m .
\end{array}\right.
$$

and

$$
\begin{equation*}
\tilde{\lambda}^{k}=\lambda^{k}-\beta\left(A_{1} \tilde{x}_{1}^{k}+\sum_{j=2}^{m} A_{j} x_{j}^{k}-b\right) . \tag{6.13b}
\end{equation*}
$$

Since $\tau_{2}=\tau>m_{2}-1=m-2$, we take the step size $\alpha=1$ in the correction step (6.5). The new iterate is given by

$$
\boldsymbol{v}^{k+1}=\boldsymbol{v}^{k}-M\left(\boldsymbol{v}^{k}-\tilde{\boldsymbol{v}}^{k}\right)
$$

Because $\boldsymbol{x}_{2}=\left(x_{2}, \ldots, x_{m}\right)$, we have $\mathcal{Q}_{e}=\mathcal{D}_{e}$ (see (4.4) and (4.5)). Thus the matrix $M$ in (6.5b) becomes

$$
M=\left(\begin{array}{cc}
I & 0 \\
-\beta \mathcal{A} & I
\end{array}\right)
$$

Using $\mathcal{Q}_{e}=\mathcal{D}_{e}$ and $\alpha=1$, the implementation of correction (6.6) is reduced to

$$
\begin{equation*}
\lambda^{k+1}=\lambda^{k}-\beta\left(\sum_{j=1}^{m} A_{j} \tilde{x}_{j}^{k}-b\right) . \tag{6.14a}
\end{equation*}
$$

and

$$
\left(\begin{array}{c}
x_{2}^{k+1}  \tag{6.14b}\\
\vdots \\
x_{m}^{k+1}
\end{array}\right)=\left(\begin{array}{c}
\tilde{x}_{2}^{k} \\
\vdots \\
\tilde{x}_{m}^{k}
\end{array}\right)
$$

Therefore, the prediction-correction method consists of (6.13) and (6.14) can be directly represented by

$$
\left\{\begin{align*}
& x_{1}^{k+1}= \arg \min \left\{\mathcal{L}_{\beta}^{2}\left(x_{1}, x_{2}^{k}, x_{3}^{k}, \ldots, x_{m}^{k}, \lambda^{k}\right) \mid x_{1} \in X_{1}\right\}  \tag{6.15}\\
& x_{i}^{k+1}= \arg \min \left\{\left.\mathcal{L}_{\beta}^{2}\left(x_{1}^{k+1}, x_{2}^{k} \ldots, x_{i-1}^{k}, x_{i}, x_{i+1}^{k}, \ldots, x_{m}^{k}, \lambda^{k}\right)+\frac{\tau \beta}{2}\left\|A_{i}\left(x_{i}-x_{i}^{k}\right)\right\|^{2} \right\rvert\, x_{i} \in X_{i}\right\} \\
& \quad i=2, \ldots, m . \\
& \lambda^{k+1}= \lambda^{k}-\beta\left(\sum_{j=1}^{m} A_{j} x_{j}^{k+1}-b\right)
\end{align*}\right.
$$

To clearly see the relationship between (6.15) and the method in [17], let us summarize a conclusion in the following lemma.

Lemma 6.2. Let the augmented Lagrange function $\mathcal{L}_{\beta}^{m}\left(x_{1}, \ldots, x_{m}, \lambda\right)$ be defined in (1.5). Then we have

$$
\begin{align*}
& \arg \min \left\{\left.\mathcal{L}_{\beta}^{m}\left(x_{1}^{k+1}, x_{2}^{k} \ldots, x_{i-1}^{k}, x_{i}, x_{i+1}^{k}, \ldots, x_{m}^{k}, \lambda^{k}\right)+\frac{\tau \beta}{2}\left\|A_{i}\left(x_{i}-x_{i}^{k}\right)\right\|^{2} \right\rvert\, x_{i} \in X_{i}\right\} \\
& \quad=\arg \min \left\{\left.\theta_{i}\left(x_{i}\right)-\left(\lambda^{k+\frac{1}{2}}\right)^{T} A_{i} x_{i}+\frac{(\tau+1) \beta}{2}\left\|A_{i}\left(x_{i}-x_{i}^{k}\right)\right\|^{2} \right\rvert\, x_{i} \in X_{i}\right\} \tag{6.16}
\end{align*}
$$

where

$$
\begin{equation*}
\lambda^{k+\frac{1}{2}}=\lambda^{k}-\beta\left(A_{1} x_{1}^{k+1}+\sum_{i=2}^{m} A_{i} x_{i}^{k}-b\right) \tag{6.17}
\end{equation*}
$$

Proof. Let us observe the $x_{i}$-subproblems in the left-hand side of (6.16). Notice that

$$
\begin{aligned}
& \mathcal{L}_{\beta}^{m}\left(x_{1}^{k+1}, x_{2}^{k} \ldots, x_{i-1}^{k}, x_{i}, x_{i+1}^{k}, \ldots, x_{m}^{k}, \lambda^{k}\right) \\
& =\quad \theta_{i}\left(x_{i}\right)-\theta_{i}\left(x_{i}^{k}\right)+\sum_{j=1}^{m} \theta_{j}\left(x_{j}^{k}\right)-\left(\lambda^{k}\right)^{T}\left[A_{1} x_{1}^{k+1}+A_{i} x_{i}+\sum_{j=2, j \neq i}^{m} A_{j} x_{j}^{k}-b\right] \\
& \quad+\frac{\beta}{2}\left\|A_{i}\left(x_{i}-x_{i}^{k}\right)+A_{1} x_{1}^{k+1}+\sum_{j=2}^{m} A_{j} x_{j}^{k}-b\right\|^{2} .
\end{aligned}
$$

Ignoring some constant terms in the objective function of the minimization problem, we have

$$
\begin{aligned}
& \arg \min \left\{\left.\mathcal{L}_{\beta}^{m}\left(x_{1}^{k+1}, x_{2}^{k} \ldots, x_{i-1}^{k}, x_{i}, x_{i+1}^{k}, \ldots, x_{m}^{k}, \lambda^{k}\right)+\frac{\tau \beta}{2}\left\|A_{i}\left(x_{i}-x_{i}^{k}\right)\right\|^{2} \right\rvert\, x_{i} \in X_{i}\right\} \\
& \quad=\arg \min \left\{\begin{array}{c}
\left.\left.\theta_{i}\left(x_{i}\right)-\left(\lambda^{k}\right)^{T} A_{i} x_{i}+\frac{\beta}{2}\left\|A_{i}\left(x_{i}-x_{i}^{k}\right)+A_{1} x_{1}^{k+1}+\sum_{j=2}^{m} A_{j} x_{j}^{k}-b\right\|^{2} \right\rvert\, x_{i} \in X_{i}\right\} . \\
+\frac{\tau \beta}{2}\left\|A_{i}\left(x_{i}-x_{i}^{k}\right)\right\|^{2}
\end{array}\right.
\end{aligned}
$$

Thus, the optimality condition of the $x_{i}$-subproblem is

$$
\begin{array}{ll}
x_{i}^{k+1} \in X_{i}, & \theta_{i}\left(x_{i}\right)-\theta_{i}\left(x_{i}^{k+1}\right)+\left(x_{i}-x_{i}^{k+1}\right)^{T}\left\{-A_{i}^{T} \lambda^{k}+\right. \\
& \left.+\beta A_{i}^{T}\left[A_{i}\left(x_{i}^{k+1}-x_{i}^{k}\right)+\left(A_{1} x_{1}^{k+1}+\sum_{j=2}^{m} A_{j} x_{j}^{k}-b\right)\right]+\tau \beta A_{i}^{T} A_{i}\left(x_{i}^{k+1}-x_{i}^{k}\right)\right\} \geq 0, \quad \forall x_{i} \in X_{i}
\end{array}
$$

It follows from (6.17) that

$$
\lambda^{k}=\lambda^{k+\frac{1}{2}}+\beta\left(A_{1} x_{1}^{k+1}+\sum_{j=2}^{m} A_{j} x_{j}^{k}-b\right) .
$$

Substituting this identity into the last inequality, we obtain
$x_{i}^{k+1} \in X_{i}, \quad \theta_{i}\left(x_{i}\right)-\theta_{i}\left(x_{i}^{k+1}\right)+\left(x_{i}-x_{i}^{k+1}\right)^{T}\left\{-A_{i}^{T} \lambda^{k+\frac{1}{2}}+(1+\tau) \beta A_{i}^{T} A_{i}\left(x_{i}^{k+1}-x_{i}^{k}\right)\right\} \geq 0, \quad \forall x_{i} \in X_{i}$.
This is just the optimality condition of the $x_{i}$-subproblem of the right-hand side of (6.16).
Thus, by setting $\mu=\tau+1$, the scheme (6.15) can be represented as the following scheme:

$$
\left\{\begin{array}{l}
x_{1}^{k+1}=\arg \min \left\{\mathcal{L}_{\beta}^{m}\left(x_{1}, x_{2}^{k}, x_{3}^{k}, \ldots, x_{m}^{k}, \lambda^{k}\right) \mid x_{1} \in X_{1}\right\} ;  \tag{6.18}\\
\lambda^{k+\frac{1}{2}}=\lambda^{k}-\beta\left(A_{1} x_{1}^{k+1}+\sum_{i=2}^{m} A_{i} x_{i}^{k}-b\right) \\
x_{i}^{k+1}=\arg \min \left\{\left.\theta_{i}\left(x_{i}\right)-\left(\lambda^{k+\frac{1}{2}}\right)^{T} A_{i} x_{i}+\frac{\mu \beta}{2}\left\|A_{i}\left(x_{i}-x_{i}^{k}\right)\right\|^{2} \right\rvert\, x_{i} \in X_{i}\right\}, i=2, \ldots, m . \\
\lambda^{k+1}=\lambda^{k}-\beta\left(\sum_{j=1}^{m} A_{j} x_{j}^{k+1}-b\right) .
\end{array}\right.
$$

This is just the method proposed in [17]. Recall that $\mu>m-1$ (since $\tau>m-2)$ is the condition to ensure the convergence of the method in [17].

## 7 A Refined Version of Algorithm 1 with Calculated Step Size

Instead of taking the constant step size $\alpha$ in the correction step (4.12), we can refine the algorithm (3.9) by choosing a calculated step size $\alpha_{k}$ at each iteration. Recall the role of the correction step in the algorithm (3.9) is to ensure the strict contraction property of the sequence (see (4.29)). The main idea of refining the algorithm (3.9) is that we can find a better step size, which is iterationdependent, for each iteration such that the proximity to the solution set can be further reduced. For the case where calculating the step size is not computationally expensive, this refined version can accelerate the convergence and the number of iteration can be reduced while the computation per iteration is just slightly increased. However, if the step size itself is computationally expensive, we still recommend the scheme (3.9) with a constant step size because for this case, the computation per iteration might be significantly increased thus the overall convergence might be slower even though the number of iteration might be smaller.

To see how to find a better step size to further reduce the proximity to the solution set, let us revisit Lemma 4.3. Indeed, setting $\boldsymbol{w}=\boldsymbol{w}^{*}$ in (4.14), we get

$$
\left(\tilde{\boldsymbol{w}}^{k}-\boldsymbol{w}^{*}\right)^{T} Q\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right) \geq \vartheta\left(\tilde{\boldsymbol{x}}^{k}\right)-\vartheta\left(\boldsymbol{x}^{*}\right)-\left(\tilde{\boldsymbol{w}}^{k}-\boldsymbol{w}^{*}\right)^{T} F\left(\tilde{\boldsymbol{w}}^{k}\right), \quad \forall \boldsymbol{w}^{*} \in \Omega^{*}
$$

Using the monotonicity of $F$ and (2.4), it follows that

$$
\begin{equation*}
\left(\tilde{\boldsymbol{w}}^{k}-\boldsymbol{w}^{*}\right)^{T} Q\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right) \geq 0 \tag{7.1}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\left(\boldsymbol{w}^{k}-\boldsymbol{w}^{*}\right)^{T} Q\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right) \geq\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)^{T} Q\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right), \quad \forall \boldsymbol{w}^{*} \in \Omega^{*} . \tag{7.2}
\end{equation*}
$$

Because $Q=H M$, it follows that

$$
\left\langle H\left(\boldsymbol{w}^{k}-\boldsymbol{w}^{*}\right), M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)\right\rangle \geq \frac{1}{2}\left\|\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right\|_{\left(Q^{T}+Q\right)}^{2}, \quad \forall \boldsymbol{w}^{*} \in \Omega^{*} .
$$

This means that $M\left(\tilde{\boldsymbol{w}}^{k}-\boldsymbol{w}^{k}\right)$ is a descent direction of the distance function $\left\|\boldsymbol{w}-\boldsymbol{w}^{*}\right\|_{H}^{2}$ at the point $\boldsymbol{w}^{k}$, even if $\boldsymbol{w}^{*}$ is unknown. Along the direction $M\left(\tilde{\boldsymbol{w}}^{k}-\boldsymbol{w}^{k}\right)$ with well-chosen step size $\alpha$, we can reduce the unknown distance function $\left\|\boldsymbol{w}-\boldsymbol{w}^{*}\right\|_{H}^{2}$. We define the step-size-dependent new iterate by

$$
\begin{equation*}
\boldsymbol{w}^{k+1}(\alpha)=\boldsymbol{w}^{k}-\alpha M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right), \tag{7.3}
\end{equation*}
$$

and

$$
\begin{equation*}
p(\alpha)=\left\|\boldsymbol{w}^{k}-\boldsymbol{w}^{*}\right\|_{H}^{2}-\left\|\boldsymbol{w}^{k+1}(\alpha)-\boldsymbol{w}^{*}\right\|_{H}^{2} . \tag{7.4}
\end{equation*}
$$

By using $H M=Q$, we have

$$
\begin{aligned}
p(\alpha) & =\left\|\boldsymbol{w}^{k}-\boldsymbol{w}^{*}\right\|_{H}^{2}-\left\|\boldsymbol{w}^{k+1}(\alpha)-\boldsymbol{w}^{*}\right\|_{H}^{2} \\
& =\left\|\boldsymbol{w}^{k}-\boldsymbol{w}^{*}\right\|_{H}^{2}-\left\|\left(\boldsymbol{w}^{k}-\boldsymbol{w}^{*}\right)-\alpha M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)\right\|_{H}^{2} \\
& =2 \alpha\left(\boldsymbol{w}^{k}-\boldsymbol{w}^{*}\right)^{T} Q\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)-\alpha^{2}\left\|M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)\right\|_{H}^{2} .
\end{aligned}
$$

Ideally we want to maximize the quadratic function $p(\alpha)$. However, it is impossible due to the lack of the unknown solution point $\boldsymbol{w}^{*}$. By using (7.2), we obtain

$$
\begin{equation*}
p(\alpha) \geq q(\alpha), \tag{7.5}
\end{equation*}
$$

where

$$
\begin{equation*}
q(\alpha)=2 \alpha\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)^{T} Q\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)-\alpha^{2}\left\|M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)\right\|_{H}^{2} . \tag{7.6}
\end{equation*}
$$

We thus turn to the second best choice: Maximizing the quadratic function $q(\alpha)$ which is a lower bound of $p(\alpha)$. This promotes us to take the value of $\alpha$ as

$$
\begin{equation*}
\alpha_{k}^{*}=\frac{\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)^{T} Q\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)}{\left\|M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)\right\|_{H}^{2}}=\frac{\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)^{T} Q\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)}{\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)^{T}\left(M^{T} H M\right)\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)} . \tag{7.7}
\end{equation*}
$$

We take $\alpha=\gamma \alpha_{k}^{*}$. According to (4.9), we have

$$
Q^{T}+Q-M^{T} H M \succeq 0
$$

and thus

$$
\begin{equation*}
\alpha_{k}^{*} \geq \frac{1}{2} . \tag{7.8}
\end{equation*}
$$

Therefore, the iteration-dependent step size calculated by (7.7) is bounded away from 0 .
Moreover, it worths to mention that it follows from (4.10) that

$$
M^{T} H M=\left(\begin{array}{ccc}
\beta\left(D_{1}-\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right) & 0 & 0 \\
0 & \beta\left(\mathcal{D}_{e}+\mathcal{A}^{T} \mathcal{A}\right) & -\mathcal{A}^{T} \\
0 & -\mathcal{A} & \frac{1}{\beta} I
\end{array}\right)
$$

Therefore, the denominator in (7.7) can be calculated directly based on the matrix defined above before implementing the Gaussian back substitution procedure and there is no need to calculate the inverse of any matrix for determining $\alpha_{k}$.

So, the proposed algorithm (3.9) can be altered to a refined version where the constant step size $\alpha$ in (4.12b) is iteratively calculated by (7.7). The resulting refined version differs from the proposed algorithm (3.9) only in its correction step as shown below.

Correction step: The new iterate $\boldsymbol{w}^{k+1}$ is given by

$$
\begin{equation*}
\boldsymbol{w}^{k+1}=\boldsymbol{w}^{k}-\alpha_{k} M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right), \tag{7.9a}
\end{equation*}
$$

where $\tilde{\boldsymbol{w}}^{k}$ is generated by the prediction step (4.11) and $M$ is given by (4.6). The step size $\alpha_{k}$ is given by

$$
\begin{equation*}
\alpha_{k}=\gamma \alpha_{k}^{*}, \quad \gamma \in(0,2) \quad \text { and } \quad \alpha_{k}^{*}=\frac{\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)^{T} Q\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)}{\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)^{T}\left(M^{T} H M\right)\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)} . \tag{7.9b}
\end{equation*}
$$

Note that it follows from (7.6) and (7.7) that

$$
\begin{align*}
q\left(\gamma \alpha_{k}^{*}\right) & =2 \gamma \alpha_{k}^{*}\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)^{T} Q\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)-\left(\gamma \alpha_{k}^{*}\right)^{2}\left\|M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)\right\|_{H}^{2} \\
& =\gamma(2-\gamma)\left(\alpha_{k}^{*}\right)^{2}\left\|M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)\right\|_{H}^{2} . \tag{7.10}
\end{align*}
$$

The following theorem shows the strict contraction property of the sequence generated by the refined algorithm with the iteratively calculated step size (7.7). Its proof is similar as Theorem 4.5 and thus omitted.

Theorem 7.1. Let $\left\{\boldsymbol{w}^{k}\right\}$ be the sequence generated by the refined algorithm of (3.9) with the iteratively calculated step size (7.7). Then, it holds

$$
\begin{equation*}
\left\|\boldsymbol{w}^{k+1}-\boldsymbol{w}^{*}\right\|_{H}^{2} \leq\left\|\boldsymbol{w}^{k}-\boldsymbol{w}^{*}\right\|_{H}^{2}-\frac{\gamma(2-\gamma)}{4}\left\|M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right)\right\|_{H}^{2}, \quad \forall \boldsymbol{w}^{*} \in \Omega^{*} \tag{7.11}
\end{equation*}
$$

Based on Theorem 7.1, the convergence and the convergence rates can all be established similar as the analysis in Sections 4 and 5 . We omit them for succinctness.

## 8 A Linearized Splitting Block-wise ADMM with Gaussian Back Substitution

As analyzed, the $x_{r_{j}}$-subproblems (see (3.7)) in the proposed splitting version of block-wise ADMMGBS (3.9) are in form of (1.3) and we can further alleviate them by linearizing their quadratic terms if these subproblems are still too hard for a particular application of the model (1.1). More specifically, recall the $x_{r_{j}}$-subproblem (3.7) in (3.9) and ignore some constant terms in its objective. Then, if we linearize its quadratic term, the resulting linearized subproblem becomes

$$
\bar{x}_{r_{j}}^{k+1}=\arg \min \left\{\begin{array}{c}
\theta_{r_{j}}\left(x_{r_{j}}\right)-\left(\lambda^{k}\right)^{T} A_{r_{j}} x_{r_{j}}+\left(x_{r_{j}}-x_{r_{j}}^{k}\right)^{T}  \tag{8.1}\\
\beta A_{r_{j}}^{T}\left(\sum_{s=1}^{r-1} \mathcal{A}_{s} \overline{\boldsymbol{x}}_{s}^{k+1}+\sum_{s=r}^{t} \mathcal{A}_{s} \boldsymbol{x}_{s}^{k}-b\right)+\frac{\nu_{r} \beta}{2}\left\|x_{r_{j}}-x_{r_{j}}^{k}\right\|^{2},
\end{array}\right\}
$$

which is indeed in form of (1.2). Note that in (8.1), the constant $\nu_{r}>0$ plays the role of controlling the proximity of the linearization, and it should be sufficiently large to ensure the accuracy of this linearized subproblem and finally the convergence. As well studied in the literature such as [19, 21, 32, 33, 34], we require

$$
\begin{equation*}
\nu_{r}>\rho\left(\mathcal{A}_{r}^{T} \mathcal{A}_{r}\right), \quad r=1, \ldots, t \tag{8.2}
\end{equation*}
$$

where $\rho(\cdot)$ denotes the spectrum radius of a matrix.
Therefore, replacing the $x_{r_{j}}$-subproblems in (3.9) by their linearized counterparts given in (8.1), we can obtain a linearized version of the proposed splitting block-wise ADMM-GBS (3.9) whose $x_{r_{j}}$-subproblems are in form of (1.2).

### 8.1 Algorithm

For the algorithm in this section, we define the matrix

$$
\mathcal{P}_{L}=\left(\begin{array}{cccccc}
I & 0 & 0 & 0 & 0 & 0  \tag{8.3}\\
0 & I & \frac{1}{\nu_{2}} \mathcal{A}_{2}^{T} \mathcal{A}_{3} & \ldots & \frac{1}{\nu_{2}} \mathcal{A}_{2}^{T} \mathcal{A}_{t} & 0 \\
0 & 0 & \ddots & \ddots & \vdots & \vdots \\
& \vdots & \ddots & I & \frac{1}{\nu_{t-1}} \mathcal{A}_{t-1}^{T} \mathcal{A}_{t} & 0 \\
0 & 0 & \cdots & 0 & I & 0 \\
0 & 0 & \cdots & 0 & 0 & I_{\ell}
\end{array}\right) .
$$

and summarize the linearized version of the scheme (3.9) as follows.
Algorithm 2: A linearized version of the splitting block-wise ADMM-GBS (3.9) for (1.1)
Initialization: Specify a regrouping for the model (1.1) with determined values of $t$ and $m_{r}$ for $r=1,2, \cdots, t$. Choose constants $\nu_{r}$ such that $\nu_{r}>\rho\left(\mathcal{A}_{r}^{T} \mathcal{A}_{r}\right)$ for $r=1, \ldots, t$. Let $\mathcal{P}_{L}$ be defined in (8.3). With the given iterate $\boldsymbol{w}^{k}=\left(\boldsymbol{x}_{1}^{k}, \boldsymbol{x}_{2}^{k}, \cdots, \boldsymbol{x}_{t}^{k}, \lambda^{k}\right) \in \mathcal{X}_{1} \times \mathcal{X}_{2} \times \cdots \times \mathcal{X}_{t} \times \mathbb{R}^{\ell}$, the new iterate is generated by the following steps.

$$
\left\{\begin{array}{l}
\left\{\begin{array}{l}
\text { for } r=1,2, \ldots t \text {, do: } \\
\quad \text { for } j=1,2, \ldots, m_{r}, \text { parallel do: } \\
\quad \bar{x}_{r_{j}}^{k+1}=\arg \min \left\{\left.\begin{array}{l}
\theta_{r_{j}}\left(x_{r_{j}}\right)-\left(\lambda^{k}\right)^{T} A_{r_{j}} x_{r_{j}}+\left(x_{r_{j}}-x_{r_{j}}^{k}\right)^{T} \\
\beta A_{r_{j}}^{T}\left(\sum_{s=1}^{r-1} \mathcal{A}_{s} \overline{\boldsymbol{x}}_{s}^{k+1}+\sum_{s=r}^{t} \mathcal{A}_{s} \boldsymbol{x}_{s}^{k}-b\right)+\frac{\nu_{r} \beta}{2}\left\|x_{r_{j}}-x_{r_{j}}^{k}\right\|^{2}
\end{array} \right\rvert\, x_{r_{j}} \in X_{r_{j}}\right.
\end{array}\right\} ;  \tag{8.4}\\
\quad \begin{array}{l}
\text { end. } \\
\text { end. } \\
\bar{\lambda}^{k+1}=\lambda^{k}-\beta\left(\sum_{r=1}^{t} \mathcal{A}_{r} \overline{\boldsymbol{x}}_{r}^{k+1}-b\right) . \\
\mathcal{P}_{L}\left(\boldsymbol{w}^{k+1}-\boldsymbol{w}^{k}\right)=\left(\overline{\boldsymbol{w}}^{k+1}-\boldsymbol{w}^{k}\right) .
\end{array}
\end{array}\right.
$$

Remark 8.1. Just like the scheme (3.9), with the block-wise upper triangular matrix $\mathcal{P}_{L}$ defined in (3.2), the entries of $\boldsymbol{v}^{k+1}$ can be updated in the order of $\lambda \rightarrow x_{m} \rightarrow \cdots x_{2}$ by the Gaussian back substitution procedure when implementing (8.4). Moreover, the matrix $\mathcal{P}_{L}$ does not require computing any inverse of matrix, not like the matrix $\mathcal{P}$ defined in (3.8). Therefore, it is an easier substitution procedure compared with the one in (3.9). Meanwhile, theoretically it is required to estimate $\rho\left(\mathcal{A}_{r}^{T} \mathcal{A}_{r}\right)$ for $r=1,2, \cdots, t$, which might not be easy. This is the cost of alleviating the difficulty levels of subproblems from (1.3) to (1.2) for (8.4). Finally, it worths to mention that the requirements $\nu_{r}>\rho\left(\mathcal{A}_{r}^{T} \mathcal{A}_{r}\right)$ for $r=1,2, \cdots, t$ are sufficient conditions to ensure the convergence of the linearized version (8.4) and they represent conservative estimates on the parameters $\nu_{r}$ 's. In implementation, usually we can choose smaller values for $\nu_{r}$ 's which might not satisfy these sufficient conditions while can lead to better numerical performance.

Remark 8.2. In the scheme (8.4), we take the step size as 1 constantly in the Gaussian back substitution procedure. As Section 7, we can analogously discuss how to choose an iteratively calculated step size for the Gaussian back substitution step in (8.4). For succinctness, we omit it and refer to [21] for some useful analysis.

### 8.2 Convergence Analysis

In this subsection, we prove two important results for the proposed linearized version (8.4). Based on them, the convergence analysis including both the global convergence and the worst-case convergence rates can be established analogously as the analysis in Sections 4 and 5. As in Section 4, we need to rewrite the scheme (8.4) as a prediction-correction form for analysis. For this purpose, similarly as Section 4.1, we first write the matrix $Q$ as the block-wise form

$$
Q=\left(\begin{array}{ccc}
\beta\left(\nu_{1} I-\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right) & 0 & 0  \tag{8.5}\\
0 & \beta \mathcal{Q}_{e} & 0 \\
0 & -\mathcal{A} & \frac{1}{\beta} I
\end{array}\right)
$$

with $\mathcal{A}$ defined in (4.3) and

$$
\mathcal{Q}_{e}=\left(\begin{array}{cccc}
\nu_{2} I & 0 & \cdots & 0  \tag{8.6}\\
\mathcal{A}_{3}^{T} \mathcal{A}_{2} & \nu_{3} I & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
\mathcal{A}_{t}^{T} \mathcal{A}_{2} & \cdots & \mathcal{A}_{t}^{T} \mathcal{A}_{t-1} & \nu_{t} I
\end{array}\right) .
$$

Moreover, we use $\mathcal{D}_{e}=\operatorname{diag}\left(\nu_{2} I, \nu_{3} I, \ldots, \nu_{t} I\right)$ to denote the diagonal part of $\mathcal{Q}_{e}$. Using (8.2), we have

$$
\begin{equation*}
\mathcal{Q}_{e}^{T}+\mathcal{Q}_{e} \succ \mathcal{D}_{e}+\mathcal{A}^{T} \mathcal{A} \tag{8.7}
\end{equation*}
$$

With these matrices, we can rewrite the scheme (8.4) as follows.
Prediction. For the given $\boldsymbol{w}^{k}=\left(x_{1}^{k}, x_{2}^{k} \ldots, x_{m}^{k}, \lambda^{k}\right)=\left(\boldsymbol{x}_{1}^{k}, \ldots, \boldsymbol{x}_{t}^{k}, \lambda^{k}\right)$, generate the predictor $\tilde{\boldsymbol{w}}^{k}=\left(\tilde{x}_{1}^{k}, \tilde{x}_{2}^{k} \ldots, \tilde{x}_{m}^{k}, \tilde{\lambda}^{k}\right)=\left(\tilde{\boldsymbol{x}}_{1}^{k}, \ldots, \tilde{\boldsymbol{x}}_{t}^{k}, \tilde{\lambda}^{k}\right)$ by the following steps:

$$
\begin{aligned}
& \text { for } r=1,2, \ldots t \text {, do: } \\
& \quad \text { for } j=1, \ldots m_{r}, \text { parallel do: } \\
& \quad \tilde{x}_{r_{j}}^{k}=\arg \min \left\{\left.\begin{array}{c}
\theta_{r_{j}}\left(x_{r_{j}}\right)-\left(\lambda^{k}\right)^{T} A_{r_{j}} x_{r_{j}}+\left(x_{r_{j}}-x_{r_{j}}^{k}\right)^{T} \\
\beta A_{r_{j}}^{T}\left(\sum_{s=1}^{r-1} \mathcal{A}_{s} \tilde{x}_{s}^{k}+\sum_{s=r}^{t} \mathcal{A}_{s} x_{s}^{k}-b\right)+\frac{\nu_{r} \beta}{2}\left\|x_{r_{j}}-x_{r_{j}}^{k}\right\|^{2}
\end{array} \right\rvert\, x_{r_{j}} \in X_{r_{j}}\right\} ;
\end{aligned}
$$

end.
end.
Additionally, we define

$$
\begin{equation*}
\tilde{\lambda}^{k}=\lambda^{k}-\beta\left(\mathcal{A}_{1} \tilde{\boldsymbol{x}}_{1}^{k}+\sum_{j=2}^{t} \mathcal{A}_{j} \boldsymbol{x}_{j}^{k}-b\right) . \tag{8.8a}
\end{equation*}
$$

Correction. The new iterate $\boldsymbol{w}^{k+1}$ is given by

$$
\begin{equation*}
\boldsymbol{w}^{k+1}=\boldsymbol{w}^{k}-M\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right), \tag{8.9a}
\end{equation*}
$$

where $\tilde{\boldsymbol{w}}^{k}$ is the predictor generated by (8.8) and

$$
M=\left(\begin{array}{ccc}
I & 0 & 0  \tag{8.9b}\\
0 & \mathcal{Q}_{e}^{-T} \mathcal{D}_{e} & 0 \\
0 & -\beta \mathcal{A} & I
\end{array}\right)
$$

Note that the matrix $M$ in (8.9b) is the same form as the matric defined in (4.6). In the following, we prove a result similar as Lemma 4.3. This assertion enables us to discern the difference between the predictor $\tilde{\boldsymbol{w}}^{k}$ and a solution point $\boldsymbol{w}^{*}$.

Lemma 8.3. Let $\tilde{\boldsymbol{x}}^{k}$ be generated by (8.8a) from the given vector $\boldsymbol{w}^{k}$ and $\tilde{\lambda}^{k}$ be defined by (8.8b). Then, the predictor $\tilde{\boldsymbol{w}}^{k} \in \Omega$ satisfies

$$
\begin{equation*}
\tilde{\boldsymbol{w}}^{k} \in \Omega, \quad \vartheta(\boldsymbol{x})-\vartheta\left(\tilde{\boldsymbol{x}}^{k}\right)+\left(\boldsymbol{w}-\tilde{\boldsymbol{w}}^{k}\right)^{T} F\left(\tilde{\boldsymbol{w}}^{k}\right) \geq\left(\boldsymbol{w}-\tilde{\boldsymbol{w}}^{k}\right)^{T} Q\left(\boldsymbol{w}^{k}-\tilde{\boldsymbol{w}}^{k}\right), \quad \forall \boldsymbol{w} \in \Omega, \tag{8.10}
\end{equation*}
$$

where

$$
Q=\left(\begin{array}{cccccc}
\beta\left(\nu_{1} I-\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right) & 0 & \cdots & \cdots & 0 & 0  \tag{8.11}\\
0 & \beta \nu_{2} I & \ddots & & \vdots & \vdots \\
0 & \beta \mathcal{A}_{3}^{T} \mathcal{A}_{2} & \ddots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \ddots & \ddots & 0 & 0 \\
0 & \beta \mathcal{A}_{t}^{T} \mathcal{A}_{2} & \cdots & \beta \mathcal{A}_{t}^{T} \mathcal{A}_{t-1} & \beta \nu_{t} I & 0 \\
0 & -\mathcal{A}_{2} & \cdots & -\mathcal{A}_{t-1} & -\mathcal{A}_{t} & \frac{1}{\beta} I
\end{array}\right) .
$$

Proof. The optimality condition of the convex minimization problem (8.8a) is

$$
\begin{aligned}
& \tilde{x}_{r_{j}}^{k} \in X_{r_{j}}, \quad \theta_{r_{j}}\left(x_{r_{j}}\right)-\theta_{r_{j}}\left(\tilde{x}_{r_{j}}^{k}\right)+\left(x_{r_{j}}-\tilde{x}_{r_{j}}^{k}\right)^{T}\left\{-A_{r_{j}}^{T} \lambda^{k}\right. \\
& \left.\quad+\beta A_{r_{j}}^{T}\left[\sum_{s=1}^{r-1} \mathcal{A}_{s} \tilde{\boldsymbol{x}}_{s}^{k}+\sum_{s=r}^{t} \mathcal{A}_{s} \boldsymbol{x}_{s}^{k}-b\right]+\nu_{r} \beta\left(\tilde{x}_{r_{j}}^{k}-x_{r_{j}}^{k}\right)\right\} \geq 0, \quad \forall x_{r_{j}} \in X_{r_{j}} .
\end{aligned}
$$

Using the definition of $\tilde{\lambda}^{k}$ (see (8.8b)), we have

$$
\lambda^{k}=\tilde{\lambda}^{k}+\beta\left(\mathcal{A}_{1} \tilde{\boldsymbol{x}}_{1}^{k}+\sum_{s=2}^{t} \mathcal{A}_{s} \boldsymbol{x}_{s}^{k}-b\right) .
$$

Substituting it into the last inequality, we obtain

$$
\begin{aligned}
& \tilde{x}_{r_{j}}^{k} \in X_{r_{j}}, \quad \theta_{r_{j}}\left(x_{r_{j}}\right)-\theta_{r_{j}}\left(\tilde{x}_{r_{j}}^{k}\right)+\left(x_{r_{j}}-\tilde{x}_{r_{j}}^{k}\right)^{T}\left\{-A_{r_{j}}^{T} \tilde{\lambda}^{k}\right. \\
& \left.\quad+\beta A_{r_{j}}^{T}\left[\sum_{s=2}^{r-1} \mathcal{A}_{s}\left(\tilde{\boldsymbol{x}}_{s}^{k}-\boldsymbol{x}_{s}^{k}\right)\right]+\nu_{r} \beta\left(\tilde{x}_{r_{j}}^{k}-x_{r_{j}}^{k}\right)\right\} \geq 0, \quad \forall x_{r_{j}} \in X_{r_{j}} .
\end{aligned}
$$

Applying this inequality for the cases of $j=1, \ldots, m_{r}$, and summarizing the resulting inequalities, we get

$$
\begin{align*}
\tilde{\boldsymbol{x}}_{r}^{k} \in \mathcal{X}_{r}, \quad \vartheta_{r}\left(\boldsymbol{x}_{r}\right) & -\vartheta_{r}\left(\tilde{\boldsymbol{x}}_{r}^{k}\right)+\left(\boldsymbol{x}_{r}-\tilde{\boldsymbol{x}}_{r}^{k}\right)^{T}\left\{-\mathcal{A}_{r}^{T} \tilde{\lambda}^{k}\right. \\
& \left.+\beta \mathcal{A}_{r}^{T}\left[\sum_{s=2}^{r-1} \mathcal{A}_{s}\left(\tilde{\boldsymbol{x}}_{s}^{k}-\boldsymbol{x}_{s}^{k}\right)\right]+\nu_{r} \beta\left(\tilde{\boldsymbol{x}}_{r}^{k}-\boldsymbol{x}_{r}^{k}\right)\right\} \geq 0, \forall \boldsymbol{x}_{r} \in \mathcal{X}_{r} . \tag{8.12}
\end{align*}
$$

Note that, for $r=1$, (8.12) means that

$$
\begin{equation*}
\tilde{\boldsymbol{x}}_{1}^{k} \in \mathcal{X}_{1}, \quad \vartheta_{1}\left(\boldsymbol{x}_{1}\right)-\vartheta_{1}\left(\tilde{\boldsymbol{x}}_{1}^{k}\right)+\left(\boldsymbol{x}_{1}-\tilde{\boldsymbol{x}}_{1}^{k}\right)^{T}\left\{-\mathcal{A}_{1}^{T} \tilde{\lambda}^{k}+\beta\left(\nu_{1} I-\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right)\left(\tilde{\boldsymbol{x}}_{1}^{k}-\boldsymbol{x}_{1}^{k}\right)\right\} \geq 0, \quad \forall \boldsymbol{x}_{1} \in \mathcal{X}_{1} \tag{8.13}
\end{equation*}
$$

In addition, by using (8.8b), we have

$$
\left(\sum_{r=1}^{t} \mathcal{A}_{r} \tilde{\boldsymbol{x}}_{r}^{k}-b\right)-\sum_{s=2}^{t} \mathcal{A}_{s}\left(\tilde{\boldsymbol{x}}_{s}^{k}-\boldsymbol{x}_{s}^{k}\right)+\frac{1}{\beta}\left(\tilde{\lambda}^{k}-\lambda^{k}\right)=0,
$$

and it can be rewritten as

$$
\begin{equation*}
\tilde{\lambda}^{k} \in \mathbb{R}^{\ell}, \quad\left(\lambda-\tilde{\lambda}^{k}\right)^{T}\left\{\left(\sum_{r=1}^{t} \mathcal{A}_{r} \tilde{\boldsymbol{x}}_{r}^{k}-b\right)-\sum_{s=2}^{t} \mathcal{A}_{s}\left(\tilde{\boldsymbol{x}}_{s}^{k}-\boldsymbol{x}_{s}^{k}\right)+\frac{1}{\beta}\left(\tilde{\lambda}^{k}-\lambda^{k}\right)\right\} \geq 0, \quad \forall \lambda \in \mathbb{R}^{\ell} . \tag{8.14}
\end{equation*}
$$

Combining (8.13), (8.12) $(r=2, \ldots, t)$ and (8.14) together and using the notations $F(\boldsymbol{w}), Q$ (see (2.2) and (8.11)), the assertion of this lemma is followed directly.

Then, in the following lemma, we prove some assertions with respect to the matrices defined before.

Lemma 8.4. For the matrices $Q$ and $M$ defined in (8.11) and (8.9b), respectively, let

$$
\begin{equation*}
H:=Q M^{-1} \tag{8.15a}
\end{equation*}
$$

and

$$
\begin{equation*}
G:=Q^{T}+Q-M^{T} H M . \tag{8.15b}
\end{equation*}
$$

Then, both the matrices $H$ and $G$ are symmetric and positive definite.
Proof. First, we check the positive definiteness of the matrix $H$. For the matrix $M$ defined in (8.9b), we have

$$
M^{-1}=\left(\begin{array}{ccc}
I & 0 & 0 \\
0 & \mathcal{D}_{e}^{-1} \mathcal{Q}_{e}^{T} & 0 \\
0 & \beta \mathcal{A D} \mathcal{D}_{e}^{-1} \mathcal{Q}_{e}^{T} & I
\end{array}\right) .
$$

Thus, according to the definition of the matrix $H$ (see (8.15a)), we conclude that

$$
H=Q M^{-1}=\left(\begin{array}{ccc}
\beta\left(\nu_{1} I-\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right) & 0 & 0 \\
0 & \beta \mathcal{Q}_{e} \mathcal{D}_{e}^{-1} \mathcal{Q}_{e}^{T} & 0 \\
0 & 0 & \frac{1}{\beta} I
\end{array}\right)
$$

is symmetric and positive definite.
Now, we turn to check the positive definiteness of the matrix $G$. Note that

$$
Q^{T}+Q=\left(\begin{array}{ccc}
2 \beta\left(\nu_{1} I-\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right) & 0 & 0  \tag{8.16}\\
0 & \beta\left(\mathcal{Q}_{e}^{T}+\mathcal{Q}_{e}\right) & -\mathcal{A}^{T} \\
0 & -\mathcal{A} & \frac{2}{\beta} I
\end{array}\right)
$$

and

$$
M^{T} H M=Q^{T} M=\left(\begin{array}{ccc}
\beta\left(\nu_{1} I-\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right) & 0 & 0  \tag{8.17}\\
0 & \beta\left(\mathcal{D}_{e}+\mathcal{A}^{T} \mathcal{A}\right) & -\mathcal{A}^{T} \\
0 & -\mathcal{A} & \frac{1}{\beta} I
\end{array}\right) .
$$

Then, it follows from (8.16), (8.17) and (8.7)) that

$$
\begin{aligned}
G & =Q^{T}+Q-M^{T} H M \\
& =\left(\begin{array}{ccc}
\beta\left(\nu_{1} I-\mathcal{A}_{1}^{T} \mathcal{A}_{1}\right) & 0 & 0 \\
0 & \beta\left(\mathcal{Q}_{e}^{T}+\mathcal{Q}_{e}\right)-\beta\left(\mathcal{D}_{e}+\mathcal{A}^{T} \mathcal{A}\right) & 0 \\
0 & 0 & \frac{1}{\beta} I
\end{array}\right) \succ 0 .
\end{aligned}
$$

The assertion of this lemma is proved.
Based on Lemmas 8.3 and 8.4, and following the analysis in Sections 4.4 and 5, we can easily establish the convergence and worst-case convergence rate for the linearized version (8.4). We omit the detail for succinctness.

## 9 Conclusions

In this paper, we discuss how to develop an algorithm for the separable multiple-block convex minimization models with linear constraints and an objective function which is in the sum of $m$ functions without coupled variables. We focus on the big-data scenario with a huge $m$, to which the existing splitting schemes in the literature seem not to be directly applicable. With the assumption that the variables and functions are regrouped as more than two blocks, we investigate how to apply the alternating direction method of multiplier with a Gaussian back substitution (ADMM-GBS) in [15] to the regrouped model which is still in a multiple-block form. The resulting block-wise ADMM-GBS, however, may involve hard subproblems. To yield solvable easier subproblems, we suggest embedding a parallel computation into the block-wise ADMM-GBS; and consequently propose a splitting version of the block-wise ADMM-GBS which is suitable for a distributed-centralized computing system. The global convergence and the worst-case convergence rates measured by the iteration complexity in both the ergodic and nonergodic senses are established for the new algorithm. Moreover, the new algorithm turns to include some existing schemes as special cases; thus a by-product of this paper is that the convergence rates for these existing schemes are also established. We also discuss how to refine the new scheme by choosing an iteratively calculated step size and further alleviating the resulting subproblems. Thus, two advanced versions with refined step sizes and linearized subproblems are proposed, respectively.

The proposed scheme is a basic scheme which can easily inspire specific algorithms when concrete applications of the abstract model under consideration are specified. For example, as mentioned, we can consider further linearizing the subproblems such that each subproblem is of the difficulty level of estimating a function's proximal operator. Also, in addition to the Gaussian back substitution, other correction steps in the literature (e.g., $[12,16,13]$ ) can be used. In [22], we focused on the case where the model (1.1) is regrouped as two groups and thus a block-wise version of the original ADMM (1.7) is applied. In this paper, we consider the case where the model (1.1) is regrouped as at least three groups and thus the direct extension of ADMM (1.8) is not necessarily convergent. Because of the significant difference between the cases of two and three blocks in ADMM-oriented schemes (see [3]), we regard this paper complementary to the most recent one [22] for using block-wise ADMM-based schemes for the multiple-block separable convex minimization model (1.1).
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