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Abstract

We consider unconstrained minimization of a finite sum of N con-
tinuously differentiable, not necessarily convex, cost functions. Sev-
eral gradient-like (and more generally, line search) methods, where
the full gradient (the sum of N component costs’ gradients) at each
iteration k is replaced with an inexpensive approximation based on
a sub-sample N}, of the component costs’ gradients, are available in
the literature. However, a vast majority of the methods considers
pre-determined (either deterministic or random) rules for selecting
subsets Np; these rules are unrelated with the actual progress of the
algorithm along iterations. In this paper, we propose a very general
framework for nonmonotone line search algorithms with an adaptive
choice of sub-samples N},. Specifically, we consider master-worker ar-
chitectures with one master and N workers, where each worker holds
one component function f;. The master maintains the solution es-
timate x; and controls the states of the workers (active or inactive)
through a single scalar control parameter p;. Each active worker sends
to the master the value and the gradient of its component cost, while
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inactive workers stay idle. Parameter p; is proportional to the ex-
pected (average) number of active workers (which equals the average
sample size), and it can increase or decrease along iterations based
on a computationally inexpensive estimate of the algorithm progress.
Hence, through parameter pj, the master sends feedback to the workers
about the desired sample size at the next iteration. For the proposed
algorithmic framework, we show that, for any outcome w (where w
corresponds to one realization of the full run of the algorithm), ev-
ery accumulation point of sequence {x} is a stationary point of the
full cost function. Under the strong convexity assumption, we provide
linear convergence result and the worst-case non-asymptotic analy-
sis. Simulations on both synthetic and real world data sets illustrate
the benefits of the proposed framework with respect to the existing
non-adaptive rules.

Key words: Variable sample methods; Stochastic optimization;
Parallel algorithms; Non-convex cost functions; Feedback.

1 Introduction

We consider problems of the form:

| XN
min f(z) := N;ﬁ(w), (1)
where each f; : R"* — R, i = 1,..., N, is a continuously differentiable (not
necessarily convex), deterministic function bounded from below. Such prob-
lems arise frequently in machine learning, where a (usually large scale sized)
training data set is partitioned into N subsets, and each f; represents a loss
with respect to each of the training data subsets. (Notice that usually f;
here is itself a sum over the individual training data examples but this is
abstracted here.)

In the scenarios of large training sets, it can be beneficial to apply gradient-
like methods, where the full gradient (gradient of f) at each iteration k
is replaced with an inexpensive estimate. Usually, the estimate of V f(xy)
(x € R™ being the current iterate) is of the form: ﬁ > ien; Vfi(wy), where
N, is a subset of N' = {1,...,N}. Therefore, in a sense, instead of work-
ing with the full cost function f, such algorithms work at each iteration k
with a less expensive, but inexact version fy (xy) := ﬁ > ien; filzx). The
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literature on methods of this type is extensive. We reference here a rep-
resentative sample of the works; namely, the methods include incremental,
e.g., [7, 37, 25, 35], stochastic, e.g., [50, 59, 46, 56, 38, 29, 18, 40], and hybrid
methods, e.g., [22, 48, 14, 12]. Besides the gradient approximations, they
can also utilize different search directions (generated according to the avail-
able information — the available subset N}), including, e.g., Quasi-Newton-
type directions, e.g., [22, 31, 52, 15, 36, 6, 24, 17]. Indeed, in this context,
reference [11] demonstrates efficiency of a variable sample size Newton-CG
method proposed therein.

Variable sample size approach or adaptive scheduling schemes have also
been considered for solving problems of type (1). Reference [26] considers
the case of convex stochastic optimization and derives error bounds in terms
of sample size. Reference [54] carries out a similar analysis for the strongly
convex case. A relationship between the sample size growth and the deter-
ministic convergence rate for a class of optimization methods is considered
in [41, 42]. A set of conditions that ensures almost sure convergence is pre-
sented in [42], together with a specific recommendation for sample size and
error tolerance sequences. Another interesting approach that offers a quan-
titative measure of quality of a solution is presented in [47]. Therein, op-
timality functions for general stochastic programs (expected value objective
and constraint functions) are considered and an algorithm that utilizes opti-
mality functions to select sample size is developed. An adaptive sample size
scheduling is considered in [28] as well. Different types of stochastic equilib-
rium problems and applications of variable sample size schemes are the topic
of study in [55]. Furthermore, variable sample scheduling for second order
methods is employed in [10, 11]. More recent relevant works on adaptive
sampling and stochastic line searches include, e.g., [12, 13, 43]. In [12], the
authors propose a stochastic optimization method that adaptively controls
the sample size used in the computation of gradient approximations based
on a novel inner product test. In [13], adaptive increase of the sample size
is incorporated in the second order (L-BFGS) method. Reference [43] incor-
porates the backtracking Armijo line-search to the stochastic optimization
setting, assuming that the function and gradient values are available up to a
dynamically adjusted accuracy. A review of variable sample size methods is
available in [32].

In this paper, building from references [2, 3, 4] and the prior work [30,
31], we propose a framework for nonmonotone line search methods with an
adaptive choice of the sets Ny. We consider the commonly used master-
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worker model, e.g., of computing machines in a cluster, with one master node
and N worker nodes; see, e.g., [1, 33, 9, 57, 51], for similar models. Each
worker 4 holds one function f; in (1) and can evaluate this function’s values
and its gradients. This model is used frequently for large-scale distributed
optimization in cluster or cloud environments, whereby the training data
set at each worker ¢+ — which parameterizes function f; — is so large that it
is infeasible to transfer or store all the workers’ data at the master; or, in
alterative, the workers cannot send their data to the master due to privacy
constraints (while the variable dimension n and the number of nodes N are
of a moderate to medium size.)

The master node coordinates computation and updates the solution es-
timate z;, € R™ (see Figure 1). Each worker, at each iteration k, can be
in two possible states: active and inactive. Active workers ¢ compute pairs
(fi(zy), Vfi(zx)) and send them to the master, while inactive workers stay
idle. The state of each worker, and therefore the (average) size of the sam-
ple NV}, is controlled by the master, and it is increased or decreased as needed,
based on the actual progress of the algorithm. Therefore, the algorithm in-
corporates feedback information from the master to the workers about what
(average) sample size is needed for efficient progress at the next iteration.
The proposed framework considers a nonmonotone line search, and it is flex-
ible with respect to the utilized search directions — we allow for arbitrary
directions which are descent with respect to the available function approxi-
mation f, .

In more details, at each iteration k, the master node broadcasts to all
workers the current estimate z; and a control parameter py € [0,1]. Upon
reception of pi, each worker ¢ decides, independently from other workers
but dependently upon its previous state (see Section 2 for details), whether
it will be active at iteration k; it becomes active with probability py (in
which case it evaluates the pair (fi(zg), Vfi(xx)) and transmits it to the
master) and inactive with probability 1 — p, (in which case it stays idle).
Hence, the master works with a sample of an average size N pg, updates xy
via a nonmonotone line search rule, and it decides on the value of the next
control parameter pi1; the latter quantity can either decrease, stay equal,
or increase with respect to pp. The update rule for the control parameter py
is based on the comparative size of two quantities, which we denote by dmy
and e;. The quantity dmy is a suitable measure of progress made with
respect to the current function fy.; the quantity e, estimates how different
fn;, is with respect to the true objective f at the current iterate z;. The
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adaptive rule for choosing p, operates as follows. If dmy is small relative
to €, pry1 increases with respect to pi. Intuitively, the progress which is
possible based on the average sample size equal to N p; is exhausted, and
hence the precision of approximating f should be increased. Conversely, if
dmy, is large with respect to e, then pg,, is decreased with respect to py -
the progress can still be achieved even with a lower precision, and hence the
average sample size is decreased. The change (increase or decrease) in py is
set such that the quantities dmy, and ¢y, are kept in a balance (i.e., they have
comparable values) across iterations.

Our main results are as follows. Assuming that the f;’s are continu-
ously differentiable and bounded from below (and not necessarily convex),
we show that, eventually (starting from a random, i.e., outcome dependent,
but finite k) pp = 1 for all k > k, i.e., the master works with the full sam-
ple. This eventual involvement of all workers in the optimization process,
i.e., the achievement of the “full precision,” is not artificially enforced in
the algorithm, but is rather a result of a carefully designed feedback process
between the master and the workers. Moreover, we show that every accu-
mulation point of the sequence of iterates {xy} is a stationary point of the
desired cost function f. We also provide some non-asymptotic analysis where
the worst-case complexity is stated for strongly convex case. The proposed
method incurs significant communication and computational cost savings on
the simulated problem formulations and instances, when compared with the
methods where the true objective function (and its gradient) is used at all
iterations, and with the hybrid (incremental) scheme in [22].

Therefore, the purpose of the current paper is to introduce the proposed
adaptive framework, establish convergence guarantees to a stationary point
under very generic, not necessarily convex, costs, and deliver initial numerical
results.

This paper builds on references [2, 3, 4] and [30, 31] for centralized op-
timization. In [2, 3, 4], the authors propose an algorithm which allows that
the sample size both increase and decrease along iterations within the trust
region framework. A similar mechanism for the schedule sequence in a line
search framework is developed in [30]. Reference [31] extends the work in [30]
to a nonmonotone line search framework. In this paper, we also consider a
nonmonotone line search framework, as done in [31]. However, a major dif-
ference of the current paper with respect to [31] and [2, 3, 4, 30] is that here
the sample size is controlled only in terms of its mean value, and not in terms
of the actual current size. From the implementation perspective, the frame-



work proposed here is much more suitable for, e.g., cluster environments,
as the master controls the current sample through a single scalar parame-
ter px, which it broadcasts to all workers. In contrast, with the algorithms
in [2, 3, 4, 30, 31], the master needs a more complex control mechanism,
for example to contact each of the workers individually and declare each of
them active or inactive. Finally, from the perspective of the algorithm de-
sign and analysis, the simplified sample size control here corresponds to a
more challenging situation in the design of the control rules and the algo-
rithm analysis. Specifically, compared with [31] — the work closest to this
paper — we introduce here a very different lower bound for controlling the
pi’s which is essential to ensure eventual activation of all workers and hence
the convergence to a stationary point.

Paper organization. Section 2 describes the model that we assume
and presents the proposed algorithmic framework, while Section 3 provides
its convergence analysis. In Section 4 we present the results of the initial nu-
merical testings. Finally, in Section 5, some conclusions about the proposed
framework are drawn.

Most of the scalar and vector quantities in the sequel are random, i.e.,
dependent on an outcome w of the underlying probability space. (Through-
out, w corresponds to a realization of the full algorithm run.) Where needed,
we will explicitly state whether a certain quantity is deterministic or random
and omit w wherever there is no possibility of confusion.

2 Model and algorithm

We consider a master-worker computational model (Figure 1); see also [1, 33,
9, 57, 51]. Each worker i holds a continuously differentiable, not necessarily
convex, function f; : R* — R, i = 1,...,N. Unlike, e.g., [22], we do not
impose any assumptions on the “similarity” among the f;’s; that is, we do
not require that the minimizers of the individual f;’s — if they exist — are close
or within a pre-defined distance from each other. This allows, for example,
that the training data sets from different workers may be generated from
very different distributions. We state the formal standard assumption below.

A 1. Each function f; : R™ — R, i € N, is continuously differentiable and
bounded from below.

Notice that Assumption Al implies that the objective function f is also
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continuously differentiable and bounded from below.

The master-worker system solves problem (1) through an iterative algo-
rithm, as follows. The algorithm consists of the outer iterations k£ and the
inner iterations s. We first describe the outer iterations k.! The master
node maintains over k the solution estimate x;, € R™. At each iteration k,
the master node broadcasts to all workers quantity z, and a scalar control
parameter py € [0, 1]. At each iteration k, each worker can be in one of the
two possible states: active and inactive. As we will see further ahead, the
state of each worker does not change along the inner iterations. Each active
worker 7 calculates the pair (fi(z), V fi(zx)) and sends it back to the master.
Notice that the goal of outer iterations is to get V fy (zy), and the goal of
the inner iterations is to get ay.

The assumed abstract master-worker architecture is well suited for situ-
ations where the decision variable dimension n and the number of nodes N
are of a moderate to medium size, while each f; may correspond to a large-
sized training data set, so that it is economical that each worker stores and
keeps locally this training data, calculates locally the pair (f;(xx), V fi(zk)),
and then communicates the pair with the master. Notice that the physical
implementation of the master node here can correspond to multiple actual
machines with shared parameters. See, e.g., [34], for actual physical imple-
mentations of architectures similar to the simplified, abstract architecture
considered here.

The parameter p; plays the role of activation probability of each worker
at iteration k. Upon reception of p, each worker decides, independently from
other workers, whether it will be active or inactive at iteration k. It becomes
active with probability p, and inactive with probability 1—p,. More precisely,
the state update of each worker is performed as follows, depending on the
current and previous values of the control parameter, p, and py_;. (Notice
that each worker i stores and memorizes both py and pg_;.) If pr = pr_1, then
each worker i keeps the same state as in the previous iteration k — 1. Else, if
Pr 7 Pr—1, each worker sets its state at k to active with probability py (and
to inactive with probability 1 — py), independently from all other workers,
and independently from its own and others’ previous states. In other words,
whenever the control parameter p; changes, the system is being reconfigured.
The mechanism of the update of p, that we propose is explained later; as
we will see, pr will actually not be a deterministic quantity, i.e., it will be

'From now on, we refer to the outer iterations simply as iterations.



master

workers

fi I

Figure 1: Illustration of the adopted master-worker computational model. At
the outer iterations k, the master sends to the workers xj, while the active
workers send back to the master the pair (f;(z), V fi(z)) where x = zy; at the
inner iterations s which occur at the beginning of the k-th outer iteration,
the master sends to the workers the trial point x; + $°dy, while the active
workers send back to the master f;(x) where x = z, + 3%d.

a random variable. Hence, iterates x;, are also random. Denote by Nk the
random number of active workers at iteration k, i.e., Ny, = |N;|. Notice that
N is also random. Notice that, if p, # pr_1, Ny is a random variable, which,
conditioned on the value of py, has a Binomial distribution Ny : B(N, p).
Otherwise, Ny, is determined by the previous number of working nodes, more
precisely N, = |Ni—1|. Denote also by Nj := piN; that is, Ny is the average
number of active workers, conditioned on the current value of pg. In the
sequel, w represents one realization of the infinite sequence of sets Nj(w),
k=0,1,..

We now explain how the master node updates the solution estimate x
based on the received information from active workers (f;(xy), Vfi(zx)), i €
N, i.e., based on the function

1
I (x) = m ZEZN:k fi(z).

Notice that, for each fixed constant x € R", fy, (z) is random due to the
dependence on the random set Aj. Specifically, the subsequent solution
estimate is obtained through a nonmonotone line search rule with generic
descent directions, as follows:

Tpt1 = Tk + apdy,
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where d}, is the search direction and «y, is the step size. Due to the randomness
of x;, and the fact that step size ay, is the result of a line search dependent on
xy (see the details ahead in Algorithm 3), both «; and dj, are also random
quantities. We allow for a generic descent search direction dj for function
fa, 1.e., dj, is such that, for every outcome w, there holds:

We now discuss some practical possibilities for the choice of d,. The obvi-
ous choice is d, = —V fu, (zx). However, incorporating some second order
information can improve the algorithm speed of convergence significantly,
especially if the nonmonotone line search rule is applied as suggested be-
low. For example, one can employ the spectral gradient direction of the form
dr = —2V far, (21), where z;, is a positive constant obtained trough zj, — x5y
and V fa, () = V fa_, (xr-1), see, e.g., [8] for details. In this case, the mas-
ter node has to store the previous solution estimate x;,_; and the previous
gradient V fn,_, (2_1) in order to calculate the new search direction; that
is, it additionally stores two vectors of length n. Alternatively, one can use
Quasi-Newton types of directions such as BFGS. Such directions are of the
form dy, = —HV fu, (21), where Hy, is updated via an inexpensive recursion,
such that positive definiteness of Hj is maintained. Overall, compared with
the spectral gradient method, the master additionally stores an n x n ma-
trix and performs its update over iterations k. Finally, when the memory
requirements for BFGS are an issue, one can consider the limited memory
BFGS approach as suggested in [10, 11].

We now describe the inner iterations s; their purpose is to determine the
step size qp via an Armijo-type rule. Specifically, once the master calcu-
lates dj, it initiates the inner iterations s = 0,1,... At each s, the master
evaluates a trial point zy + $°dy (5 € (0,1)) and sends it to all the workers.
Here, [ is a deterministic parameter. The workers do not change their state
during the inner iterations, i.e., during all inner iterations they stay in their
current state. Upon reception of the trial point x; + 5° dy, each active worker
i, 1 € Ny, calculates the function value f; (z;, + 8%d;) and sends it back to
the master. The process is repeated until the following condition is met for
a certain inner iteration s; (here oy := §%):

I (e + andi) < fag(an) + nand NV fu, (2x) + ex, (2)

where n € (0, 1) is the deterministic parameter, and e, represents the so called
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"nonmonotonicity” parameter. The sequence {ey }ren, is deterministic, fixed
in advance and it satisfies the following condition.

C 1. The sequence {ey}ren, s positive and summable, that is

ek>O,Zek<é<oo. (3)
k=0

In general, this nonmonotone line search with backtracking allows for
longer step sizes when compared with the Armijo rule (wherein e; = 0). In
other words, less trial points are needed and we expect less function evalu-
ations fu (zr + ady) to be calculated. Besides this rule — which originates
in [23] — other nonmonotone schemes like, e.g., [58], [20] [27], can also be con-
sidered, since the convergence results hold with technical differences in the
proofs. The results obtained in a similar variable sample scheme framework
[31] indicate that the best choice for the line search rule depends on a search
direction to be used. For instance, the negative gradient search direction
seems to work better with less freedom in (2), so the parameter e for this
direction should be modest. Moreover, since nonmonotone line search may
be beneficial for deterministic optimization (i.e., for the full sample in our
context), especially if the spectral gradient-type direction is used (see [8] for
instance), we allow e, > even if N, = N. However, notice that convergence
analysis remains the same if we allow e, > 0 instead of e > 0.

The proposed line search (see step S4 in Algorithm 3) is well defined, i.e.,
it terminates after a finite number of inner iterations if the function fy, is
continuously differentiable and bounded from below, as assumed throughout
this paper. Moreover, backtracking may be considered as a substitute for
Wolfe conditions since it makes the step size not too small [39].

We now explain how the master updates the control parameter and sets
the new value p,.1. The update is governed by the actual progress of the al-
gorithm estimated by computationally inexpensive means — this is the feature
of our work which distinguishes it from most of the literature. Specifically,
the control parameter is updated by comparing two measures of progress:
dmy. and €. The quantities dmy and €, as explained ahead, are random,
due to their dependence on z;. The first measures the progress in decreasing
the objective function and is defined by
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Some other choices of dmy > 0 are possible as well (see [31] for details)
but are not considered in this paper. The purpose of the second measure
of progress ¢, is to estimate the error which is generated by employing the
sample average function fy, instead of f. The quantity e = ex(p) is a
function of the next control parameter p = py,1 which is to be determined;
er(p) may also depend on the data currently available at the master, e.g., on
the value fy; (x)) - this is encoded in the subscript k& of notation ej(p). This
means that for each fixed p, quantity ex(p) is random and depends on w. As it
can be seen from the proofs, the only technical requirement is that 5 (p) > 0
for all p € [0,1] and bounded away from zero for all p € [0,1). However,
a desirable property is that e(p) is a decreasing function with respect to
p. We assume that the control parameter p, takes values from the discrete
set IT = {my, ma, ..., } fixed in advance, where 0 < m < Ty < ... < T, =
1 are deterministic quantities. The number of allowed values (m) can be
arbitrary large. However, our tests indicate that m < N provides sufficiently
good performance. Before we discus the possible choices of ¢, we state the
condition which is the only one that has to be formally satisfied.

C 2. For every outcome w, there holds: ex(p) > 0, for all p € 11, and
ex(p) > Kk >0 for all p € II\{1}.

Let us now discuss the specific choices ex(p). One possibility is to set
ex(p) = 1 — p, which is feasible as we assume that p can take only finitely
many discrete values. This is a simple choice which is easy to calculate, but
it does not account for the influence of the current solution estimate z;. In
order to incorporate the latter information, one can define

ex(p) = M\/ﬁa (5)

where f is a positive deterministic quantity and o7 measures the variance
(spread) of the set of values f;(z), i € Nj and is defined by

SR o VR S
ot = o 3 (o — ) ©)

i€EN

Notice that o} is random, e.g., due to its dependence on ;. Even in the
case where the sample variance estimate in (5) is employed, C2 is not too
restrictive since we do not expect the variance to converge to zero. However,
a positive constant x can be added to €, in (5) as a safeguard, if necessary.
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Regarding the update of the control parameter, the main idea is to con-
struct an algorithm that allows us to work with as few nodes as we can and
still ensure continuous progress over iterations k, especially at the beginning
of the optimization process. However, in order to ensure almost sure conver-
gence towards a stationary point of the true objective function f, we need to
reach the whole set of nodes eventually. There are two crucial points which
make this possible. One of them is incorporated in step S3 of the main al-
gorithm (see ahead Algorithm 3), and it states that the set of active nodes
does not change if the control parameter remains the same. As it can be seen
from the proofs, this requirement discards the scenario where pp =p < 1 af-
ter some finite iteration k. On the other hand, persistent changes of p; (i.e.,
changes of p; that do not stop after a certain finite iteration) and the subset
of active nodes have to be avoided. This is achieved by a random safeguard
sequence denoted by {p™}. This sequence will be a lower bound for the
true control parameter py, i.e., it will be required that pg,; > p® for all k.
The update of this safeguard sequence will be described later on.

Let the lowest allowed probability 7; define the initial safeguard pj"" :=
7; and take this value as the initial probability, i.e. py := pg". In order to
perform the update of the safeguard p{*™, the master has to store and update
a vector of length m which is denoted by Fy, = ([F}]1, ..., [Fk)m). The role of
this vector, is to track the approximate objective function values for different
values of py, i.e., for different precision levels. As can be seen in Algorithm 1
ahead, for k > 1, quantities p{*™ and F}, are random. The jth component
[F}]; corresponds to the precision level controlled by 7; and represents the
lowest value of the approximate objective function defined by 7; precision
level achieved within the first k iterations. Recall that the control parameter
determines only the expected number of working nodes. Therefore, F}, tracks
different levels of the expected precision. Each component of this vector
is initially set to +oo. It is worth noting that our theory allows that m
can be taken independently from N. Hence, when N grows very large, m
can be chosen so that it stays bounded as N grows; therefore, storing and
maintaining Fj does not induce significant costs.

The algorithm for updating the lower bound pi"" is presented below. The
main idea is to increase the lower bound, and therefore increase the expected
precision, if there was not enough decrease in the approximate objective
function fa; . More precisely, we track the decrease of the expected precision
level determined by px1 which is to be used in the following iteration. Before
stating the algorithm, we introduce parameters 6, and 7, which determine
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sufficient decrease in the approximate objective function and increase in the
lower bound, respectively. They are both generic parameters assumed only to
be positive and uniformly bounded away from zero which is formally stated
in the following condition. These parameters are stated as random to allow
more freedom in their choice, but one can also set them as deterministic
sequences fixed in advance.

C 3. Parameters 0;, and ~y, are such that 6, > 60 >0 and v, > v > 0.

One possible choice is 6, = p,. In that case, # = m;. Thus, although
0y is truly random in this case, the condition C3 is easily satisfied with 6
and v being deterministic and fixed in advance. Further details on suitable
choices of these parameters are given in Section 4, and the algorithms below
are stated with generic values.

The updating of the lower bound p{*™ at the master is stated within
Algorithm 1 below. Notice that the sequence {pf""}ien is nondecreasing
and bounded from above by 1.

ALGORITHM 1.

Updating the lower bound p"" at the master

SO Inputs: pr, Pesi, Sz, (Trt1), Fi; Or, 7. Let j be such that m; = pryq.

S1 Updating the lower bound.
If pr. < prg1 and [Fi]; — fai,, (Tee1) < O set
pictt = min{1, pi™" + .}
Blse, pfif = "
S2 Updating vector Fj

If pr < pry1, set

[Fiia]y = min{ fag,, (r41), [Frlj}-

Else, Fk—i—l = Fk
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Notice that if pj4 is used for the first time then [Fji4]; = oo and the
lower bound remains unchanged. Also, recall that the number of active nodes
|Ni11| does not have to be equal to Ny, .

Now, let us state the algorithm for updating the control parameter pj
and the main algorithm. These algorithms are presented with generic search
directions, generic function ¢, and generic parameters 0y, ;. The algorithms
allow a lot of freedom in choosing these quantities. In Section 4 we state the
specific parameter values used in the initial numerical testings with the BFGS
search direction. The convergence (for an arbitrary outcome w) is proved in
Section 3 under rather general assumptions. Furthermore, our initial tests
indicate that the safeguard lower bounds p™ do not significantly affect the
actual update of the control parameter p, and thus their role is just to provide
a theoretical safeguard needed for the convergence proofs.

ALGORITHM 2.

Updating the control parameter p; at the master

SO0 Inputs: dmy, pi"™", pr, ex(Pk), 11 € (0,1).
S1 If p, < ™ set pry1 = min{m; € Il : m; > p"}. Else, go to step S2.

S2 1) If dmy = ex(pr) set pry1 = Pr-
2) If dmy, > e (pr) set pry1 = max{m; € I : p < m; < py, dmy,
er(m;)}. If such py4q does not exist, set pyq = min{mr; € Il : 7;
i}
3) If dmy, < éfk(pk) and
i) dmy, > viep(pr) set pry1 = min{m; € II @ m; > pp, dmy
ex(m;)}. If such pryq does not exist set ppyq = 1.

IV IA

v

ii) dmy < vier(pr) set pry = 1.

The main idea of Algorithm 2 is to keep the two measures of precision
close to each other by adapting the expected precision level. If dmy, > ex(py),
the precision is too high and hence we decrease it by decreasing the control
parameter, if the lower bound p" allows. Roughly speaking, the solution is
still far away and we want to approach it with smaller cost, i.e., with a smaller
number of workers activated. On the other hand, if the measure of progress

in the objective function dm, is relatively small, we increase the expected
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precision by increasing the control parameter. The proposed algorithms aim
to activate the whole set of nodes eventually, but only when the solution
neighborhood is approached.

The proposed overall main algorithm is given in Algorithm 3. Notice
that algorithm Algorithm 3 operates in such a way that each worker updates
the step length in coordination with the other workers, the master being in
charge of computing the search direction and updating the step length at
each inner iteration of the line search.

ALGORITHM 3.

The main algorithm

SO

S1

S2

S3

S4

S5
S6

ST

Inputs (the master): pf" € (0,1), zo € R", B,v1,1n € (0,1), {ex}ren,
satisfying C1.

The master sets py = pi*™ and sends z and py to all the workers.
Each worker activates with probability py, independently from other
workers. Each active worker i sends the pair (f;(x¢), Vfi(z0)) to the
master. The master sets k =0

The master calculates the search direction dj, such that d} V fu; (x1) <
0.

Nonmonotone line search through inner iterations: Find the smallest
nonnegative integer s; such that a;, = % satisfies

v (g + ardy) < far (k) + nakdfvfjvk(:ck) + ek.

At each s = 0,1, ..., sg, the master sends x; + 5°dy to all active workers,
and each active worker sends back f;(zy + 3°dy) to the master.

The master sets 2,1 = ) + aidy, and dmy, = —ad} V f, ().

The master determines py,q via Algorithm 2 and sends pgy1 and xgiq
to all the workers.

Workers state update: If pri 1 = pi, each worker stays in its previous
state, i.e., My = N,. Else, each worker activates with probability
Pr+1, independently from other workers, and independently from its
previous states and the previous states of other workers. The set NVyqq
consists of the current active nodes.
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S8 Each active worker i sends the pair (f;(xxy1), V fi(2r41)) to the master.
S9 The master determines pi/' via Algorithm 1.
S10 The master sets k = k + 1. If N, = N and V fu, (zr) = 0, stop. Else
go to step S3.

Notice from step S10 that we assumed that the master is aware of the total
number of workers N. The stoping criterion is as in deterministic optimiza-
tion - V f(zx) = 0. Notice that the full gradient is calculated only if NV}, = N
so there are no additional costs in step S10.

3 Convergence analysis

This section provides convergence analysis of the proposed algorithm. The
first part is devoted to asymptotic result where we prove that the algorithm
converges to a stationary point of the considered objective function almost
surely, provided that the search direction is descent with respect to the cur-
rent estimate of the objective function. This result is obtained without im-
posing convexity and leans on the fact that the full sample is reached even-
tually. The second part states conditions under which linear convergence
with respect to the expected optimality gap is attained. This furthermore
implies complexity result stated in the second subsection and provides some
non-asymptotic analysis. This result is stated under the strong convexity
assumption.

3.1 Asymptotic analysis

In this subsection, we prove that Algorithm 3 converges to a stationary point
of (1) for any outcome w. Therefore, in all the proofs in the sequel work
we assume that w is arbitrary, but fixed and we write w explicitly in the
statements.

In the following theorem we prove that control parameter py eventually
reaches 1. This is the crucial result for convergence analysis. More precisely,
given an arbitrary outcome w, control parameter p, = 1 for all k > k, where
k is outcome-dependent, but finite number of iterations. It is important
to notice here that p, = 1 might occur at some k < k and then decrease
to some smaller value, but eventually, i.e., from iteration k and onwards,
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we have pr = 1. The proof contains two main arguments. First, we show
that pr cannot remain at a constant value strictly smaller than 1 from a
certain iteration onwards. Second, we show that p, cannot exhibit persistent
changes, and eventually reaches the value of 1 without further decreases.
Regarding the first argument, the proof given here is along the lines of the
proof of Lemma 4.1 in [30]. Regarding the second argument, the stochastic
nature of the activation sets NV}, here requires a different analysis with respect
to [30]. Notice that a different update of lower bounds p*" is used here. This
second argument is the main technical contribution of Theorem 3.1.

Theorem 3.1. Let A1 and C1-C3 hold and assume that {xi(w)} is a se-
quence of random vectors generated with Algorithm 3. Then, for any fixed
outcome w, the sequence {x(w)} is either finite with ny(w) elements and
T, (W) is the stationary point of the objective function f, or {x,(w)} is infi-
nite and there exists finite k(w) € N such that pp(w) = 1 for every k > k(w).

Remark. The proof below works in such a way that it fixes an arbitrary
outcome w, and then it considers the evolution of the relevant quantities
pr(w) and {zx(w)}. All the auxiliary quantities that appear in the proof
below, namely all subsequences K;(w), the corresponding values n;(w), and
all the values depending on these, such as p(w) and r(w), are also random,
i.e., outcome-dependent. Once we fix w, all the steps in the proof hold surely
within this outcome.

Proof. Let us fix an arbitrary outcome w. According to step S10, the main
algorithm terminates only if V f(zy) = 0. Therefore, we consider the case
where the number of iterations is infinite. First, we prove that p, cannot be
constant if it is strictly smaller than 1.

Suppose that there exists ny such that for every k& > ny

pr =p' € II\{1}.

In that case, step S7 of Algorithm 3 implies that N, = N for every k > n,
for some fixed set N'!. Denoting g{{v’“ = Vfn,(zx), we know that for every
k 2 N9
1
P (@xan) < () + nen(gr ) di + e,
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i.e., for every ¢ € N

1
f/\ﬂ(xnfrq) < fan (anJFQ*l) + 7704n2+q71<951\£+q—1)Tdn2+q71
+ €natq—1 <...< f/\f1 (xnz)

.
) (s () s + ety 7)

1
7=0
Now, assumption Al implies the existence of a constant My such that

q—1
1
) Z Qngtj (gnNg-i-j)Tan—l-j < i (@n,) = fan (Tns1q)

j=0
q—1
+ D Cnty
j=0
< S (@ng) — Mp + €. (8)

The inequality (8) is true for every ¢ so

= 1 le(QTnQ)—MF—{—é
0< Z _O‘nz-i-j(gﬁg—i-j)Tdnz-‘rj < =C.
=0 g
Therefore
kh_{glo dmy, = ]lglolo —Qnytj (Vf/\/l (xn2+j))Tdn2+j = 0. (9)

Since vie(pr) > 1k > 0 for every k > no, there exists ng > ng such that
dmyp, < V1€ny(Pny) and therefore Algorithm 2 implies p,,+1 = 1 which is in
contradiction with the current assumption.

We have just proved that the control parameter cannot stay on p! < 1. If
the lower bound of control parameter pf*" achieves 1 at some finite iteration,
the statement of the theorem obviously holds since we have that py,; > py*"
for every k. Now, let us assume that the statement of the theorem is not true
and consider the remaining case, i.e., assume that p"" < 1 for all k. This
assumption implies that p{"™ is increased only at finitely many iterations.
Therefore, based on Algorithm 1, we conclude that there exists an iteration

ny such that for every k > ns we have one of the following possibilities:

M1 pry1 < pi;
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M2 pri1 > pe and [Fili) — fag,, (The1) > Ok, where pry = w0 € 115
M3 pri1 > pr and po1 has not been used before.

Now, let p = m; € II be the maximal probability that is used at infinitely
many iterations. Furthermore, define the set of iterations K; at which the
sample size changes to p. The definition of p implies that there exists ng such
that for every k € K, k > ng the probability is increased to p, i.e.

Pk < Prr1 =P = Tj, k > ng.

Define r = max{ns, ng} and set Ko = K;({r,r+1,...}. Clearly, each itera-
tion in K5 excludes the case M1. Moreover, taking out the first member of a
sequence K5 and retaining the same notation for the remaining sequence we
can exclude the case M3 as well. This leaves us with M2 as the only possible
scenario for iterations in K. Therefore, for every k € K, the following is
true

[Fk; — v (Trg1) = 0, > 0.

The number of subsets of the whole set of nodes is finite. Therefore, there
exists a subset N which appears infinitely many times within K5. So, define
K3 C K5 such that for every k € K3

Nk+1 :N-

Denote lk = l(l{?) and K3 = {lk — 1}k€N‘
Then for arbitrary k£ € N we have

[Firy-1l; — [ (i) > 0.

Consider fy(xyk-1)). According to the definition of K5 we know that fy(zx-1))
is used in step S2 of Algorithm 1 for updating [Fj)—1];. Therefore,

fj\’/(xl(k—l)) > [Fl(k)—l]i
and, for every k € N
fr (i) — fo(ziw) > 0.

However, this implies that fy is decreased for a positive constant infinitely
many times, which is in contradiction with the assumption A1l. We conclude
that the statement holds with £ =ny,. B
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Remark. It is important to notice here that in Theorem 3.1 k = k(w) is a
random variable since it depends on the outcome w. Therefore, the value that
k takes depends on a particular sample realization of the random sequence N,
and may be different in each particular run of the optimization procedure. We
have just proved that it is finite for any given run. Notice that this statement
does not imply that k is uniformly bounded across all the trajectories. Given
the complexity of randomness, it might be very hard (or even impossible) to
verify uniform boundedness under the current assumptions.

Under the conditions stated in Theorem 3.1, one can easily prove the
following statement.

Theorem 3.2. Let A1 and C1-C3 hold and assume that {xp(w)} is the se-
quence of random vectors generated with Algorithm 3. Then, for each fixed
outcome w, the sequence {xy(w)} is either finite with ni(w) elements and
T, (W) is the stationary point of the objective function f, or {xy(w)} is infi-
nite and there exists a finite k(w) € N such that py(w) = 1 for every k > k(w)
and the sequence {wy(w)} >k belongs to the level set

Lw) ={z e R" [ f(x) < f(az(w)) + €},
where € is given in (3).

In order to prove the main theorem, we need the following assumption
on the search directions. Again, we assume that this holds for an arbitrary
outcome w.

A 2. There exists ¢ > 0, such that, for arbitrary outcome w, there holds:
AT s (1) < —cl|V fa () |2 for every k.

Notice that here we assume that ¢ is a deterministic constant, i.e. in-
dependent of w. The inequality in assumption A2 is satisfied for the choice
dp = =V, (zx). It is also satisfied for a Quasi-Newton direction which
retains uniformly positive definite inverse Hessian approximation. The se-
quence of search directions is bounded, e.g., if the level set £ is compact (see
Theorem 3.2); this is true if, e.g., f is convex and coercive (f(z) — 400
whenever ||z|| — 400).

We impose an additional standard assumption on search directions.

A 3. For every outcome w, the following implication is true: the sequence of
search directions {dy }ren is bounded if the sequence {xytren is bounded.
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Notice that the above Assumption, for any w, holds if the level set L(w)
is compact. The Assumptions A2-A3 allow us to prove the main result
stated below which corresponds to the classical result from deterministic
optimization. We omit the arguments which relay on standard analysis of
line search methods. For more details, see [30] for example.

Theorem 3.3. Let A1-A3 and C1-C3 hold. Then, the sequence {xi(w)}
generated by Algorithm 3 is either unbounded, or every accumulation point
of the sequence s stationary for function f.

Proof. Let us fix an arbitrary outcome w. We have already showed that
the main algorithm terminates at z; only if Vf(x;) = 0. Therefore, we
consider the case where the number of iterations is infinite. In that case,
Theorem 3.1 implies the existence of iteration k such that p, = 1 for every
k > k. This means that N, = N for every k > k and furthermore implies
that fi (z) = fa(x) = f(x) for every k large enough. Therefore, the rest of
the proof follows the steps of the standard nonmonotone line search analysis
applied on the original objective function f and the result follows by the
standard arguments. Wl

Notice that Theorem 3.3 implies that Algorithm 3 converges to a station-
ary point of f for every w, if f is convex and coercive.

3.2 Non-asymptotic analysis

Within this subsection we investigate conditions for the linear convergence
and provide a worst-case complexity analysis under the following assumption.

A 4. There exist positive constants p and L such that the following holds for
everyi1=1,...,N and every x € R"

pul = V*f;(z) < LI

We set dy, = —V fu, (x)) for simplicity, but the same analysis can be con-
ducted for any other search direction satisfying assumption A2 and ||dy|| <
R||V fnr (zx)]| for some R > 0.

The strong convexity assumption implies that the following holds for ev-
ery v € R”

plf (@) = (=) < V(@))% (10)
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where x* is an unique minimizer of f. Moreover, it also implies that the step
size ay is uniformly bounded from bellow (see [31] for instance), i.e.,

ap > min{l, (1 —n)/L} = a. (11)

Considering (conditional) Binomial distribution of |[N|, one can show
that for all K and j =k, k+ 1

E(fani(25)) = E(ref(z;))  and - E(V fx (2x)) = E(riVf(22),  (12)

where the expectation is taken with respect to outcome w and r, = 1 —
(1 — pr)Y := 1 — hy. Notice that hy < (1 — pg™)N := h and let us denote
r:=1— h. Then we can show the following.

Theorem 3.4. Let A1, A} and C1-C3 hold. Then

E(f(zri1) = f(27) < pE(f (w) — f(27)) + ex/r,
where p € (0,1) provided that h is small enough.

Proof. Applying the expectation to (2) we obtain

E(rif(wri1)) < B(rf(ze)) — naB(|V fa () I?) + e (13)

If we denote the history of Algorithm 3 until the kth iteration by Fi, we
obtain

E(V fa (@) |Fi) = meV f (1)
which yields

il V(@) = 1BV fa (@) Fll” < (EAV fa (@) l1FR)* < BV fa (@) 171 F)-

Taking the expectation we get

—E(IVfx (@i)lI*) < =BV f (@)])-

Putting the previous inequality into (13), subtracting f(z*) from both sides
and using the strong convexity, we obtain

E(f(zr1) = f(27) = E(hief (x141)) < E(f(x) = f(27) = E(hif (21))
+ ew —naB(p(f(xr) — f(*))rp).
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Rearranging the previous expression yields

E(f(rr) = f(2") < E((f(xe) = f(2)(1 = napry)) + e

+ E(h(f(zri) — flax) £ f(27)))
= B((f(zr) = f(") (1 = napry — hi)) + ex
+ E(h(f(zr4) = f(27)))
< E((f(zx) = f(2) (1 = napr?)) + e
h

+ E(h(f(zr41) — f(27))). (14)

Now, using the fact that h and r are deterministic, there follows

E(flann) — F(2%) < B(f(ey) — fla®)) 19T | &

r r

so the statement holds with p = (1—naur?)/r € (0,1) for h small enough,i.e.,
for h € (0, 2nap + 1 — /Anap +1)/(2naw)). W

Using the above result, one can prove the following complexity result (see
5], Theorem 2.3).

Theorem 3.5. Let A1, A4 and C1-C3 hold. Then, if {ex} tends to zero R-
linearly, Algorithm 3 takes at most k iterations to ensure f(xy) — f(a*) < e
where

log(f (o) — f(2") + @)

|log ()]

Although this result does not require achieving full sample size to reach
nearly-optimal solution, the sample size lower bound represented by h can
be very large. On the other hand, the proposed algorithm achieves the full
sample after a finitely many iterations and, depending on the search direction
and the line search, linear or even faster convergence rate may be achieved.
However, it is very complicated to estimate the number of iterations needed
for achieving the full sample and the full complexity result remains an open
problem. One of the possible solutions is to control the sample size lower
bound sequence in some predetermined way, but this is not coherent with
the adaptive framework which is proposed.

k=] log(e™)], Q >0, p€(0,1).

4 Numerical results

The main motivation behind the proposed algorithm is to show that the class
of problems considered in this paper can be solved with reduced communica-
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tion and computational costs and still provide an approximate solution of the
same quality as if all the workers are constantly active. In order to demon-
strate the benefits of the proposed feedback approach — abbreviated here the
VSS-F — it is compared with the Sample Average Approximation method
(SAA) which uses the whole set of workers at every iteration (N, = N for ev-
ery k). Moreover, in order to demonstrate that the feedback that controls the
sample size in VSS-F can also provide some savings compared with the prede-
termined sequences of sample sizes, we also compare VSS-F with the heuristic
scheme (referred here to as HEUR) tested in [22] where the (expected) sample
size is increased by 10% at each iteration, i.e., pry 1 = min{1.1pg, 1}. Notice
that we set the value of the augmentation parameter to 1.1, as used in [22].
This may not be the optimal value, and it may be possible to tune it better
for specific problems and specific problem instances; this tuning is out of this
paper’s scope. Nonetheless, the comparisons we carry out are fair as, with
each of the three tested methods (including the proposed VSS-F) — we use
reasonable (but ad hoc) choices of the tuning parameters which are kept the
same across all the tested problems and across all problem instances.

We compare the methods with respect to several criteria. The first is
the number of function f; evaluations (FEV), where every component of the
gradient V f; is counted as one function evaluation. More precisely, the costs
of calculating fy; (z) and V fu, (2) are assumed to be |N| and n|Ny|, respec-
tively. The total count of FEVs includes both inner and outer iterations. The
assumed FEV cost model is suitable if one does not consider the structure
of the cost functions but might be overestimating the cost in certain special
cases where a gradient evaluation may be much cheaper. For example, in
binary classification problems with logistic loss functions, a gradient is ob-
tained without significant additional computation once the function itself is
evaluated.

Besides FEVs, we introduce the following comparison of the methods,
accounting for the parallel architecture of the underlying computational sys-
tem; see, e.g., [53, 45] for similar comparison metrics. Such system can be,
e.g., a computer cluster, or a wireless sensor network (set of workers) with a
fusion center (master). We associate with each inner and outer iteration of
a tested algorithm (VSS-F, SAA, and HEUR) a cost C. Namely, the cost of
an iteration C is given by:

C= Ccomp + TCcomm; (15>

where Ceomp is the computational cost, and Ceomm is the communication cost.
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For a computer cluster system, it is natural that C corresponds to the execu-
tion time of the algorithm. On the other hand, in a wireless sensor network
with battery-operated devices (where power is the most expensive resource),
it is natural that C corresponds to the total consumed power. Due to the par-
allel system architecture, Ceomp (either per an outer or per an inner iteration)
is modeled to be the same irrespective of the number of active workers. How-
ever, Ceomm depends on the number of active workers. More precisely, Ceomp
equals the total number of FEVs per single worker within an (either inner
or outer) iteration (where FEVs are counted as described above). Further,
Ceomm €quals the total number of scalars communicated from each worker
to the master and from the master to all workers within an (inner or outer)
iteration. Here, a broadcast scalar communication from the master to all
workers, i.e., communication when the master sends equal messages to all
workers (as for example in Step S4 of Algorithm 3), is counted as a single
(n-scalars) communication. Notice that, as only active workers perform com-
munications, Ceomm at each inner or outer iteration is an increasing function
of the number of active workers. That is, Ceomm increases with the current ef-
fective degree (number of neighbors—active workers) of the master at a given
iteration; see, e.g., [53] for a related model. We will compare the three meth-
ods (VSS-F, HEUR, and SAA) by examining their total costs until stopping,
where we count the overall incurred cost across all inner and outer iterations
until stopping.

The parameter r is the ratio of the cost of a single scalar transmission
and a single FEV. Actual value of r depends on the problem of interest and
on the underlying computational system. For a computer cluster, it can be
a relatively small number, for example on the order 0.01; see, e.g., [53], for a
related model. On the other hand, for a wireless sensor network, r is usually
a large number; see, e.g., [45]. We also include the idealized scenarios r = 0
(ideal computer cluster with zero-delay communications) and r — oo (an
idealization of a wireless sensor network).?

All of the above methods are applied on two types of convex problems
— convex quadratic and logistic losses. The algorithms are tested both on

2Strictly speaking, for the wireless sensor network scenario where C is the consumed
power, a more accurate model is to include in Ceomp the computational cost across all
workers and the master, i.e., here we could sum the FEVs across all workers and the
master for each iteration. However, for wireless sensor network, we consider the idealized
scenario when r — oo, so that the computational cost is negligible and the difference
between the adopted model and the one described here is irrelevant.
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synthetic and real data sets. Moreover, they are also tested on non-convex
quadratic losses. A more detailed description is provided below.

Previous testings of similar variable sample size schemes [31] suggest that
the proposed line search rule fits well with the BFGS search direction. More-
over, including the second order information enhances the performance of
each of the three sample size schemes simulated here. Therefore, we set
dp = —HV fx, (xr) where Hy is the inverse Hessian approximation updated
by the BFGS rule with Hjy being the identity matrix and the gradient dif-
ference calculated by yr = Vfni,, (2ks1) — V(). Since s)yy is not
guaranteed to be positive, we skip the update if s}y, < 107 as common
in the BFGS approach. That way we ensure positive definiteness of By and
provide a descent direction with respect to the current approximation of the
objective function so calculating ¥y, and ay as proposed does not deteriorate
the main concept. We have also performed test with the negative gradient
search direction and got the results that are in all cases significantly inferior
to the results with BFGS direction. Furthermore, the difference between
three tested updates of the control parameters i.e., VSS-F, SAA and HEUR
was completely consistent with the differences presented for the BFGS di-
rection. Thus the results obtained with the negative gradient direction are
not included in the paper. The nonmonotone line search rule in (2) is imple-
mented with ey = 0.1 and e; = egk~!. In order to make a fair comparison,
the search direction, the line search rule, and all the other relevant parame-
ters are common for each of the three tested schemes. The difference is only
in updating the sequence of samples and their sizes, i.e., in updating p,. We
have employed the precision measure ¢; defined by (5), while the remaining
safeguard parameters are set to

Or = (k + V)pg, e = (Nexp(1/k)) ™.
Further, we use v, = 1/v N, pg"" = 0.1, n = 107*, 8 = 0.5 in Algorithm 2
and Algorithm 3. The set of admissible values for the control parameters py
is determined by the step 1/N, i.e., ;41 = m; + 1/N. The set of parameters
shown here is used across all problems and all problem instances, i.e., no
parameter tuning is performed according to each specific instance.
The convex quadratic problem is of the form
1
filz) = S(z — a;)' Bi(z — a;),
where B; € R™" is a positive definite (symmetric matrix), and a; € R" is
a vector uniformly distributed on the interval [1,11]. Quantities B;, a;, i =
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1,..., N are generated mutually independently. For each ¢, we first generate
a matrix B; with 7 independent, identically distributed (i.i.d.) elements that
have the standard normal distribution. Then, we extract the eigenvector
matrix @; € R™" of matrix %(BZ + B). We set B; = Q;Diag(c;)Q/, where
¢; € R™ has the i.i.d. entries uniformly distributed on the interval [1, 101].

The non-convex case takes the same form but with the B;’s entries gen-
erated to be i.i.d., from the normal distribution with mean 5 and variance 1.
Notice that, in this case, the desired objective function f(x) can be written
as f(z) = 22T Az — ba + ¢, for some (possibly indefinite) n x n matrix A,
vector b € R™ and scalar c. Here, the function f may not be convex and
hence we can not claim convergence towards global minimizer. However, we
are interested in finding a stationary point of f. As it is well know, see [39],
the iterative sequence is convergent if it is bounded and then it converges
to a stationary point. The practical value of this is, e.g., in solving in a
distributed manner (over the master-worker architecture) the linear system
Ax = b with an indefinite matrix A, which is an important problem in its
own right, see [21, 49, 16]. Although this example is not covered by the theo-
retical results obtained in the previous Section, the corresponding numerical
results indicate that the algorithm behaves rather well on this example as
well.

The logistic problem is a machine learning problem of determining the
linear classifier which minimizes the logistic loss. We give a brief description,
while more details can be found in [9] for instance. The local loss function is

J . .
fi(@) = Rllall? + 3"t (14 et
j=1

where a/ € R”, b/ € R with the nth component equal to 1, i.e. [al], = 1,
and R is a regularization parameter. In the case of synthetic data, the
remaining components of af are generated randomly and independently by
using the standard normal distribution. Moreover, we form z € R" also
with the standard normal distribution and define b/ = sgn(z”al + p;;) where
the p;;’s are independent, with the Gaussian distribution having zero mean
and standard deviation 0.1. We also perform testings on the real data set
“mushrooms” which is available at the following repository: www.csie.ntu.
edu.tw/~cjlin/libsvmtools/datasets.

All these problems are generated in advance, before the optimization pro-

cess starts. Therefore, the objective function is considered as deterministic.
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We conducted 10 runs of each of the three methods for all the problems
(convex quadratic — synthetic data, logistic — synthetic and real data, and
non-convex quadratic — synthetic data). For the synthetic data, each test is
performed with a different problem instance where all the input parameters
are re-generated as explained above. With the real data set “mushrooms,” 10
tests are repeated with the same input data. However, the difference between
the tests arises because VSS-F and HEUR yield a stochastic sequence of
iterations and therefore generate different results at each test (each run).
With each of the three methods (VSS-F, SAA, and HEUR), we use the
initialization xq = 0. The stopping criterion, with each of the three methods,
is as follows: the algorithms terminate if the maximal number of FEVs (107)
is reached or if

IVin,(ze)]| <7 and Ny =N,

where we use different values of 7 for different problems (convex quadratic —
synthetic data, logistic — synthetic and real data, and non-convex quadratic
— synthetic data). Notice that, with this stopping rule, the algorithms can
terminate only if the master detects that the full sample N is used. The
full sample is required because no knowledge on the similarity of the f;’s is
assumed at the master. Indeed, having ||V fy, (zx)|| small, with [N, < N,
may not imply that ||V f(zx)| is small as well. Designing stopping criteria
under the imposed f;-similarity is left for future work.

In the convex quadratic case, the stopping criterion parameter is 7 = 0.5
which yields the relative error in the objective function of order 10~¢. More
precisely, (f(xg) — f(z*))/f(x*), where z* = argmin, f(z), is of the order
107%. The dimension of the optimization variable is n = 3 and the number of
nodes is N = 1000. These parameters are retained in a general (non-convex)
case as well.

In the logistic - synthetic case, the stopping criterion is defined by 7 =
1072, the dimension is n = 4, the number of nodes is N = 1000, and the
number of samples per node is J = 2. With the data set “mushrooms,” the
number of features is n = 112, the number of data points, here equal to the
number of workers, is N = 8124, and J = 1. The regularization parameter R
is set to 0.1. Since none of the tested methods managed to converge within
107 FEVs (except for VSS-F in one run) we set 7 = 107! and report the
relevant results. Given that the cost of a gradient evaluation increases with
the dimension of the optimization variable n, a larger FEV limit than the
adopted value of 10" might be considered for this problem. However, the
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reported results with the 10 FEV limit and 7 = 0.1 give enough insights of
the benefits obtained through the proposed feedback scheme.

The results on the analysis of FEVs are shown at Figure 2. The (green)
diamonds show the costs for each run of VSS-F, the (red) dots are the costs of
SAA while the (blue) squares are the costs of HEUR, for each run, expressed
as the number of function evaluations, FEV. The cost reduction obtained
by VSS-F with respect to both competitors is rather significant. For convex
quadratic the savings are ranging form 20% to 50%, Figure 2.1. In the case
of non-convex quadratic the savings are even larger, going up to 80%, Figure
2.2. The same is happening with the synthetic logistic loss example - we
have the reduction of up to 50%, Figure 2.3. In 2 runs considering the real
data set, none of the tested schemes converged within 107 FEVs. For the
remaining runs, the savings are from 25% to 70% regarding SAA and similar
results hold for HEUR.

It is important to comment here the role of safeguard parameters in the
actual implementation of the algorithm. As already explained p{™" is impor-
tant from the theoretical point of view as this sequences ensures that the full
set of nodes is employed eventually. Thus it might seem that p{*" actually
interferes with the feedback mechanism and thus even reduces the relatively
complex mechanism of p, update into mere increase by a certain schedule.
Apparently, that does not happen in actual implementation. In all tests we
have performed p™™ did not significantly affect the feedback process at all as
it value increased only three times within all runs in all examples. Thus the
vast majority of runs terminated with p® = pgin = 0.1.

We also report on the number of inner iterations that the proposed VSS-F
method incurs on the four tested problems is usually quite small. Namely,
on each of the four tested problems, the number of inner iterations per outer
iteration is typically 3-4 and maximally 5 (across all runs of all four tested
problems).

Figures 3 and 4 show comparisons with respect to cost (15) for the
strongly convex quadratic example and the logistic losses example (synthetic
data), respectively. The Figures for the remaining two considered exam-
ples (non-convex quadratic losses, and logistic losses for the “mushrooms”
data set) are similar and are hence omitted for brevity. We consider three
scenarios: 1) 7 = 0 — an idealized setting for execution time on a computer
cluster; 2) r = 0.01 — a potential setting for execution time in a real computer
cluster; and 3) r — oo — an idealized setting for a wireless sensor network.
The figures present the overall costs (counting both the costs of inner and
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outer iterations) until stopping for the three values of r (Figures 3.1 and 4.1:
r = 0; Figures 3.2 and 4.2: r = 0.01; Figures 3.3 and 4.3: r — o0®) The
stopping criterion and the stopping parameters are the same as in the FEVs
comparisons above.

We now comment on the obtained results. Consider first Figure 3.1. Here,
as the communication cost (time) is neglected and as the time per inner or per
outer iteration does not depend on the number of active workers, it is natural
that SAA performs the best, as it performs the “most exact” updates among
the three tested methods. However, when the communication cost is no more
negligible (Figures 3.2 and 3.3), the proposed VSS-F performs better than
both SAA and HEUR. Similar conclusions can be drawn from the logistics
losses example as well (Figure 4.)

We end this section by illustrating the sample size behavior (Figure 5)
and the progress of the algorithm in terms of the full gradient norm against
the relevant cost measure compared to other tested schemes (Figure 6).

5 Conclusion

We considered a generic nonmonotone line search framework for the mini-
mization of a finite sum of generic component costs. We assumed a master-
worker model, where the master maintains the solution estimate xz; and
broadcasts it to the workers. FEach worker holds a component cost, and,
at each iteration k, it can be in one of the two possible states — active or
inactive. At each iteration k, active workers evaluate their component costs
and the corresponding gradients at the current iterate x; and send this in-
formation back to the master, while inactive workers stay idle. We proposed
a mechanism in which the master node controls the average number of ac-
tive workers through a single scalar parameter py. The master adaptively
increases or decreases pj over iterations, as needed, based on an inexpensive
estimate of the algorithm progress. Hence, the master sends through p, the
feedback information to the workers as to how many of them should be active
at the next iteration to ensure progress, on the one hand, and save compu-
tational cost as much as possible, on the other hand. Simulations on convex
and non-convex quadratic losses and on (convex) logistic losses — both on

3For the case r — oo, computational cost becomes negligible; hence, we plot on the
y-axis only the communication cost, for convenience.
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synthetic and real world data sets — demonstrate the benefits of introducing
feedback in the sample size choice along iterations.

There are several interesting future research directions. First, the frame-
work can be specialized and analyzed to more restricted classes of costs.
Second, it is certainly relevant to incorporate in the master-worker model
the effects of several imperfections, like delays and network topology. For
example, if the (master and worker) nodes are organized in a network (e.g., a
two dimensional grid), then the gradient and function information from cer-
tain workers will be received with delays, depending on how distant (in terms
of the number of hops) a worker is from the master; see, e.g., [1]. In this
paper, we considered the idealized model, as it represents a necessary start-
ing point for the analysis of the feedback mechanisms in the control of the
sample size. Studying effects of various imperfections like delays represents
an interesting future research direction.

Acknowledgement. We are grateful to the anonymous referees whose
comments and suggestions helped us to improve the quality of this paper.
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Figure 2: Total number of FEVs until stopping for 10 independent runs of
each tested method for the four tested problems.
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Figure 3: Total cost (15) until stopping for 10 independent runs of each tested
method, for the example of strongly convex quadratic losses and different
values of parameter r; Fig. 3.1: r = 0; Fig. 3.2: r = 0.01; and Fig. 3.3:
r — oo (for r — oo, the y-axis shows communication cost).
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Figure 4: Total cost (15) until stopping for 10 independent runs of each tested
method, for the example of logistic losses (synthetic data) and different values
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Figure 6: The full gradient norm until stopping (y-axis) for one run of each
tested method, for the example of non-convex quadratic losses, against the
Total cost (15) with different values of parameter r; Fig. 6.1: r = 0; Fig.
6.2: r = 0.01; and Fig. 6.3: r — o0 .



