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#### Abstract

This paper establishes convergence rate bounds for a variant of the proximal alternating direction method of multipliers (ADMM) for solving nonconvex linearly constrained optimization problems. The variant of the proximal ADMM allows the inclusion of an over-relaxation stepsize parameter belonging to the interval $(0,2)$. To the best of our knowledge, all related papers in the literature only consider the case where the overrelaxation parameter lies in the interval $(0,(1+\sqrt{5}) / 2)$.
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## 1 Introduction

We consider the following linearly constrained problem

$$
\begin{equation*}
\min \left\{f(x)+g(y): A x+B y=b, x \in \mathbb{R}^{n}, y \in \mathbb{R}^{p}\right\} \tag{1}
\end{equation*}
$$

where $f: \mathbb{R}^{n} \rightarrow(-\infty, \infty]$ and $g: \mathbb{R}^{p} \rightarrow(-\infty, \infty]$ are proper lower semicontinuous functions, $A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{m \times p}$ and $b \in \mathbb{R}^{m}$. Optimization problems such as (1) appear in many important applications such as nonnegative matrix factorization, distributed matrix factorization,

[^0]distributed clustering, sparse zero variance discriminant analysis, tensor decomposition, and matrix completion, asset allocation (see, e.g., $[1,7,22,32,33,36,38]$ ). Moreover, it has observed that (specific variants of) the alternating direction method of multipliers (ADMM) can tackle many of the instances arising in these settings extremely well despite many of them being nonconvex.

A particular ADMM class for solving (1), namely, the proximal ADMM, recursively computes a sequence $\left\{\left(s_{k}, y_{k}, x_{k}\right)\right\}$ as

$$
\begin{align*}
& x_{k}=\operatorname{argmin}_{x}\left\{\mathcal{L}_{\beta}\left(x, y_{k-1}, \lambda_{k-1}\right)+\frac{1}{2}\left\|x-x_{k-1}\right\|_{G}^{2}\right\}, \\
& y_{k}=\operatorname{argmin}_{y}\left\{\mathcal{L}_{\beta}\left(x_{k}, y, \lambda_{k-1}\right)+\frac{1}{2}\left\|y-y_{k-1}\right\|_{H}^{2}\right\},  \tag{2}\\
& \lambda_{k}=\lambda_{k-1}-\theta \beta\left[A x_{k}+B y_{k}-b\right]
\end{align*}
$$

where $\beta>0$ is a penalty parameter, $\theta>0$ is a stepsize parameter, $G \in \mathbb{R}^{n \times n}$ and $H \in \mathbb{R}^{p \times p}$ are symmetric and positive semidefinite matrices, and

$$
\mathcal{L}_{\beta}(x, y, \lambda):=f(x)+g(y)-\langle\lambda, A x+B y-b\rangle+\frac{\beta}{2}\|A x+B y-b\|^{2}
$$

is the augmented Lagrangian function for problem (1). If $(H, G)=(0,0)$ in the above method, we obtain the standard ADMM. Moreover, the above subproblems with suitable choices of $G$ and $H$ are easy to solve or even have closed-form solutions for many relevant instances of (1) (see $[4,17,31,34]$ for more details).

For the case in which $f$ and $g$ in (1) are both convex (e.g., see [11, 16, 17, 24]), the complexity results for the proximal ADMM (2) can be conveniently stated in terms of the following simple termination criterion associated with the optimality condition for (1), namely: for given $\rho, \varepsilon>0$, terminate with a quintuple $\left(x, y, \lambda, r_{1}, r_{2}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{p} \times \mathbb{R}^{m} \times \mathbb{R}^{n} \times \mathbb{R}^{p}$ satisfying

$$
\begin{equation*}
\max \left\{\|A x+B y-b\|,\left\|r_{1}\right\|,\left\|r_{2}\right\|\right\} \leq \rho, \quad r_{1} \in \partial_{\varepsilon} f(x)-A^{*} \lambda, \quad r_{2} \in \partial_{\varepsilon} g(y)-B^{*} \lambda \tag{3}
\end{equation*}
$$

where $\partial_{\epsilon}$ denotes the classical $\epsilon$-subdifferential of convex functions and the norms in the first inequality can be arbitrarily chosen. In terms of this termination criterion, the best ergodic iteration-complexity bound found in the literature is $\mathcal{O}\left(\max \left\{\rho^{-1}, \varepsilon^{-1}\right\}\right)$ while the best pointwise one is $\mathcal{O}\left(\rho^{-2}\right)$. (The latter bound is independent of $\varepsilon$ since, in the pointwise case, the two inclusions above are shown to hold with $\varepsilon=0$.)

This paper considers the special case of (1) in which $f$ is as stated immediately following (1) (and hence not necessarily convex) and $g$ is a differentiable function whose gradient is Lipschitz continuous on the whole $\mathbb{R}^{p}$. By considering an extended notion of subdifferential for the nonconvex function $f$ (see for example [25, 27]), this paper establishes an $\mathcal{O}\left(\rho^{-2}\right)$-pointwise iteration-complexity bound to obtain a quadruple $\left(x, y, \lambda, r_{1}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{p} \times \mathbb{R}^{m} \times \mathbb{R}^{n}$ satisfying

$$
\max \left\{\|A x+B y-b\|,\left\|\nabla g(y)-B^{*} \lambda\right\|,\left\|r_{1}\right\|\right\} \leq \rho, \quad r_{1} \in \partial f(x)-A^{*} \lambda
$$

for an important subclass of the proximal ADMM (2). The latter subclass has the following properties: the penalty parameter $\beta$ is sufficiently large (see (6)), $G$ is an arbitrary positive
semidefinite matrix, $H$ is a sufficiently large positive multiple of the identity, and the stepsize $\theta$ lies in the interval $(0,2)$. To the best of our knowledge, no iteration-complexity has been established in the literature for a variant of the ADMM with stepsize $\theta>(\sqrt{5}+1) / 2$, even for the case in which (1) is assumed to be a convex problem. It is worth pointing out that $[6,9]$ show that larger choice of $\theta$ usually improves the practical performance of the proximal ADMM.

Previous related works. The ADMM was introduced in $[8,10]$ and is thoroughly discussed in $[2,9]$. Even though convergence of the sequence generated by the ADMM has been established in very early papers about it, only recently has its iteration-complexity been established. To discuss this development in the convex case, we use the terminology weak pointwise or strong pointwise bounds to refer to complexity bounds relative to the best of the first $k$ iterates or the last iterate, respectively, to satisfy the termination criterion (3). The first iteration-complexity bound for the ADMM was established in [24] under the assumptions that $C$ is injective. More specifically, the ergodic iteration-complexity for the standard ADMM is derived in $[24]$ for any $\theta \in(0,1]$ while a weak pointwise iteration-complexity easily follows from the approach in [24] for any $\theta \in(0,1)$. Subsequently, without assuming that $C$ is injective, [17] established the ergodic iteration-complexity of the proximal ADMM (2) with $G=0$ and $\theta=1$ and, as a consequence, of the split inexact Uzawa method [37]. Paper [16] establishes the weak pointwise and ergodic iteration-complexity of another collection of ADMM instances which includes the standard ADMM for any $\theta \in(0,(1+\sqrt{5}) / 2)$. It should be noted however that $[16,17]$ do not provide any details on how to obtain an easily verifiable ergodic termination criterion with a well-established iteration-complexity bound. A strong pointwise iteration-complexity bound for the proximal ADMM (2) with $G=0$ and $\theta=1$ is derived in [18]. Pointwise and ergodic iteration-complexity results for the whole proximal ADMM (2) and for any $\theta \in(0,(1+\sqrt{5}) / 2)$ are given in [3, 13]. In addition to providing alternative proofs for these latter results, paper [11] obtains an ergodic iteration complexity bound for the proximal ADMM with $\theta=(1+\sqrt{5}) / 2$. Finally, a number of papers (see for example $[4,5,12,15,23,26]$ and references therein) have obtained similar complexity results in the context of other ADMM classes.

Iteration-complexity analysis of the ADMM has also been established for possibly nonconvex instances of (1) satisfying the same assumptions made on this paper, i.e., $f$ is a proper lower semi-continuous function and $g$ is a continuously differentiable function whose gradient is Lipschitz continuous on the whole $\mathbb{R}^{p}$. Recently, there have been a lot of interest on the study of ADMM variants for nonconvex problems (see, e.g., [14, 19, 20, 21, 28, 29, 30, 35]). The results developed in $[14,21,28,29,30,35]$ establish convergence of the generated sequence to a stationary point of (1) under the assumption that the objective function of (1) satisfies the so-called Kurdyka-Lojasiewicz (K-L) property. However, none of these papers considers the issue of iteration complexity for ADMM although their theoretical analysis are generally half-way or close to accomplishing such goal. Paper [19] analyzes the convergence of ADMM for solving nonconvex consensus and sharing problems and establishes the iteration complexity of ADMM for the consensus problem. Paper [20] studies the iteration-complexity of a multi-block type ADMM method whose two-block special case is a modification of the
proximal ADMM in which the function $g$ of the second subproblem in (2) is replaced by its linear approximation, $G$ is positive definite and $H$ is chosen as $L I$ where $L$ is the Lipschitz constant of $\nabla g(\cdot)$.

Organization of the paper. Subsection 1.1 presents some notation and basic results. Section 2 describes the proximal ADMM and presents corresponding convergence rate bounds whose proofs are given in Subsection 3.

### 1.1 Notation and basic results

This subsection presents some definitions, notation and basic results used in this paper.
Let $\mathbb{R}^{n}$ denote the $n$-dimensional Euclidean space with inner product and associated norm denoted by $\langle\cdot, \cdot\rangle$ and $\|\cdot\|$, respectively. We use $\mathbb{R}^{m \times n}$ to denote the set of all $m \times n$ matrices. The image space of a matrix $Q \in \mathbb{R}^{m \times n}$ is defined as $\operatorname{Im}(Q):=\left\{Q x: x \in \mathbb{R}^{n}\right\}$ and $\mathcal{P}_{Q}$ denotes the Euclidean projection onto $\operatorname{Im}(Q)$. The notation $Q \succ 0$ means that $Q$ is a definite positive matrix. The symbol $\lambda_{\min }(Q)$ denotes the minimum eigenvalue of a symmetric matrix $Q$. If $Q$ is a symmetric and positive semidefinite matrix, the seminorm induced by $Q$ on $\mathbb{R}^{n}$, denoted by $\|\cdot\|_{Q}$, is defined as $\|\cdot\|_{Q}=\langle Q(\cdot), \cdot\rangle^{1 / 2}$. For a given sequence $\left\{z_{k}: k \geq 0\right\}$, we denote by $\left\{\Delta z_{k}\right\}$ be sequence defined by

$$
\Delta z_{k}:=z_{k}-z_{k-1}, \quad k \geq 1
$$

The domain of a function $h: \mathbb{R}^{n} \rightarrow(-\infty, \infty]$ is the set dom $h:=\left\{x \in \mathbb{R}^{n}: h(x)<+\infty\right\}$. Moreover, $h$ is said to be proper if $f(x)<\infty$ for some $x \in \mathbb{R}^{n}$.

We next recall some definitions and results of subdifferential calculus [25, 27].
Definition 1.1. Let $h: \mathbb{R}^{n} \rightarrow(-\infty, \infty]$ be a proper lower semi-continuous function.
(i) The Fréchet subdifferential of $h$ at $x \in \operatorname{dom} h$, written by $\hat{\partial} h(x)$, is the set of all elements $u \in \mathbb{R}^{n}$ which satisfy

$$
\liminf _{y \neq x} \frac{h(y)-h(x)-\langle u, y-x\rangle}{\|y-x\|} \geq 0
$$

When $x \notin \operatorname{dom} h$, we set $\hat{\partial} h(x)=\emptyset$.
(ii) The limiting subdifferential, or simply subdifferential, of $h$ at $x \in$ dom $h$, written by $\partial h(x)$, is defined as

$$
\partial h(x)=\left\{u \in \mathbb{R}^{n}: \exists x_{n} \rightarrow x, h\left(x_{n}\right) \rightarrow h(x), u_{k} \in \hat{\partial} h\left(x_{n}\right), \text { with } u_{k} \rightarrow u\right\} .
$$

(iii) A critical (or stationary) point of $h$ is a point $x$ in the domain of $h$ satisfying $0 \in \partial h(x)$.

The following result gives some properties of the subdifferential.
Proposition 1.2. Let $h: \mathbb{R}^{n} \rightarrow(-\infty, \infty]$ be a proper lower semi-continuous function.
(a) if $\left\{\left(u_{k}, x_{k}\right)\right\}$ is a sequence such that $x_{k} \rightarrow x, u_{k} \rightarrow u, h\left(x_{k}\right) \rightarrow h(x)$ and $u_{k} \in \partial h\left(x_{k}\right)$, then $u \in \partial h(x)$;
(b) if $x \in R^{n}$ is a local minimizer of $h$, then $0 \in \partial h(x)$;
(c) if $p: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a continuously differentiable function, then $\partial(h+p)(x)=\partial h(x)+\nabla p(x)$.

We end this section by recalling the definition of critical points of (1).
Definition 1.3. A triple $\left(x^{*}, y^{*}, \lambda^{*}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{p} \times \mathbb{R}^{m}$ is a critical point of problem (1) if

$$
0 \in \partial f\left(x^{*}\right)-A^{*} \lambda^{*}, \quad 0=\nabla g\left(y^{*}\right)-B^{*} \lambda^{*}, \quad 0=A x^{*}+B y^{*}-b .
$$

It is well-known that if $\left(x^{*}, y^{*}\right)$ is a global minimum of $(1)$, then there exists $\lambda^{*}$ such that $\left(x^{*}, y^{*}, \lambda^{*}\right)$ is a critical point of (1).

## 2 Proximal ADMM and its convergence rate

This section describes the assumptions made on problem (1) and states the variant of the proximal ADMM considered in this paper. It also states the main result of this paper (Theorem 2.1), and a special case of it (Corollary 2.2), both of them describing convergence rate bounds for the aforementioned proximal ADMM variant. The proof of Theorem 2.1 is however postponed to Section 3.

The augmented Lagrangian associated with problem (1) is defined as

$$
\begin{equation*}
\mathcal{L}_{\beta}(x, y, \lambda):=f(x)+g(y)-\langle\lambda, A x+B y-b\rangle+\frac{\beta}{2}\|A x+B y-b\|^{2} . \tag{4}
\end{equation*}
$$

This paper considers problem (1) under the following set of assumptions:
(A0) $f: \mathbb{R}^{n} \rightarrow(-\infty, \infty]$ is a proper lower semi-continuous function;
(A1) $B \neq 0$ and $\operatorname{Im}(B) \supset\{b\} \cup \operatorname{Im}(A)$;
(A2) $g: \mathbb{R}^{p} \rightarrow \mathbb{R}$ is differentiable everywhere on $\mathbb{R}^{p}$ and there exists $L>0$ such that

$$
\left\|\mathcal{P}_{B^{*}}\left(\nabla g\left(y^{\prime}\right)\right)-\mathcal{P}_{B^{*}}(\nabla g(y))\right\| \leq L\left\|y^{\prime}-y\right\| \quad \forall y, y^{\prime} \in \mathbb{R}^{p}
$$

(A3) there exists $\tilde{L} \geq 0$ such that the function $g(\cdot)+\tilde{L}\|\cdot\|^{2} / 2$ is convex, or equivalently,

$$
g\left(y^{\prime}\right)-g(y)-\left\langle\nabla g(y), y^{\prime}-y\right\rangle \geq-\frac{\tilde{L}}{2}\left\|y^{\prime}-y\right\|^{2} \quad \forall y, y^{\prime} \in \mathbb{R}^{p} ;
$$

(A4) there exists $\bar{\beta} \geq 0$ such that

$$
\overline{\mathcal{L}}:=\inf _{(x, y)}\left\{f(x)+g(y)+\frac{\bar{\beta}}{2}\|A x+B y-b\|^{2}\right\}>-\infty .
$$

Some comments are in order. First, due to the generality of (A0), problem (1) may include an extra constraint of the form $x \in X$ where $X$ is a closed set since this constraint can be incorporated into $f$ by adding to it the indicator function of $X$. Second, (A1) implies that for every $x \in \mathbb{R}^{n}$, there exists $y \in \mathbb{R}^{p}$ such that ( $x, y$ ) satisfies the (linear) constraint of (1). The extra condition that $B \neq 0$ is very mild since otherwise (1) would be much simpler to solve. Third, if $\nabla g(\cdot)$ is $L$-Lipschitz continuous, then (A2) and (A3) with $\tilde{L}=L$ obviously hold. However, conditions (A2) and (A3) combined are generally weaker than the condition that $\nabla g(\cdot)$ be $L$-Lipschitz continuous.

Next we state the proximal ADMM for solving problem (1).

## Proximal ADMM

(0) Let an initial point $\left(x_{0}, y_{0}, \lambda_{0}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{p} \times \mathbb{R}^{m}$ and a symmetric positive semi-definite matrix $G \in \mathbb{R}^{n \times n}$ be given. Let a stepsize parameter $\theta \in(0,2)$ be given and define

$$
\begin{equation*}
\gamma:=\frac{\theta}{(1-|\theta-1|)^{2}} . \tag{5}
\end{equation*}
$$

Choose scalars $\beta \geq \bar{\beta}$ (see (A4)) and $\tau>0$ such that

$$
\begin{gather*}
\delta_{1}:=\left(\frac{\beta}{4}-\frac{4 \gamma \tau^{2}}{\beta \sigma_{B}^{2}}\right)>0, \quad \delta_{2}:=\lambda_{\min }\left[\left(\tau-\frac{2 L^{2} \gamma}{\beta \sigma_{B}}-\frac{\tilde{L}}{2}\right) I+\delta_{1} B^{*} B\right]>0  \tag{6}\\
\beta B^{*} B+(\tau-\tilde{L}) I \succ 0 \tag{7}
\end{gather*}
$$

where $\sigma_{B}$ denotes the smallest positive eigenvalue of $B^{*} B$, and set $k=1$;
(1) compute an optimal solution $x_{k} \in \mathbb{R}^{n}$ of the subproblem

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}}\left\{\mathcal{L}_{\beta}\left(x, y_{k-1}, \lambda_{k-1}\right)+\frac{1}{2}\left\|x-x_{k-1}\right\|_{G}^{2}\right\} \tag{8}
\end{equation*}
$$

and then compute an optimal solution $y_{k} \in \mathbb{R}^{p}$ of the subproblem

$$
\begin{equation*}
\min _{y \in \mathbb{R}^{p}}\left\{\mathcal{L}_{\beta}\left(x_{k}, y, \lambda_{k-1}\right)+\frac{\tau}{2}\left\|y-y_{k-1}\right\|^{2}\right\} \tag{9}
\end{equation*}
$$

(2) set

$$
\begin{equation*}
\lambda_{k}=\lambda_{k-1}-\theta \beta\left[A x_{k}+B y_{k}-b\right] \tag{10}
\end{equation*}
$$

and $k \leftarrow k+1$, and go to step (1).
end

We now make a few remarks about the proximal ADMM. First, the assumption that $\theta \in(0,2)$ guarantees that $\gamma$ in (5) is well-defined and positive. Second, the special case of the
proximal ADMM in which $G=0$ requires only an initial pair $\left(y_{0}, \lambda_{0}\right)$ since any of its iteration is independent of $x_{k-1}$. Third, (7) implies that the objective function of subproblem (9) is strongly convex and hence that $y_{k}$ is uniquely determined. Fourth, the subproblems (8) and (9) are of the form

$$
\min _{x \in \mathbb{R}^{n}}\left\{f(x)+\langle c, x\rangle+\frac{1}{2}\|x\|_{G+\rho A^{*} A}^{2}\right\}, \quad \min _{y \in \mathbb{R}^{p}}\left\{g(y)+\langle d, y\rangle+\frac{1}{2}\|y\|_{\tau I+\rho B^{*} B}^{2}\right\}
$$

for some $c \in \mathbb{R}^{n}$ and $d \in \mathbb{R}^{p}$. For the purpose of this paper, we assume they are easy to solve exactly, possibly by choosing $\tau>0, \beta>0$ and $G$ appropriately. Fifth, any scalars $\beta \geq \bar{\beta}$ and $\tau>0$ such that

$$
\begin{equation*}
\frac{2 L^{2} \gamma}{\beta \sigma_{B}}+\tilde{L} \leq \tau<\frac{\beta \sigma_{B}}{4 \sqrt{\gamma}} \tag{11}
\end{equation*}
$$

satisfy conditions (6) and (7), and hence they are compactible conditions. Sixth, even though (11) does not allow $\tau=0$, conditions (6) and (7) still allow the choice $\tau=0$ if $B^{*} B$ is assumed to be invertible (e.g., $B=I$ ).

Next we define a parameter required in order to present our convergence rate bounds. Define

$$
\begin{align*}
\eta_{0}\left(y_{0}, \lambda_{0}\right):= & \min _{\left(\Delta y_{0}, \Delta \lambda_{0}\right)} \frac{c_{1}}{2}\left\|B^{*} \Delta \lambda_{0}\right\|^{2}+\frac{\beta}{4}\left\|B \Delta y_{0}\right\|^{2} \\
& \quad \text { s.t. } \tau \Delta y_{0}+(1-1 / \theta) B^{*} \Delta \lambda_{0}=B^{*} \lambda_{0}-\nabla g\left(y_{0}\right) \tag{12}
\end{align*}
$$

where

$$
\begin{equation*}
c_{1}:=\frac{2|\theta-1|}{\beta \theta(1-|\theta-1|) \sigma_{B}}>0 . \tag{13}
\end{equation*}
$$

We make two remarks about the definition of $\eta_{0}\left(y_{0}, \lambda_{0}\right)$. First, if $\tau>0$, then (12) always has a feasible solution. Second, if $\tau=0$ and $B^{*} B$ is invertible, then there are two cases to consider: (i) if $\theta \neq 1$, then (12) always has a feasible solution; and, (ii) if $\theta=1$, then choosing $\lambda_{0}$ so that $B^{*} \lambda_{0}=\nabla g\left(y_{0}\right)$ makes any pair $\left(\Delta y_{0}, \Delta \lambda_{0}\right)$ feasible to (12), and hence $\eta_{0}\left(y_{0}, \eta_{0}\right)=0$.

We now state the main convergence rate result for the proximal ADMM under assumptions (A0)-(A4).

Theorem 2.1. Let $\left(x_{0}, y_{0}, \lambda_{0}\right) \in \mathbb{R}^{n} \times \mathbb{R}^{p} \times \mathbb{R}^{m}$ be given and define

$$
\begin{equation*}
\tilde{\mathcal{L}}_{0}:=\mathcal{L}_{\beta}\left(x_{0}, y_{0}, \lambda_{0}\right)-\overline{\mathcal{L}}+\eta_{0} \tag{14}
\end{equation*}
$$

where $\eta_{0}:=\eta_{0}\left(y_{0}, \lambda_{0}\right)$ and $\overline{\mathcal{L}}$ is as in (A4). If, for every $k \geq 1$, we define

$$
\begin{equation*}
R_{k}^{y}:=\nabla g\left(y_{k}\right)-B^{*} \hat{\lambda}_{k}, \quad R_{k}^{\lambda}:=A x_{k}+B y_{k}-b \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\lambda}_{k}:=\lambda_{k-1}-\beta\left(A x_{k}+B y_{k-1}-b\right), \tag{16}
\end{equation*}
$$

then we have

$$
\begin{equation*}
-G \Delta x_{k} \in \partial f\left(x_{k}\right)-A^{*} \hat{\lambda}_{k} \tag{17}
\end{equation*}
$$

and there exists $j \leq k$ such that

$$
\left\|\Delta x_{j}\right\|_{G} \leq 2 \sqrt{\frac{\tilde{\mathcal{L}}_{0}}{k}}, \quad\left\|R_{j}^{y}\right\| \leq\left(\beta\left\|B^{*} B\right\|+\tau\right) \sqrt{\frac{2 \tilde{\mathcal{L}}_{0}}{\delta_{2} k}}, \quad\left\|R_{j}^{\lambda}\right\| \leq \frac{1}{\beta \theta} \sqrt{\frac{2 \tilde{\mathcal{L}}_{0}}{\delta_{3} k}}
$$

where $\delta_{1}, \delta_{2}$ are as in (6), and $\delta_{3}$ is defined as

$$
\begin{equation*}
\delta_{3}=\left(\frac{\beta \theta \eta_{0}}{\tilde{\mathcal{L}}_{0}}+\frac{2 \theta \gamma L^{2}}{\delta_{2} \sigma_{B}}+\frac{8 \theta \gamma \tau^{2}}{\delta_{1} \sigma_{B}^{2}}\right)^{-1} \tag{18}
\end{equation*}
$$

By relating $\tau$ and $\beta$ in a proper manner, the next result gives a more explicit specialization of the bounds obtained in Theorem 2.1 only in terms of $\beta, L,\left\|B^{*} B\right\|$ and $\sigma_{\beta}$. For the sake of simplicity, we view quantities depending only on the initial iterate as being $\mathcal{O}(1)$ in order to obtain the bounds below.
Corollary 2.2. Choose $\beta \geq \bar{\beta}$ and $\tau>0$ such that

$$
\frac{4 L^{2} \gamma}{\beta \sigma_{B}}+\tilde{L} \leq \frac{\beta \sigma_{B}}{4 \sqrt{2 \gamma}}=\tau
$$

and assume that $\left(x_{0}, y_{0}\right)$ is a feasible point for (1). Then, for every $k \geq 1$, inclusion (17) holds and there exists $j \leq k$ such that

$$
\begin{aligned}
\left\|\Delta x_{j}\right\|_{G} & \leq \mathcal{O}\left(\frac{1}{\sqrt{k}} \sqrt{\frac{1}{\beta \sigma_{B}^{2}}+1}\right), \quad\left\|R_{j}^{y}\right\| \leq \mathcal{O}\left[\frac{1}{\sqrt{k}}\left(\beta\left\|B^{*} B\right\|+\beta \sigma_{B}\right) \sqrt{\frac{1}{\beta^{2} \sigma_{B}^{3}}+\frac{1}{\beta \sigma_{B}}}\right] \\
\left\|R_{j}^{\lambda}\right\| & \leq \mathcal{O}\left[\frac{1}{\beta \sqrt{k}} \sqrt{\frac{1}{\sigma_{B}^{2}}+\beta+\frac{L^{2}}{\beta^{2} \sigma_{B}^{4}}+\frac{L^{2}}{\beta \sigma_{B}^{2}}}\right] .
\end{aligned}
$$

Proof. First note that the assumption on the parameters $\beta$ and $\tau$ together with (6), yield $\tau=\mathcal{O}\left(\beta \sigma_{B}\right), \delta_{1}=\mathcal{O}(\beta)$ and $\delta_{2} \geq \mathcal{O}\left(\beta \sigma_{B}\right)$. Hence, using (14) and the fact that $\left(x_{0}, y_{0}\right)$ is feasible to problem (1), we obtain

$$
\tilde{\mathcal{L}_{0}}=\mathcal{O}\left(\eta_{0}+1\right) \leq \mathcal{O}\left(\frac{1}{\beta \sigma_{B}^{2}}+1\right), \quad 1 / \delta_{3} \leq \mathcal{O}\left(\beta+\frac{L^{2}}{\beta \sigma_{B}^{2}}\right)
$$

Then,

$$
\frac{\tilde{\mathcal{L}}_{0}}{\delta_{2}} \leq \mathcal{O}\left(\frac{1}{\beta^{2} \sigma_{B}^{3}}+\frac{1}{\beta \sigma_{B}}\right), \quad \frac{\tilde{\mathcal{L}}_{0}}{\delta_{3}} \leq \mathcal{O}\left(\frac{1}{\sigma_{B}^{2}}+\beta+\frac{L^{2}}{\beta^{2} \sigma_{B}^{4}}+\frac{L^{2}}{\beta \sigma_{B}^{2}}\right)
$$

Therefore, the conclusion of the corollary follows by combining the above bounds with Theorem 2.1.

We now make a few remarks about Corollary 2.2. First, the larger $\beta$ is, the smaller the bounds on $\left\|R_{j}^{\lambda}\right\|$ and $\left\|\Delta x_{j}\right\|_{G}$, and the larger the one on $\left\|R_{j}^{y}\right\|$ become. Second, the assumption that $\left(x_{0}, y_{0}\right)$ is a feasible point for (1) in the above corolllary is not crucial. Without this assumption, the dependency of the above bounds on $\beta$ would change since now $\tilde{\mathcal{L}_{0}}$ would be $\mathcal{O}\left(\eta_{0}+\beta\right)$ instead of $\mathcal{O}\left(\eta_{0}+1\right)$.

## 3 Proof of Theorem 2.1

This section gives the proof of Theorem 2.1.
We first establish a few technical lemmas. The first one describes a set of inclusions/equations satisfied by the sequence $\left\{\left(x_{k}, y_{k}, \lambda_{k}\right)\right\}$ generated by the proximal ADMM.
Lemma 3.1. Consider the sequence $\left\{\left(x_{k}, y_{k}, \lambda_{k}\right)\right\}$ generated by the proximal ADMM and let $\left\{\hat{\lambda}_{k}\right\}$ as defined in (16). Then, for every $k \geq 1$, the following inclusions hold:

$$
\begin{align*}
& 0 \in\left[\partial f\left(x_{k}\right)-A^{*} \hat{\lambda}_{k}\right]+G\left(x_{k}-x_{k-1}\right),  \tag{19}\\
& 0=\left[\nabla g\left(y_{k}\right)-B^{*} \hat{\lambda}_{k}\right]+\beta B^{*} B\left(y_{k}-y_{k-1}\right)+\tau\left(y_{k}-y_{k-1}\right),  \tag{20}\\
& 0=\left[A x_{k}+B y_{k}-b\right]+\frac{1}{\theta \beta}\left(\lambda_{k}-\lambda_{k-1}\right) . \tag{21}
\end{align*}
$$

Proof. The optimality conditions for (8) and (9) imply that

$$
\begin{aligned}
& 0 \in \partial f\left(x_{k}\right)-A^{*}\left(\lambda_{k-1}-\beta\left(A x_{k}+B y_{k-1}-b\right)\right)+G\left(x_{k}-x_{k-1}\right), \\
& 0=\nabla g\left(y_{k}\right)-B^{*}\left(\lambda_{k-1}-\beta\left(A x_{k}+B y_{k}-b\right)\right)+\tau\left(y_{k}-y_{k-1}\right),
\end{aligned}
$$

respectively. These relations combined with (16) immediately yield (19) and (20). Relation (21) follows immediately from (10).

The following lemma provides a recursive relation for the sequence $\left\{\Delta \lambda_{k}\right\}$.
Lemma 3.2. Let $\Delta y_{0} \in \mathbb{R}^{p}$ and $\Delta \lambda_{0} \in \mathbb{R}^{m}$ be such that

$$
\begin{equation*}
\tau \Delta y_{0}+(1-1 / \theta) B^{*} \Delta \lambda_{0}=B^{*} \lambda_{0}-\nabla g\left(y_{0}\right) \tag{22}
\end{equation*}
$$

Then, for every $k \geq 1$, we have

$$
\begin{equation*}
B^{*} \Delta \lambda_{k}=(1-\theta) B^{*} \Delta \lambda_{k-1}+\theta u_{k} \tag{23}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{k}=\nabla g\left(y_{k}\right)-\nabla g\left(y_{k-1}\right)+\tau\left(\Delta y_{k}-\Delta y_{k-1}\right) . \tag{24}
\end{equation*}
$$

Proof. Using (16) and (21) we easily see that

$$
\theta \hat{\lambda}_{k}:=\lambda_{k}+(\theta-1) \lambda_{k-1}+\beta \theta B\left(y_{k}-y_{k-1}\right), \quad \forall k \geq 1
$$

This expression together with (20) then imply that

$$
\begin{equation*}
B^{*} \lambda_{k}=(1-\theta) B^{*} \lambda_{k-1}+\theta\left[\nabla g\left(y_{k}\right)+\tau \Delta y_{k}\right] \quad \forall k \geq 1 . \tag{25}
\end{equation*}
$$

Hence, in view of (24), relation (23) holds for every $k \geq 2$. Also, (24) and (25) both with $k=1$ imply that

$$
B^{*} \Delta \lambda_{1}=B^{*}\left(\lambda_{1}-\lambda_{0}\right)=-\theta B^{*} \lambda_{0}+\theta\left[\nabla g\left(y_{1}\right)+\tau \Delta y_{1}\right]=-\theta B^{*} \lambda_{0}+\theta\left[u_{1}+\nabla g\left(y_{0}\right)+\tau \Delta y_{0}\right]
$$

which, together with the definition of $\Delta y_{0}$ in (22), shows that (23) also holds for $k=1$.

The next lemma describes how the sequence $\left\{\left(x_{k}, y_{k}, \lambda_{k}\right)\right\}$ affects the value of the augmented Lagrangian function defined in (4).

Lemma 3.3. For every $k \geq 1$, we have
(a) $\mathcal{L}_{\beta}\left(x_{k}, y_{k-1}, \lambda_{k-1}\right)-\mathcal{L}_{\beta}\left(x_{k-1}, y_{k-1}, \lambda_{k-1}\right) \leq-\left\|\Delta x_{k}\right\|_{G}^{2} / 2 ;$
(b) $\mathcal{L}_{\beta}\left(x_{k}, y_{k}, \lambda_{k-1}\right)-\mathcal{L}_{\beta}\left(x_{k}, y_{k-1}, \lambda_{k-1}\right) \leq(\tilde{L} / 2)\left\|\Delta y_{k}\right\|^{2}-(\beta / 2)\left\|B \Delta y_{k}\right\|^{2}-\tau\left\|\Delta y_{k}\right\|^{2}$;
(c) $\mathcal{L}_{\beta}\left(x_{k}, y_{k}, \lambda_{k}\right)-\mathcal{L}_{\beta}\left(x_{k}, y_{k}, \lambda_{k-1}\right)=[1 /(\theta \beta)]\left\|\Delta \lambda_{k}\right\|^{2}$.

Proof. (a) In view of (8), we have $\mathcal{L}_{\beta}\left(x_{k}, y_{k-1}, \lambda_{k-1}\right)+\left\|x_{k}-x_{k-1}\right\|_{G}^{2} / 2 \leq \mathcal{L}_{\beta}\left(x_{k-1}, y_{k-1}, \lambda_{k-1}\right)$, which, combined with the identity $\Delta x_{k}=x_{k}-x_{k-1}$, proves (a).
(b) Observe that the objective function of (9) has the form

$$
\begin{equation*}
\mathcal{L}_{\beta}\left(x_{k}, \cdot, \lambda_{k-1}\right)+\frac{\tau}{2}\left\|\cdot-y_{k-1}\right\|^{2}=(g+q)(\cdot) \tag{26}
\end{equation*}
$$

where $q$ is a quadratic function whose Hessian is $Q=\beta B^{*} B+\tau I$. Since $Q-\tilde{L} I \succ 0$ in view of (7), and condition (A3) implies that $g$ is a proper lower semi-continuous such that $g+\tilde{L}\|\cdot\|^{2}$ is convex, it follows from inequality (37) of Lemma A. 1 with $y=y_{k-1}$ and $\bar{y}=y_{k}$ that

$$
(g+q)\left(y_{k-1}\right) \geq(g+q)\left(y_{k}\right)+\frac{\beta}{2}\left\|B\left(y_{k-1}-y_{k}\right)\right\|^{2}+\frac{\tau}{2}\left\|y_{k-1}-y_{k}\right\|^{2}-\frac{\tilde{L}}{2}\left\|y_{k-1}-y_{k}\right\|^{2},
$$

which together with (26) immediately implies (b).
(c) This statement follows from (10), the identity $\Delta \lambda_{k}=\lambda_{k}-\lambda_{k-1}$ and the fact that (4) implies that

$$
\mathcal{L}_{\beta}\left(x_{k}, y_{k}, \lambda_{k}\right)=\mathcal{L}_{\beta}\left(x_{k}, y_{k}, \lambda_{k-1}\right)-\left\langle\lambda_{k}-\lambda_{k-1}, A x_{k}+B y_{k}-b\right\rangle .
$$

Our goal now is to show that a certain sequence associated with $\left\{\mathcal{L}_{\beta}\left(x_{k}, y_{k}, \lambda_{k}\right)\right\}$ is monotonically decreasing, namely, the sequence $\left\{\hat{\mathcal{L}}_{k}\right\}$ defined as

$$
\begin{equation*}
\hat{\mathcal{L}}_{k}:=\mathcal{L}_{\beta}\left(x_{k}, y_{k}, \lambda_{k}\right)+\eta_{k} \quad \forall k \geq 0 \tag{27}
\end{equation*}
$$

where

$$
\begin{equation*}
\eta_{k}:=\frac{c_{1}}{2}\left\|B^{*} \Delta \lambda_{k}\right\|^{2}+\frac{\beta}{4}\left\|B \Delta y_{k}\right\|^{2} \quad \forall k \geq 1 \tag{28}
\end{equation*}
$$

and $\eta_{0}=\eta_{0}\left(y_{0}, \lambda_{0}\right)$ and $c_{1}$ are as defined in (12) and (13), respectively.
Before establishing the monotonicity property of the above sequence, we state three technical results. The first one describes an upper bound on $\hat{\mathcal{L}}_{k}-\hat{\mathcal{L}}_{k-1}$ in terms of three quantities related to $\left\{\Delta x_{k}\right\},\left\{\Delta \lambda_{k}\right\}$ and $\left\{\Delta y_{k}\right\}$, respectively.

Lemma 3.4. For every $k \geq 1$,

$$
\begin{equation*}
\hat{\mathcal{L}}_{k}-\hat{\mathcal{L}}_{k-1} \leq-\frac{1}{2}\left\|\Delta x_{k}\right\|_{G}^{2}+\Theta_{k}^{1}+\Theta_{k}^{2} \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
\Theta_{k}^{1}:=\frac{1}{\beta \theta}\left\|\Delta \lambda_{k}\right\|^{2}+\frac{c_{1}}{2}\left(\left\|B^{*} \Delta \lambda_{k}\right\|^{2}-\left\|B^{*} \Delta \lambda_{k-1}\right\|^{2}\right) \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
\Theta_{k}^{2}:=\left(\frac{\tilde{L}}{2}-\tau\right)\left\|\Delta y_{k}\right\|^{2}-\frac{\beta}{4}\left(\left\|B \Delta y_{k-1}\right\|^{2}+\left\|B \Delta y_{k}\right\|^{2}\right) \tag{31}
\end{equation*}
$$

where $c_{1}$ is defined in (13).
Proof. The lemma follows by adding the three inequalities given in statements (a), (b) and (c) of the previous lemma and using the definition of $\hat{\mathcal{L}}_{k}$ in (27).

The next two results combined provide an upper bound for $\Theta_{k}^{1}$ in terms of the sequence $\left\{\Delta y_{k}\right\}$.

Lemma 3.5. Let $u_{k}$ and $\Theta_{k}^{1}$ be as in (24) and (30), respectively. Then,

$$
\Theta_{k}^{1} \leq \frac{\gamma}{\beta \sigma_{B}}\left\|u_{k}\right\|^{2}
$$

where $\gamma$ is defined in (5).
Proof. Assumption (A1) clearly implies that $\Delta \lambda_{k}=-\beta \theta\left(A x_{k}+B y_{k}-b\right) \in \operatorname{Im}(B)$. Hence, it follows from Lemma A. 2 that

$$
\left\|\Delta \lambda_{k}\right\|=\left\|\mathcal{P}_{B}\left(\Delta \lambda_{k}\right)\right\| \leq \frac{1}{\sqrt{\sigma_{B}}}\left\|B^{*} \Delta \lambda_{k}\right\|
$$

where $\mathcal{P}_{B}(\cdot)$ is defined in Subsection 1.1. Hence, in view of (23) and (30), we have

$$
\begin{aligned}
\Theta_{k}^{1} & \leq \frac{1}{\beta \theta \sigma_{B}}\left\|B^{*} \Delta \lambda_{k}\right\|^{2}+\frac{c_{1}}{2}\left(\left\|B^{*} \Delta \lambda_{k}\right\|^{2}-\left\|B^{*} \Delta \lambda_{k-1}\right\|^{2}\right) \\
& =\left(\frac{1}{\beta \theta \sigma_{B}}+\frac{c_{1}}{2}\right)\left\|(1-\theta) B^{*} \Delta \lambda_{k-1}+\theta u_{k}\right\|^{2}-\frac{c_{1}}{2}\left\|B^{*} \Delta \lambda_{k-1}\right\|^{2}
\end{aligned}
$$

Note that if $\theta=1$, then (13) implies that $c_{1}=0$ and the above inequality implies the conclusion of the lemma. We will now establish the conclusion of the lemma for the case in which $\theta \neq 1$. The previous inequality together with the relation $\left\|s_{1}+s_{2}\right\|^{2} \leq(1+t)\left\|s_{1}\right\|^{2}+(1+1 / t)\left\|s_{2}\right\|^{2}$ which holds for every $s_{1}, s_{2} \in \mathbb{R}^{m}$ and $t>0$ yield

$$
\begin{aligned}
\Theta_{k}^{1} & \leq\left(\frac{1}{\beta \theta \sigma_{B}}+\frac{c_{1}}{2}\right)\left[(1+t)(\theta-1)^{2}\left\|B^{*} \Delta \lambda_{k-1}\right\|^{2}+\left(1+\frac{1}{t}\right) \theta^{2}\left\|u_{k}\right\|^{2}\right]-\frac{c_{1}}{2}\left\|B^{*} \Delta \lambda_{k-1}\right\|^{2} \\
& =\left[\left(\frac{1}{\beta \theta \sigma_{B}}+\frac{c_{1}}{2}\right)(1+t)(\theta-1)^{2}-\frac{c_{1}}{2}\right]\left\|B^{*} \Delta \lambda_{k-1}\right\|^{2}+\left(\frac{1}{\beta \theta \sigma_{B}}+\frac{c_{1}}{2}\right)\left(1+\frac{1}{t}\right) \theta^{2}\left\|u_{k}\right\|^{2} \\
& =\left\{\frac{(1+t)(\theta-1)^{2}}{\beta \theta \sigma_{B}}-\left[1-(1+t)(\theta-1)^{2}\right] \frac{c_{1}}{2}\right\}\left\|B^{*} \Delta \lambda_{k-1}\right\|^{2}+\left(\frac{1}{\beta \theta \sigma_{B}}+\frac{c_{1}}{2}\right)\left(1+\frac{1}{t}\right) \theta^{2}\left\|u_{k}\right\|^{2} .
\end{aligned}
$$

Using the above expression with $t=-1+1 /|\theta-1|$ and noting that $t>0$ in view of the assumption that $\theta \in(0,2)$, we conclude that

$$
\begin{aligned}
\Theta_{k}^{1} & \leq\left[\frac{1}{\beta \theta \sigma_{B}}|\theta-1|-(1-|\theta-1|) \frac{c_{1}}{2}\right]\left\|B^{*} \Delta \lambda_{k-1}\right\|^{2}+\left(\frac{1}{\beta \theta \sigma_{B}}+\frac{c_{1}}{2}\right) \frac{\theta^{2}}{1-|\theta-1|}\left\|u_{k}\right\|^{2} \\
& =\frac{1}{\beta \theta \sigma_{B}}\left(1+\frac{|\theta-1|}{1-|\theta-1|}\right) \frac{\theta^{2}}{1-|\theta-1|}\left\|u_{k}\right\|^{2}
\end{aligned}
$$

where the last equality is due to (13). Hence, in view of (5), the conclusion of the lemma follows.
Lemma 3.6. The vector $u_{k}$ defined in (24) satisfies

$$
\left\|u_{k}\right\|^{2} \leq 2 L^{2}\left\|\Delta y_{k}\right\|^{2}+\frac{4 \tau^{2}}{\sigma_{B}}\left(\left\|B \Delta y_{k}\right\|^{2}+\left\|B \Delta y_{k-1}\right\|^{2}\right)
$$

Proof. Noting that (23) implies that $u_{k} \in \operatorname{Im} B^{*}$ and using assumption (A2) and Lemma A.2, we obtain

$$
\begin{aligned}
\left\|u_{k}\right\|^{2} & =\left\|\mathcal{P}_{B^{*}}\left(u_{k}\right)\right\|^{2}=\left\|\mathcal{P}_{B^{*}}\left(\nabla g\left(y_{k}\right)-\nabla g\left(y_{k-1}\right)\right)+\tau \mathcal{P}_{B^{*}}\left(\Delta y_{k}-\Delta y_{k-1}\right)\right\|^{2} \\
& \leq\left[L\left\|\Delta y_{k}\right\|+\frac{\tau}{\sqrt{\sigma_{B}}}\left\|B \Delta y_{k}-B \Delta y_{k-1}\right\|\right]^{2} \leq 2 L^{2}\left\|\Delta y_{k}\right\|^{2}+\frac{2 \tau^{2}}{\sigma_{B}}\left(\left\|B \Delta y_{k}\right\|+\left\|B \Delta y_{k-1}\right\|\right)^{2} \\
& \leq 2 L^{2}\left\|\Delta y_{k}\right\|^{2}+\frac{4 \tau^{2}}{\sigma_{B}}\left(\left\|B \Delta y_{k}\right\|^{2}+\left\|B \Delta y_{k-1}\right\|^{2}\right)
\end{aligned}
$$

where the last two inequalities follow from the Cauchy-Schwarz inequality and the relation $\left(s_{1}+s_{2}\right)^{2} \leq 2 s_{1}^{2}+2 s_{2}^{2}$ for $s_{1}, s_{2} \in \mathbb{R}$.

Finally, the next proposition shows that the sequence $\left\{\hat{\mathcal{L}}_{k}\right\}$ decreases.
Proposition 3.7. The sequence $\left\{\left(x_{k}, y_{k}, \lambda_{k}\right)\right\}$ generated by the proximal ADMM satisfies

$$
\hat{\mathcal{L}}_{k}-\hat{\mathcal{L}}_{k-1} \leq-\frac{1}{2}\left\|\Delta x_{k}\right\|_{G}^{2}-\delta_{1}\left\|B \Delta y_{k-1}\right\|^{2}-\delta_{2}\left\|\Delta y_{k}\right\|^{2} \quad \forall k \geq 1
$$

where $\hat{\mathcal{L}}_{k}$ is defined in (27), and $\delta_{1}$ and $\delta_{2}$ are defined in (6).
Proof. It follows from Lemmas 3.5 and 3.6 that

$$
\Theta_{k}^{1} \leq \frac{2 \gamma L^{2}}{\beta \sigma_{B}}\left\|\Delta y_{k}\right\|^{2}+\frac{4 \gamma \tau^{2}}{\beta \sigma_{B}^{2}}\left(\left\|B \Delta y_{k-1}\right\|^{2}+\left\|B \Delta y_{k}\right\|^{2}\right)
$$

and hence, in view of (31), we have

$$
\begin{aligned}
\Theta_{k}^{1}+\Theta_{k}^{2} & \leq\left(\frac{4 \gamma \tau^{2}}{\beta \sigma_{B}^{2}}-\frac{\beta}{4}\right)\left\|B \Delta y_{k-1}\right\|^{2}+\left(\frac{2 \gamma L^{2}}{\beta \sigma_{B}}+\frac{\tilde{L}}{2}-\tau\right)\left\|\Delta y_{k}\right\|+\left(\frac{4 \gamma \tau^{2}}{\beta \sigma_{B}^{2}}-\frac{\beta}{4}\right)\left\|B \Delta y_{k}\right\|^{2} \\
& =-\delta_{1}\left\|B \Delta y_{k-1}\right\|^{2}+\left\langle\left[\left(\frac{2 \gamma L^{2}}{\beta \sigma_{B}}+\frac{\tilde{L}}{2}-\tau\right) I-\delta_{1} B^{*} B\right] \Delta y_{k}, \Delta y_{k}\right\rangle \\
& \leq-\delta_{1}\left\|B \Delta y_{k-1}\right\|^{2}-\delta_{2}\left\|\Delta y_{k}\right\|^{2}
\end{aligned}
$$

where the last inequality is due to the definition of $\delta_{2}$ in (18). Hence, the result follows due to (29).

The next three lemmas show how to obtain convergence rate bounds for the quantities $\left\|\Delta x_{j}\right\|_{G},\left\|\Delta y_{j}\right\|$ and $\left\|\Delta \lambda_{j}\right\|$ with the aid of Proposition 3.7. The first one shows that $\left\{\hat{\mathcal{L}}_{k}\right\}$ is bounded below.
Lemma 3.8. For every $k \geq 1$, we have $\hat{\mathcal{L}}_{k} \geq \overline{\mathcal{L}}$ where $\hat{\mathcal{L}}_{k}$ and $\overline{\mathcal{L}}$ are as in (27) and (A4), respectively.
Proof. Assume for contradiction that there exists an index $k_{0} \geq 0$ such that $\hat{\mathcal{L}}_{k_{0}+1}<\overline{\mathcal{L}}$. Since $\left\{\hat{\mathcal{L}}_{k}\right\}$ is decreasing (see Proposition 3.7), we obtain

$$
\sum_{k=1}^{j}\left(\hat{\mathcal{L}}_{k}-\overline{\mathcal{L}}\right) \leq \sum_{k=1}^{k_{0}}\left(\hat{\mathcal{L}}_{k}-\overline{\mathcal{L}}\right)+\left(j-k_{0}\right)\left(\hat{\mathcal{L}}_{k_{0}+1}-\overline{\mathcal{L}}\right) \quad \forall j>k_{0}
$$

and hence

$$
\lim _{j \rightarrow \infty} \sum_{k=1}^{j}\left(\hat{\mathcal{L}}_{k}-\overline{\mathcal{L}}\right)=-\infty .
$$

On the other hand, (4), (10), (27) and assumption (A4) imply that

$$
\begin{aligned}
\hat{\mathcal{L}}_{k} & =\mathcal{L}_{\beta}\left(x_{k}, y_{k}, \lambda_{k}\right)+\eta_{k} \geq \mathcal{L}_{\beta}\left(x_{k}, y_{k}, \lambda_{k}\right) \geq \mathcal{L}_{\bar{\beta}}\left(x_{k}, y_{k}, \lambda_{k}\right) \\
& =f\left(x_{k}\right)+g\left(y_{k}\right)+\frac{\bar{\beta}}{2}\left\|A x_{k}+B y_{k}-b\right\|^{2}+\frac{1}{\beta \theta}\left\langle\lambda_{k}, \lambda_{k}-\lambda_{k-1}\right\rangle \\
& \geq \overline{\mathcal{L}}+\frac{1}{2 \beta \theta}\left(\left\|\lambda_{k}\right\|^{2}-\left\|\lambda_{k-1}\right\|^{2}+\left\|\lambda_{k}-\lambda_{k-1}\right\|^{2}\right) \geq \overline{\mathcal{L}}+\frac{1}{2 \beta \theta}\left(\left\|\lambda_{k}\right\|^{2}-\left\|\lambda_{k-1}\right\|^{2}\right)
\end{aligned}
$$

and hence that

$$
\sum_{k=1}^{j}\left(\hat{\mathcal{L}}_{k}-\overline{\mathcal{L}}\right) \geq \frac{1}{2 \beta \theta}\left(\left\|\lambda_{j}\right\|^{2}-\left\|\lambda_{0}\right\|^{2}\right) \geq-\frac{1}{2 \beta \theta}\left\|\lambda_{0}\right\|^{2} \quad \forall j \geq 1
$$

which yields the desired contradiction.
Lemma 3.9. For every $k \geq 1$, we have

$$
\begin{equation*}
\sum_{j=1}^{k}\left(\frac{1}{2}\left\|\Delta x_{j}\right\|_{G}^{2}+\delta_{1}\left\|B \Delta y_{j-1}\right\|^{2}+\delta_{2}\left\|\Delta y_{j}\right\|^{2}+\delta_{3}\left\|\Delta \lambda_{j}\right\|^{2}\right) \leq 2 \tilde{\mathcal{L}}_{0} \tag{32}
\end{equation*}
$$

where $\delta_{1}, \delta_{2}$ and $\delta_{3}$ are as defined in (6) and (18), and $\tilde{\mathcal{L}}_{0}$ is as in (14).
Proof. First note that Proposition 3.7 together with Lemma 3.8 yield, for every $k \geq 1$,

$$
\begin{equation*}
\sum_{j=1}^{k}\left(\frac{1}{2}\left\|\Delta x_{j}\right\|_{G}^{2}+\delta_{1}\left\|B \Delta y_{j-1}\right\|^{2}+\delta_{2}\left\|\Delta y_{j}\right\|^{2}\right) \leq \tilde{\mathcal{L}}_{0} \tag{33}
\end{equation*}
$$

which, in particular, implies that

$$
\begin{equation*}
\sum_{j=0}^{k}\left\|B \Delta y_{j}\right\|^{2} \leq \frac{\tilde{\mathcal{L}}_{0}}{\delta_{1}}, \quad \sum_{j=1}^{k}\left\|\Delta y_{j}\right\|^{2} \leq \frac{\tilde{\mathcal{L}}_{0}}{\delta_{2}} \tag{34}
\end{equation*}
$$

Due to (33), in order to prove (32), it suffices to show that

$$
\begin{equation*}
\sum_{j=1}^{k}\left\|\Delta \lambda_{j}\right\|^{2} \leq \frac{1}{\delta_{3}} \tilde{\mathcal{L}}_{0} \tag{35}
\end{equation*}
$$

Then, in the remaining part of the proof we will show that (35) holds. By rewriting (30), we have

$$
\left\|\Delta \lambda_{k}\right\|^{2}=\beta \theta\left[\frac{c_{1}}{2}\left(\left\|B^{*} \Delta \lambda_{k-1}\right\|^{2}-\left\|B^{*} \Delta \lambda_{k}\right\|^{2}\right)+\Theta_{k}^{1}\right] \quad \forall k \geq 1
$$

where $\Delta \lambda_{0}$ is an arbitrary vector satisfying (23). Hence, using (12), we obtain

$$
\begin{aligned}
\sum_{j=1}^{k}\left\|\Delta \lambda_{j}\right\|^{2} & \leq \beta \theta\left[\frac{c_{1}}{2}\left\|B^{*} \Delta \lambda_{0}\right\|^{2}+\sum_{j=1}^{k} \Theta_{j}^{1}\right] \leq \beta \theta \eta_{0}+\frac{\theta \gamma}{\sigma_{B}} \sum_{j=1}^{k}\left\|u_{j}\right\|^{2} \\
& \leq \beta \theta \eta_{0}+\sum_{j=1}^{k} \frac{2 \gamma \theta L^{2}}{\sigma_{B}}\left\|\Delta y_{j}\right\|^{2}+\frac{4 \theta \gamma \tau^{2}}{\sigma_{B}^{2}} \sum_{j=1}^{k}\left(\left\|B \Delta y_{j-1}\right\|^{2}+\left\|B \Delta y_{j}\right\|^{2}\right) \\
& \leq \beta \theta \eta_{0}+\sum_{j=1}^{k} \frac{2 \gamma \theta L^{2}}{\sigma_{B}}\left\|\Delta y_{j}\right\|^{2}+\sum_{j=0}^{k} \frac{8 \theta \gamma \tau^{2}}{\sigma_{B}^{2}}\left\|B \Delta y_{j}\right\|^{2} \\
& \leq \frac{\beta \theta \eta_{0} \tilde{\mathcal{L}}_{0}}{\tilde{\mathcal{L}}_{0}}+\frac{2 \theta \gamma L^{2}}{\sigma_{B}} \frac{\tilde{\mathcal{L}}_{0}}{\delta_{2}}+\frac{8 \theta \gamma \tau^{2}}{\sigma_{B}^{2}} \frac{\tilde{\mathcal{L}}_{0}}{\delta_{1}} \\
& \leq\left(\frac{\beta \theta \eta_{0}}{\tilde{\mathcal{L}}_{0}}+\frac{2 \theta \gamma L^{2}}{\delta_{2} \sigma_{B}}+\frac{8 \theta \gamma \tau^{2}}{\delta_{1} \sigma_{B}^{2}}\right) \tilde{\mathcal{L}}_{0}
\end{aligned}
$$

where the fifth inequality is due to (34). Hence, (35) follows from the last inequality combined with the definition of $\delta_{3}$ in (18), and then the proof is concluded.

Lemma 3.10. For every $k \geq 1$, there exists $j \leq k$ such that

$$
\left\|\Delta x_{j}\right\|_{G} \leq 2 \sqrt{\frac{\tilde{\mathcal{L}}_{0}}{k}}, \quad\left\|\Delta y_{j}\right\| \leq \sqrt{\frac{2 \tilde{\mathcal{L}}_{0}}{\delta_{2} k}}, \quad\left\|\Delta \lambda_{j}\right\| \leq \sqrt{\frac{2 \tilde{\mathcal{L}}_{0}}{\delta_{3} k}}
$$

where $\tilde{\mathcal{L}}_{0}, \delta_{2}$ and $\delta_{3}$ are as defined in (14), (6) and (18), respectively.
Proof. The proof of this result follows directly from Lemma 3.9.

We are now ready to prove Theorem 2.1.
Proof of Theorem 2.1: First note that the inclusion (17) follows immediately from (19). Also, taking into account (15), we obtain from (20) and (21) that

$$
R_{k}^{y}=-\left(\beta B^{*} B+\tau\right) \Delta y_{k}, \quad R_{k}^{\lambda}=-\frac{1}{\beta \theta} \Delta \lambda_{k}
$$

Hence, to end the proof, just combine the above identities with Lemma 3.10.

## A Auxiliary Results

This section presents some auxiliary results which are used in our presentation.
Lemma A.1. Assume that, for some $\tilde{L} \geq 0, g: \mathbb{R}^{p} \rightarrow[-\infty, \infty]$ is a proper lower semicontinuous function such that $g(\cdot)+\tilde{L}\|\cdot\|^{2} / 2$ is convex and that $q(\cdot)$ is a quadratic function whose Hessian $Q \in \mathbb{R}^{p \times p}$ satisfies $Q-\tilde{L} I \succ 0$. Then, the problem

$$
\begin{equation*}
\min \left\{(g+q)(y): y \in \mathbb{R}^{p}\right\} \tag{36}
\end{equation*}
$$

has a unique optimal solution $\bar{y}$ and

$$
\begin{equation*}
(g+q)(y) \geq(g+q)(\bar{y})+\frac{1}{2}\|y-\bar{y}\|_{Q}^{2}-\frac{\tilde{L}}{2}\|y-\bar{y}\|^{2} \quad \forall y \in \mathbb{R}^{p} \tag{37}
\end{equation*}
$$

Proof. Define $\tilde{g}:=g+\tilde{L}\|\cdot\|^{2} / 2, \tilde{q}=q-\tilde{L}\|\cdot\|^{2} / 2$ and $\tilde{Q}=Q-\tilde{L} I$. Clearly, $\tilde{g}$ is a proper lower semi-continuous convex function and $\tilde{q}$ is a strongly convex quadratic function whose Hessian is $\tilde{Q} \succ 0$. Since $g+q=\tilde{g}+\tilde{q}$, we conclude that the objective function of (36) is strongly convex, and hence that the first statement of the lemma follows. Moreover, we have

$$
0 \in \partial(g+q)(\bar{y})=\partial(\tilde{g}+\tilde{q})(\bar{y})=\partial \tilde{g}(\bar{y})+\nabla \tilde{q}(\bar{y})
$$

and hence

$$
\tilde{g}(y) \geq \tilde{g}(\bar{y})-\langle\nabla \tilde{q}(\bar{y}), y-\bar{y}\rangle \quad \forall y \in \mathbb{R}^{p} .
$$

On the other hand, the fact that $\tilde{q}$ is a quadratic function implies that

$$
\tilde{q}(y)=\tilde{q}(\bar{y})+\langle\nabla \tilde{q}(\bar{y}), y-\bar{y}\rangle+\frac{1}{2}\|y-\bar{y}\|_{\tilde{Q}}^{2} \quad \forall y \in \mathbb{R}^{p} .
$$

Adding the above two relations, and using the fact that $g+q=\tilde{g}+\tilde{q}$ and the definition of $\tilde{Q}$, we conclude that (37) holds.

Lemma A.2. Let $S \in \mathbb{R}^{n \times p}$ be a non-zero matrix and let $\sigma_{S}$ denote the smallest positive eigenvalue of $S S^{*}$. Then, for every $u \in \mathbb{R}^{p}$, there holds

$$
\left\|\mathcal{P}_{S^{*}}(u)\right\| \leq \frac{1}{\sqrt{\sigma_{S}}}\|S u\|
$$

Proof. Let $r$ denote the rank of $S$ and let $S=R \Lambda Q^{*}$ be a partial singular-value decomposition of $S$ where $R \in \mathbb{R}^{n \times r}$ is such that $R^{*} R=I, Q \in \mathbb{R}^{p \times r}$ is such that $Q^{*} Q=I$ and $\Lambda \in \mathbb{R}^{r \times r}$ is a positive diagonal matrix. It is easy to see that

$$
\begin{equation*}
\left\|\mathcal{P}_{S^{*}}(u)\right\|=\left\|\mathcal{P}_{Q}(u)\right\|=\left\|Q\left(Q^{*} Q\right)^{-1} Q^{*} u\right\|=\left\|Q^{*} u\right\| \quad \forall u \in \mathbb{R}^{p} \tag{38}
\end{equation*}
$$

Moreover, we have

$$
\left\|Q^{*} u\right\|=\left\|\Lambda^{-1} \Lambda Q u\right\| \leq\left\|\Lambda^{-1}\right\|\left\|\Lambda Q^{*} u\right\|=\left\|\Lambda^{-1}\right\|\left\|R \Lambda Q^{*} u\right\|=\left\|\Lambda^{-1}\right\|\|S u\| \quad \forall u \in \mathbb{R}^{p} .
$$

The result now follows from the above two relations and the fact that $\left\|\Lambda^{-1}\right\|=1 / \sqrt{\sigma_{S}}$.
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