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Abstract

Given a nonsmooth, nonconvex minimization problem, we consider algorithms that
iteratively sample and minimize stochastic convex models of the objective function.
Assuming that the one-sided approximation quality and the variation of the models is
controlled by a Bregman divergence, we show that the scheme drives a natural station-
arity measure to zero at the rate O(k~'/4). Under additional convexity and relative
strong convexity assumptions, the function values converge to the minimum at the rate
of O(k=1/2) and O(k™'), respectively. We discuss consequences for stochastic proximal
point, mirror descent, regularized Gauss-Newton, and saddle point algorithms.

1 Introduction

Common stochastic optimization algorithms proceed as follows. Given an iterate x;, the
method samples a model of the objective function formed at x; and declares the next it-
erate to be a minimizer of the model regularized by a proximal term. Stochastic proximal
point, proximal subgradient, and Gauss-Newton type methods are common examples. Let
us formalize this viewpoint, following |15]. Namely, consider the optimization problem

ireli{% F(z) = f(z) +r(x). (1.1)

where the function r: RY — RU{co} is closed and convex and the only access to f: R — R
is by sampling a stochastic one-sided model. That is, for every point z, there exists a family of
models f,(+, &) of f, indexed by a random variable £ ~ P. This setup immediately motivates
the following algorithm, analyzed in [15]:

Sample & ~ P,

. 1 2 ) (12>
Set x4y = argmin < fy,(z,&) +r(z) + %Hm — |5
T t
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where 7; > 0 is an appropriate control sequence that governs the step-size of the algorithm.

Some thought shows that convergence guarantees of the method (1.2]) should rely at
least on two factors: (i) control over the approximation quality, f.(-,&) — f(-), and (i)
growth /stability properties of the individual models f,(-,£). With this in mind, the paper [15]
isolates the following assumptions:

-
Ee[fo(z, )] = f(z)  and  Eelfo(y.&) = fW] < 5lly—zlz  Va,y, (1.3)
and there exists a square integrable function L(-) satisfying

Condition simply says that in expectation, the model f,(+,£) must globally lower bound
f(+) up to a quadratic error, while agreeing with f at the base point x; when holds, the
paper [15] calls the assignment (z,y,&) — f.(y,£) a stochastic one-sided model of f. Prop-
erty , in contrast, asserts a Lipschitz type property of the individual models fx(',ﬁ).ﬂ
The main result of [15] shows that under these assumption, the scheme drives a natural
stationarity measure of the problem to zero at the rate O(k~/*). Indeed, the stationarity
measure is simply the gradient of the Moreau envelope

Fy(x) = il;f{F(y)ﬂL%IIy—fEH%}, (1.5)

where A > 0 is a smoothing parameter on the order of 7.

The assumptions and are perfectly aligned with existing literature. Indeed,
common first-order algorithms rely on global Lipschitz continuity of the objective function
or of its gradient; see for example the monographs [5]31}33]. Recent work [2,[8,26,129,130], in
contrast, has emphasized that global Lipschitz assumptions can easily fail for well-structured
problems. Nonetheless, these papers show that it is indeed possible to develop efficient
algorithms even without the global Lipschitz assumption. The key idea, originating in [2|
29,130, is to model errors in approximation by a Bregman divergence, instead of a norm.
The ability to deal with problems that are not globally Lipschitz is especially important
in stochastic nonconvex settings, where line-search strategies that exploit local Lipschitz
continuity are not well-developed.

Motivated by the recent work on relative continuity/smoothness [2,29,30], we extend the
results of [15] to non-globally Lipschitzian settings. Formally, we simply replace the squared
norm ;|| - ||* in the displayed equations (1.2)-(1.5) by a Bregman divergence

Dy (y,r) = ®(y) — ®(x) — (VO(z),y — 2),

generated by a Legendre function ®. With this modification and under mild technical con-
ditions, we will show that algorithm drives the gradient of the Bregman envelope ({1.5))
to zero at the rate O(k~'/4), where the size of the gradient is measured in the local norm in-
duced by ®. As a consequence, we obtain new convergence guarantees for stochastic proximal

IThe stated assumption (A4) in [15] is stronger than ([T.4]); however, a quick look at the arguments shows
that property (|1.4) suffices to obtain essentially the same convergence guarantees.



point, mirror descent?] and regularized Gauss-Newton methods, as well as for an elementary
algorithm for stochastic saddle point problems. Perhaps the most important application
arena is when the functional components of the problem grow at a polynomial rate. In this
setting, we present a simple Legendre function ® that satisfies the necessary assumptions for
the convergence guarantees to take hold. We also note that the stochastic mirror descent
algorithm that we present here does not require mini-batching the gradients, in contrast to
the previous seminal work [24].

When the stochastic models f,(+,§) are themselves convex and globally under-estimate
J in expectation, we prove that the scheme drives the expected functional error to zero at
the rate O(k~1/2). The rate improves to O(k~!) when the regularizer r is pu-strongly convex
relative to @ in the sense of [30]. In the special case of mirror descent, these guarantees
extend the results for convex unconstrained problems in [29] to the proximal setting. Even
specializing to the proximal subgradient method, the convergence guarantees appear to be
different from those available in the literature. Namely, previous complexity estimates [7}20]
depend on the largest norms of the subgradients of r along the iterate sequence, whereas
Theorems [7.2| and [7.4] replace this dependence only by the initial error r(zg) — inf r.

The outline of the manuscript is as follows. Section [2| reviews the relevant concepts of
convex analysis, focusing on Legendre functions and the Bregman divergence. Section
introduces the problem class and the algorithmic framework. This section also interprets
the assumptions made for the stochastic proximal point, mirror descent, and regularized
Gauss-Newton methods, as well as for a stochastic approximation algorithm for saddle point
problems. Section (4] discusses the stationarity measure we use to quantify the rate of conver-
gence. Section [b| contains the complete convergence analysis of the stochastic model-based
algorithm. Section [6] presents a specialized analysis for the mirror descent algorithm when
f is smooth and the stochastic gradient oracle has finite variance. Finally, in Section [7] we
prove convergence rates in terms of function values for stochastic model-based algorithms
under (relative strong) convexity assumptions.

2 Legendre functions and the Bregman divergence

Throughout, we follow standard notation from convex analysis, as set out for example by
Rockafellar [37]. The symbol R? will denote an Euclidean space with inner product (-, -) and
the induced norm ||z]|s = /(z,z). For any set Q@ C R? we let int Q and cl @ denote the
interior and closure of ), respectively. Whenever () is convex, the set ri () is the interior of
Q relative to its affine hull. The effective domain of any function f: R? — RU{oo}, denoted
by dom f, consists of all points where f is finite. Abusing notation slightly, we will use the
symbol dom (V f) to denote the set of all points where f is differentiable.

This work analyzes stochastic model-based minimization algorithms, where the “errors”
are controlled by a Bregman divergence. For wider uses of the Bregman divergence in
first-order methods, we refer the interested reader to the expository articles of Bubeck [10],
Juditsky-Nemirovski [27], and Teboulle [40].

2This work appears on arXiv a month after a preprint of Zhang and He [42], who provide similar conver-
gence guarantees specifically for the stochastic mirror descent algorithm. The results of the two papers were
obtained independently and are complementary to each other.



Henceforth, we fix a Legendre function ®: RY — R U {oo}, meaning:
1. (Convexity) ® is proper, closed, and strictly convex.

2. (Essential smoothness) The domain of ® has nonempty interior, ® is differentiable on
int(dom @), and for any sequence {z;} C int(dom ®) converging to a boundary point
of dom @, it must be the case that [|[V®(zy)| — oo.

Typical examples of Legendre functions are the squared Euclidean norm ®(z) = | z|3,

the Shannon entropy ®(x) = Zle z;log(x;) with dom® = R?, and the Burge function
d(x) = — Z?Zl log(z;) with dom® = R%_ . For more examples, we refer the reader to the
articles |1},3,22,39] and the recent survey [40].

We will often use the observation that the subdifferential of a Legendre function & is
empty on the boundary of its domain [37, Theorem 26.1]:

0P(x) =0  for all z ¢ int(dom ).
The Legendre function ® induces the Bregman divergence
Do(y, ) := (y) — ®(z) — (VO(2),y — z),

for all x € int(dom @), y € dom ®. Notice that since @ is strictly convex, equality Do (y, z) =
0 holds for some z,y € int(dom ®) if and only if ¥y = x. Analysis of algorithms based on
the Bregman divergence typically relies on the following three point inequality; see e.g. [41}
Property 1].

Lemma 2.1 (Three point inequality). Consider a closed convex function g: R — RU{+oo}
satisfying ri(dom g) C int(dom ®). Then for any point z € int(dom ®), any minimizer z* of
the problem

Inxin g(:L‘) + D@(I, Z),

lies in int(dom @), is unique, and satisfies the inequality:
g(z) + Do(x,2) > g(21) + Do(z4, 2) + Do(x, 21 ) Va € dom ®.

Recall that a function f: R? — R U {oo} is called p-weakly convex if the perturbed
function f+ £ - ||3 is convex [34]. By analogy, we will say that f is p-weakly convex relative
to @ if the perturbed function f + p® is convex. This notion is closely related to the relative
smoothness condition introduced in [2,30].

Relative weak convexity, like its classical counterpart, can be caracterized through gener-
alized derivatives. Recall that the Fréchet subdifferential of a function f at a point z € dom f,
denoted df(z), consists of all vectors v € R satisfying

f) = f(z) + (v,y —x) +o(|ly — =||) as Yy — .

The limiting subdifferential of f at x, denoted Jf (), consists of all vectors v € R? such that
there exist sequences z; € R? and vy € Of (x1,) satisfying (zy, f(xx), vr) — (2, f(z),v).



Lemma 2.2 (Subdifferential characterization).
The following are equivalent for any locally Lipschitz function f: R? — R.

1. The function f is p-weakly convex relative to ®.

2. For any x € int(dom @),y € dom P and any v € éf(x), the inequality holds:
fy) = f(x) + (v,y — x) — pDo(y, x). (2.1)
3. For any x € int(dom ®) Ndom (Vf), and any y € dom ®, the inequality holds:

fy) = f(x) + (Vf(x),y = x) = pDa(y, ). (2.2)

If f and ® are C*-smooth on int(dom @), then the three properties above are all equivalent
to
V2f(x) = —pV>®(x) Va € int(dom ). (2.3)

Proof. Define the perturbed function g := f+p®. We prove the implications
in order. To this end, suppose [I] holds. Since g is convex, the subgradient inequality holds:

9(y) > g(z) + (w,y — x) for all 2,y € R, w € dg(x). (2.4)

Taking into account that @ is differentiable on int(dom ®), we deduce dg(z) = df(x) +
pV®(z) for all x € int(dom ®); see e.g. [38, Exercise 8.8]. Rewriting with this in mind
immediately ylelds The implication [2 {I 1s immediate since df () = {V f(z)}, whenever
f is differentiable at x.

Suppose |3 holds. Fix an arbitrary point x € int(dom ®) Ndom (V f). Algebraic manipu-
lation of inequality yields the equivalent description

g(y) > g(x) + (Vf(x) + pVP(2),y — x) for all y € dom ®. (2.5)

It follows that the vector V f(z)+ pV®(x) lies in the convex subdifferential of ¢ at z. Since f
is locally Lipschitz continuous, Rademacher’s theorem shows that dom (V f) has full measure
in R?. In particular, we deduce from that the convex subdifferential of g is nonempty on
a dense subset of int(dom ¢). Taking limits, it quickly follows that the convex subdifferential
of g is nonempty at every point = € int(dom g) Using [9, Exercise 3.1.12(a)], we conclude
that g is convex on int(dom g). Moreover, appealing to the sum rule |38, Exercise 10.10],
we deduce that dg(z) = () for all x ¢ int(dom @), since IP(x) = O for all z ¢ int(dom P).
Therefore Jg is a globally monotone map globally. Appealing to |38, Theorem 12.17], we
conclude that g is a convex function. Thus item [I| holds. This completes the proof of the
equivalences <3

Finally suppose that f and ® are C*-smooth on int(dom ®). Clearly, if f is p-weakly
convex relative to ®, then second-order characterization of convexity of the function g =
f + p® directly implies . Conversely, immediately implies that g is convex on the
interior of its domain. The same argument using |38, Theorem 12.17], as in the implication
=[1] shows that g is convex on all of R?. O



Notice that the setup so far has not relied on any predefined norm. Let us for the moment
make the common assumption that @ is 1-strongly convex relative to some norm || - || on R,
which implies

Da(y,z) = 5lly — z|*. (2.6)

Then using Lemma we deduce that to check that f is p-weakly convex relative to @, it
suffices to verify the inequality

fly) > flx)+ (v,y —x) — gHy —z|)? for all z,y € dom®,v € 9f(z).
Recall that a function f: R? — R is called p-smooth if it satisfies:

IVf(y) = V@)l <plly—=fl  forall z,y € RY,

where ||| is the dual norm. Thus any p-smooth function f is automatically p-weakly convex
relative to ®. Our main result will not require ® to be 1-strongly convex; however, we will
impose this assumption in Section [6] where we augment our guarantees for the stochastic
mirror descent algorithm under a differentiability assumption.

3 The problem class and the algorithm

We are now ready to introduce the problem class considered in this paper. We will be
interested in the optimization problem

min F(z) := f(z) + r(z) (3.1)

T

where
e f:RY = R is a locally Lipschitz function,
o r: RY - RU {oo} is a closed function having a convex domain,

o &: R — R U {oo} is some Legendre function satisfying the compatibility conditions:

ri(domr) C int(dom P) and  J(r+ ®)(x) =0 for all x ¢ int(dom ®). (3.2)

The first two items are standard and mild. The third stipulates that r must be compatible
with ®. In particular, the inclusion ri(domr) C int(dom ®) automatically implies (3.2),
whenever r is convex |37, Theorem 23.8], or more generally whenever a standard qualification
condition holds[]] To simplify notation, henceforth set U := int(dom ®).

3Qualification condition: 9°°r(z) N —Ngoma(z) = {0}, for all z € domr N dom ®; see [38, Proposition
8.12, Corollary 10.9].



3.1 Assumptions and the Algorithm

We now specify the model-based algorithms we will analyze. Fix a probability space (2, F, P)
and equip R? with the Borel c—algebra. To each point # € dom f and each random element
¢ € Q, we associate a stochastic one-sided model f,(-,&) of the function f. Namely, we
assume that there exist 7, p, L > 0 satisfying the following properties.

(A1) (Sampling) It is possible to generate i.i.d. realizations &;,...,{r ~ P

(A2) (One-sided accuracy) There is a measurable function (z,y, &) — f.(y,&) defined on
U x U x 2 satisfying both

Ee [fo(z,8)] = f(=), Ve € UNdomr

and

Ee [fu(y.€) — f(y)] < Da(y,x),  Va,yeUndomr. (3.3)

(A3) (Weak convexity of the models) The functions f,(-,£) + r(-) are p-weakly convex
relative to ® for all x € U Ndomr, and a.e. £ € ().

(A4) (Lipschitzian property) There exists a square integrable function L: Q — R, such
that for all x,y € U Ndomr, the following inequalities hold:

fx(xvg) - fz(yag) < L(S) V D@(y,l'), (34)
Ee [L(£)?] < L.

Some comments are in order. Assumption is standard and is necessary for all
sampling based algorithms. Assumption specifies the accuracy of the models. That
is, we require the model in expectation to agree with f at the basepoint, and to globally
lower-bound f up to an error controlled by the Bregman divergence. Assumption is
very mild, since in most practical circumstances the function f,(-,£) + r(-) is convex, i.e.
p = 0. The final Assumption controls the order of growth of the individual models
fz(y, x) as the argument y moves away from .

Notice that the assumptions do not involve any norm on R?. However, when
® is 1-strongly convex relative to some norm, the properties and are implied by
standard assumptions. Namely holds if the error in the model approximation satisfies

Ee [f.(y,€) — f(y)] < gny _2|?,  Vayel

Similarly will hold as long as for every € UNdomr and a.e. £ € Q the models f,(+, &)
are L(&)-Lipschitz continuous on U in the norm || - ||. The use of the Bregman divergence
allows for much greater flexibility as it can, for example, model higher order growth of the
functions in question. To illustrate, let us look at the following example where the Lipschitz
constant L(&) of the models f,(-,€) is bounded by a polynomial.



Example 3.1 (Bregman divergence under polynomial growth). Consider a degree n uni-
variate polynomial
i=0

with coefficients a; > 0. Suppose now that the one-sided Lipschitz constants of the models
satisfy the growth property:

fo(, ) — fo(y,§) SL(g)\/p(Hﬂﬁlb)er(|!1/|\2)

[l = yll2 2

for all distinct z,y € R%.

Motivated by [29, Proposition 5.1], the following proposition constructs a Bregman di-
vergence that is well-adapted to the polynomial p(-). We defer its proof to Appendix[A.1] In
particular, with the choice of the Legendre function ® in ([3.5)), the required estimate (3.4])
holds.

Proposition 3.2. Define the convex function

n

o) =3 (35 ) el (3.5)

Then for all x,y € RY, we have

T||2) +

and therefore the estimate (3.4)) holds.

The final ingredient we need before stating the algorithm is an estimate on the weak
convexity constant of . The following simple lemma shows that Assumptions|(A2)land|(A3)|
imply that F itself is (7 + p)-weakly convex relative to ®.

Lemma 3.3. The function F is (T + p)-weakly convex relative to ®.

Proof. We first show that the function g := F' 4 (p+7)® is convex on ri(dom F'). To this end,
fix arbitrary points x,y € ri(dom g), and note the equality ri(dom g) = U Nri(domr) 37,
Theorem 6.5]. Choose A € (0,1) and set £ = Az + (1 — \)y. Taking into account |(A3)l we
deduce

9(z) = f(@) + (@) + (p + 7)2(2)
= E¢[f2(2,8) +7(Z) + p@(2)] + 7O(Z)
S Ee[A(fa(z, §) +r(@) + p@(x)) + (1 = A)(fa(y: &) +7(y) + p2(y))] + 72(7)
= AE¢[fa(@, &) +r(2)] + (1 — NEe[fa(y, §) + ()] + 7@(Z) + Ap®(z) + (1 — A)pD(y)
= AE¢[fz (2, &) +r(2) — Do (2, 2)] + (1 = NE¢[fz(y, &) + r(y) — TDo(y, 7)]
+ AT(®(Z) + Do(x,Z)) + (1 — \)7(®(Z) + Do (y,T)) + A\p®P(x) + (1 — /\)p(I)(y()S. .

(x
x
x

Now observe

(7) + Do(x,7) = ®(x) — (1 = A(VE(T),2 — ),

8



and similarly
() + Do(y, ) = 2(y) = MVP(T),y — ).
Hence algebraic manipulation of the two equalities above yields the expression
AT(®(Z) + Do(x,Z)) + (1 — \)7(P(Z) + Do(y, z)) = A7P(z) + (1 — \)7P(y).
Continuing with (B.6]), we obtain
9(z) < Af(x) +r(z) + (1= )(f(y) +r)
+ AP () + (1 — N)7P(y) + AP () + (1 — A)pP(y)

= Alf(2) +r(@) + (T +p)2(@)] + (1 = N)[f(y) +r(y) + (T + p)2(y)]

< Ag(z) + (1= XNg(y).
We have thus verified that g is convex on ri(dom g). Appealing to and the sum rule
[38, Exercise 10.10], we deduce that the subdifferential dg(x) is empty at every point in

x ¢ ri(dom g), and therefore dg is a globally monotone map. Using [38, Theorem 12.17], we
conclude that g is a convex function, as needed. O]

In light of Lemma|3.3| we also make the following additional assumption on the solvability
of the Bregman proximal subproblems.

(A5) (Solvability) The convex problems

min{F(y) + %Dcp(y,x)} and myin{fx(y,ﬁ) +r(y) + %D@(]j,%)},

Yy

admit a minimizer for any A < (7 +p)~!, any # € U, and a.e. £ € Qf_r] The minimizers
vary measurably in (x,§) € U x .

Assumption (Ab) is very mild. In particular, it holds automatically if (i) ® is strongly
convex with respect to some norm, or if (i7) the functions f,(-,&) + r(-) + pDs(-, z) and
F + (7 4 p)® are bounded from below and ® has bounded sublevel sets [40, Lemma 2.3].

We are now ready to state the stochastic model-based algorithm we analyze—Algorithm I}

Algorithm 1: Stochastic Model Based Minimization

Data: xop € U Ndomr, real A < (7 + p)~', a nonincreasing sequence {n;};>0 C (0, \),
and iteration count 7.
Step t=0,...,T:

Sample & ~ P
Set x;41 = argmin {fxt (x,&) +r(x) + %D@(CL’, xt)}
Sample t* € {0,...,T} according to the discrete probability distribution

Ul

Pt =1t) x .
( ) I—mp

Return ;-

4Note the minimizers are automatically unique by Lemma

9



3.2 Examples

Before delving into the convergence analysis of Algorithm [T in this section we illustrate
the algorithmic framework on four examples. In all cases, assumptions and (Ab) are
self-explanatory. Therefore, we only focus on verifying (A4)l For simplicity, we also

assume that r(-) is convex in all examples.

Stochastic Bregman-proximal point. Suppose that the models (z,y, &) — f.(y,&) sat-
isfy

Eelfo(y,O)] = f(y)  Vo,y e Undomr.
With this choice of the models, Algorithm [I] becomes the stochastic Bregman-proximal point
method. Analysis of the deterministic version of the method for convex problems goes back

to [13/14,22]. Observe that Assumption holds trivially. Assumption and Assump-
tion should be verified in particular circumstances, depending on how the models are
generated. In particular, one can verify Assumption under polynomial growth of the
Lipschitz constant, by appealing to Example [3.1]

Stochastic mirror descent. Suppose that the models (x,y,&) — f.(y,&) are given by

fz(yag) = f(l') + <G(Q?,f),y - £L'>,

for some measurable mapping G: U x Q — R? satisfying E¢[G(z,€)] € 0f(z) for all z €
U Ndomr. Algorithm [I] then becomes the stochastic mirror descent algorithm, classically
studied in [6,31] in the convex setting and more recently analyzed in [229,30] under convexity
and relative continuity assumptions. Assumption simply says that f is 7-weakly convex
relative to @, while Assumption holds trivially with p = 0. Assumption is directly
implied by the relative continuity condition of Lu [29]. Namely it suffices to assume that
there is a square integrable function L: 2 — R, | satisfying

D(y, )

1G(, )« < L(E) v = ol

Ve, y € U,

where || - || is an arbitrary norm on R%, and || - ||, is the dual norm. We refer to [29] for more
details on this condition and examples.

Gauss-Newton method with Bregman regularization. In the next example, suppose
that f has the composite form

f(x) = Ee[h(c(w,€), )],

for some measurable function h(y, ) that is convex in y for a.e. £ € Q and a measurable
map c(z,§) that is C'-smooth in z for a.e. £ € Q. We may then use the convex models

fe(y,€) = h(c(x, §) + Ve(x, §)(y — x),£),€),

which automatically satisfy [(A3)| with p = 0. Algorithm [l then becomes a stochastic Gauss-
Newton method with Bregman regularization.

10



In the Euclidean case ® = | - [|?, the method reduces to the stochastic prox-linear
algorithm, introduced in [21] and further analyzed in [15]. The deterministic prox-linear
method has classical roots, going back at least to |[11},23,[36], while a more modern complexity
theoretic perspective appears in [12,/18|1928.32]. Even in the deterministic setting, to make
progress, one typically assumes that h and V¢ are globally Lipschitz. More generally and in
line with our current work, one may introduce a different Legendre function ®. For example,
in the case of polynomial growth, the following propositions construct Legendre functions
that are compatible with Assumptions[(A2)]and[(A4)] We defer their proofs to Appendix[A.3|
In the two propositions, we assume that the outer functions h(-, &) are globally Lipschitz,
while the inner maps ¢(+, £) may have a high order of growth. It is possible to also analyze the
setting when A(-,£) has polynomial growth, but the resulting statements and assumptions
become much more cumbersome; we therefore omit that discussion.

Proposition 3.4 (Satisfying|(A2))). Suppose there are square integrable functions Ly, La: Q —
R and a univariate polynomial p(u) = " a;u’ with nonnegative coefficients satisfying

1. = MO ey o 2w

o=l
e =V < py@pllela) + pllall)) o2

Define the Legendre function ®(x) =", %Hmw;ﬂ Then assumption |(A2) holds with
T = %E [L1(&)L2(E)].

Proposition 3.5 (Satisfying|(A4)|). Suppose there are square integrable functions Ly, Ly: € —
R and a univariate polynomial q(u) = > bu" with nonnegative coefficients satisfying
|h(v, §) — h(w, )]
[0 — wll

IVe(@, Ollop < L2(€) - Valllzll2)  Va, &
z||5F2, assumption holds with L(§) =

< Li(§) Y Fw,

Then with the Legendre function ®(z) =", l.i’é
V2L (€) Ly ().

To construct a Bregman function compatible with both and |(A4)| simultaneously,
one may simply add the two Legendre functions constructed in Propositons [3.4] and [3.5]

Stochastic saddle point problems. As the final example, suppose that f is given in the
stochastic conjugate form

) =B | sup gl 0.9

weWw

where W is some auxiliary set and g: R? x W x © — R is some function. Thus we are
interested in solving the stochastic saddle-point problem

inf E [Sup g(x,w,f)} +r(z). (3.7)

weWw

11



Such problems appear often in data science, where the variation of w in the “uncertainty
set” W makes the loss function robust. One popular example is adversarial training [25]. In
this setting, we have g(x,w,§{) = L(z + w,y,§), where L(-,+) is a loss function, y encodes
the observed data, and w varies over some uncertainty set ¥, such as an £,-ball.

In order to apply our algorithmic framework, we must have access to stochastic one-sided
models f,(-,€) of f. It is quite natural to construct such models by using one-sided stochastic
models g, (-, w, ) of g. Indeed, it is appealing to simply set

fe(y,€) = go(y, w(2,€),€)  forany — w(z,§) € argmax g.(z,w,£).  (3.8)

All of the model types in the previous examples could now serve as the models g, (-, w,§),
provided they meet the conditions outlined below.

Formally, to ensure that (A5) hold for the models f,(y,&), we must make the fol-

lowing assumptions:

1. The mapping (z,&) — sup,ew 9(x, w, &) is measurable and has finite first moment for
every fixed x € U Ndomr.

2. The function g, (-, w, ) is p-weakly convex relative to @, for every fixed x € U Ndom,

we W, and a.e. £ € €.
3. There exists a mapping w: U x {2 — R™ satisfying

w(zx, &) € argmax g, (z, w, ),

w

for all z € U Ndomr and a.e. £ €  with the property that the functions (z,y,§) —
92(y, W(,£),€) and (z,y,¢) = gy, W(z,§), §) are measurable.

4. For all z,y € U Ndomr, we have

Ee [g.(x, w(x, €),§)] = Ee [g(z, W(x,£), €]

and
E [gr<yaﬂ)\($7€>7£) - g(y,@($7£),§>] < TDq;.(y,LL’).

5. There exists a square integrable function L: 2 — R, such that

ge(, W(2,€),8) = g2 (y, W(x,8),€) < L(E)V/ Daly, ),  forallz,y e Undomr.

Given these assumptions, let us define f,(y, &) as in (3.8]) We now verify properties (A4)]
Property [(A2)] follows from Property 4] which implies that E [f,(z,£)] = f(z) and

E§ [fm(yag) - f(y)] = E§ ga&(yvﬁ;(l‘ag)ag) — sup g(y7w7§)

weWw

S ]E§ [gz(yv ’L/l}(l’, f)? f) - g(y7 ﬁ)\(xv g)v f)}
< 71Dg(y, ).

Property [(A3)] follows directly from Property [2] Finally, follows from Property [

12



4 Stationarity measure

In this section, we introduce a natural stationarity measure that we will use to describe the
convergence rate of Algorithm [I} The stationarity measure is simply the size of the gradient
of an appropriate smooth approximation of the problem (3.1)). This idea is completely
analogous to the Euclidean setting [15,/16]. Setting the stage, for any A > 0, define the
d-envelope

R ) = int { 1) + 1 Dol .

and the associated ®-proximal map

proxy(z) := argmin {F(y) + %Dq)(y, x)} :
y
Note that in the Euclidean setting ® = 3||-||?, these two constructions reduce to the standard
Moreau envelope and the proximity map; see for example the monographs [35,38] or the
note [17] for recent perspectives.
We will measure the convergence guarantees of Algorithm [I] based on the rate at which
the quantity
E[Dg (proxi’F(xt*), xt*)] (4.1)

tends to zero for some fixed A > 0. The significance of this quantity becomes apparent
after making slightly stronger assumptions on the Legendre function ®. In this section only,
suppose that ®: RY — RU{+oco} is 1-strongly convex with respect to some norm ||-|| and that
® is twice differentiable at every point in int(dom ®). With these assumptions, the following
result shows that the ®-envelope is differentiable, with a meaningful gradient. Indeed, this
result follows quickly from [4]. For the sake of completeness, we present a self-contained

argument in Appendix
Theorem 4.1 (Smoothness of the ®-envelope). For any positive A < (17+ p)~t, the envelope
F is differentiable at any point x € int(dom ®) with gradient given by

VEF(z) = §V2<I>(x) (z — proxyp(z)) .

In light of Theorem , for any point = € int(dom ®), we may define the local norm
lylle = [[V*@(2)y]],

Then a quick computation shows that the dual norm is given by
o]l = [|V*@(z) "]}

Therefore appealing to Theorem , for any positive A < (7 + p)~! and x € int(dom @) we
obtain the estimate

P /\ [ *
VD (proxts(w). 2) > VAR @)

Thus the square root of the Bregman divergence, which we will show tends to zero along the
iterate sequence at a controlled rate, bounds the local norm of the gradient VFy.
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5 Convergence analysis

We now present convergence analysis of Algorithm [l under Assumptions [(A1)-(A5). Hence-
forth, let {;}:+>o be the iterates generated by Algorithm [1jand let {&;}+>¢ be the correspond-
ing samples used. For each index t > 0, define the Bregman-proximal point

&y = proxsp(zy).

To simplify notation, we will use the symbol E;[-] to denote the expectation conditioned on all
the realizations &, &1, . . ., &—1. The entire argument of Theorem [5.2}—our main result—relies
on the following lemma.

Lemma 5.1. For each iteration t > 0, the iterates of Algorithm |1 satisfy

A T— A~ 2
E¢ [Dg (24, 2141)] < Wﬂb(ast,xt) + 4(<1th,7)tp) + lj;tpEt [r(@) — r(@ea)].

Proof. Taking into account assumption we may apply the three point inequality in
Lemmawith the convex function g = f, (-, &) +7(-) +pDas (-, z,) and with (%—p)Dd-, )
replacing the Bregman divergence. Thus for any point x € int(dom ®), we obtain the
estimate

fxt($a§t)+r(x)+%D¢(x7$t) > fxt(xt+1>6t)+T($t+l)+%D¢(xt+laxt)—{'(% - P) Dy (2, z11).
(5.1)

Setting x = I;, rearranging terms, and taking expectations, we deduce

Ef[fitt (‘%ta gt)—i_r(‘ilt) - fitt (xt—i-l; §t) - T(It-i-l)]

1 R . 5.2
> n—Et (1 = np) Do (¢, 241) — Do (24, 7¢) + Do (11, 21)] - (5:2)
t

We seek to upper bound the left-hand-side of (5.2)). Using assumptions |(A2)[ and [(A4)| we
obtain:

Et [fxt (-fjta gt) - fxt (xt—&-l? gt)]
By [fou(80,6) = F(@0,6) + L)V Do(@irn, a0) |

5.3
= By o) — £(60) + 5 [LOVDalrror )] — fa) + 1)
< 7D (i, w0) + e [L(€)y/ Dalwesn, )| — fwe) + f(3).
By the definition of z; as the Bregman-proximal point, we have
f@0+r®0+§Dd@w0§f@0+T@J (54

The right hand side of is thus upper bounded by
TDLI:(%,iUt +]Et [ \/ D<I> $t+1,9€t f flft -r 5Ut+1)} + f(@t) + 7"(9771?)
< 7Dy (%4, 71) + Ky [L<§> Do(wp11,24) + (r(2) — T($t+1))] + f(@) +1(&) — flae) — ()

< (7= 3) Dolérsa) + B[OV Palor + (ran) = (o)

14



where the last inequality follows from ([5.4). Combining this estimate with ([5.2)), we obtain

1 . N
n—Et [(1 —mp) Do (T, x41) — Do (T4, x¢) + Do (xir1, xt)]
t

< (7= 5) Dolora) + B[OV Dl + (ran) = (o)
Multiplying through by 7, and rearranging yields
(1 = nep)Ee [Do (24, Tp41)]
< (1 For — %) Do (&1, 1) + E, [ntL(g) Do (101, 21) — Da(21s1, xt)] (5.5)
+ By [r(we) = 7(@41)] -
Now define v := \/E; [Dg(x141, 7;)]. Note that Cauchy-Schwarz implies

K, [UtL(f) Dd>(95t+1>$t)] < nLr.

Using this estimate in ([5.5]), we obtain
(1= o) (Do, w1)] < (L nim = ) Do) +mly =+
+ 0B [r(2e) — r(z41)]
L

e
2

Maximizing the right hand side in 7 (i.e. taking v = =), yields the guarantee

. . Ln.)?
(1~ B Do 7)) < (14— ) Do) + E 4 () — ()]
A 4
Dividing through by 1 — n;p completes the proof. O

We can now prove our main theorem.

Theorem 5.2 (Convergence rate). The point xp returned by Algorithm |1] satisfies:
E [Deg (proxyp(ze), z4) ]

T 2 .
< A2 F/{I’(xo) — min F' L2 tho 4)\(1nimp) )\(lﬁ(;mp) (T(IO) — inf r)
= A = =
1-— >\(’T + p) tho 1_77;“) Zt:O 1—7]:%/) Zt:o 1—7]:7”)

Proof. Using the definitions of z;,; and z; along with Lemma [5.1] we obtain

A
<E, [F(it) + m <(1 + n (7‘ — %)) Do (4, 24) + (th)zﬂ

E, [F)C\D(xt-&-l)] < Eq {F(ft) + chp(it, It+1):|

—nt T"\Tt) — T\ Tps1
o ne (T+p—1/A R (Ln)?
= F(ze) + (w) Do (&, 2¢) + N —mp)
L T\T¢) — T\ Lty1)] -
+/\(1—mp)Et[( ) = r(ze41)]

15



Recursing and applying the tower rule for expectations, we obtain

E [F(ar)] < (o) + Z (% <#) E[Dg (%, 7¢)] + —4>\(<;7ﬁ)mp)>
. =0 (5.6)

Taking into account that 7, is nonincreasing yields the inequality

> s () = (@) < s (r(wo) — inf 7).

T
t=0

See the auxiliary Lemma for a verification. Combining this bound with (5.6)), using the
inequality E [F)(z741)] > min F', and rearranging, we conclude

T T
1/1 . . ;
5 (=7 0) T EIDan )] < B (o) - minF + 1Y

t=0 L—mp =0 A1 = mep)
"o .
+ —————(r(xg) — infr),
NI mp) ) I
or equivalently
T . T
R M (F®(xy) — min F A2L2 2
Z _77t E[D<p(a:t,xt)]§ ( ,\_(;\)) )+ — L 77i
— 1—mp 1= X7+ p) 1= X7+ p) = 4L — mp)
)\2
+ o (r(wo) — inf 7).

AL = A7+ p))(L = 1m0p)

Dividing through by ZtT:o ":Itp and recognizing the left-hand-side as E[Dg (&, x4+)], the

1—
result follows. 0

As an immediate corollary of Theorem [5.2] we have the following rate of convergence
when the stepsize 7, is constant.

Corollary 5.3 (Convergence rate for constant stepsize). For some a > 0, setn, = WTTA
for all indices t = 1,...,T. Then the point x4 returned by Algorithm [ satisfies:

A2(F® (o) — min F) + A2 4 M(o)—infr) oy 1
E [De (proxyp(wr), 2 )| < U5 o) ) 4 ATpta~T ( p )

+
1=X7+p) T+1  ayT+1
6 Mirror descent: smoothness and finite variance

Assumptions [[AT)}(A5) are reasonable for the examples described in Section [3.2 being in
line with standard conditions in the literature. However, in the special case that f is smooth
and we apply stochastic mirror descent, Assumption is nonstandard. Ideally, one would
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like to replace this assumption with a bound on the variance of the stochastic estimator of
the gradient. In this section, we show that this is indeed possible by slightly modifying the
argument in Section [3]

Henceforth, let ® be a Legendre function and set U := int(dom ®). In this section, we
make the following assumptions:

(B1) (Sampling) It is possible to generate i.i.d. realizations i, ...,&{r ~ P

(B2) (Stochastic gradient) There is a measurable mapping G : U x Q — R? satisfying

E¢ [G(z,6)] = Vf(x), Ve € UNdomr.

(B3) (Relative Smoothness) There exist real 7, M > 0, such that

—7Ds(y,7) < f(y) — f(z) = (Vf(z),y —2) < MDs(y,z)  Va,y € UNdomr.

(B4) (Relative convexity) The function r is p-weakly convex relative to ®.

(B5) (Strong convexity of ®) The Legendre function & is 1-strongly convex with respect
to some norm || - ||.

(B6) (Finite variance) The following variance is finite:
2 o?
e [IG () - V@I < 5 < oo

Henceforth, we denote by f.(-,&) the linear models

fx<y7£) = f(x) + <G({L‘,€>,y - l‘),

which are built from the stochastic gradient estimator G. With this notation in hand, let us
compare Assumptions (B5)[with Assumptions (A4)l Evidently, Assumptions
and are identical. Upon taking expectations, Assumptions |(B2)|and |[(B3)| imply the
stochastic one-sided accuracy property for the linear models f,(-, ), while directly
implies . Assumptions (B5)| and [(B6)| replace the Lipschitzian property .

Finally, we reiterate that the relative smoothness property inwas recently introduced
in [2,130] for smooth convex minimization, and extended to smooth nonconvex problems
in [§ and to nonsmooth stochastic problems in [26,29]. This property allows for higher
order growth than the standard Lipschitz gradient assumptions, commonly analyzed in the
literature. We refer the reader to [2,30] for various examples of Bregman functions that arise
in applications.
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For the sake of clarity, Algorithm [2| instantiates Algorithm [I] in our setting.

Algorithm 2: Mirror descent for smooth minimization

Data: 2o € U Ndomr, positive A < (7 + p) ™', a sequence {n; };>0 C (0, ﬁ), and
iteration count T’
Step t=0,...,T:

Sample & ~ P
Set 441 = argmin {(G(«'Etaft)a $> + 7"(73) + %Dé(%l't)} ’

Sample t* € {0,...,T} according to the discrete probability distribution

Pt =t) x — 1
L—mp

Return x4

As in Section , the convergence analysis relies on the following key lemma. We let {z;}:>¢
be the iterates generated by Algorithm [2] and let {& };>o be the corresponding samples used.
For each index ¢ > 0, we continue to use the notation #; = prox}x(z) and let E;[-] to denote
the expectation conditioned on all the realizations &, &, ..., & 1.

Lemma 6.1. For each iteration t > 0, the iterates of Algorithm [ satisfy

T+ mr —n /A
(1 —mp)

) 1 (om)?
- Do (24, ) + 1 (1— (M + %))(1 —mp)

Proof. Following the initial steps of the proof of Lemma , we arrive at the estimate ([5.2)),
namely

E, [D<1>(3%ta xt+1)] <

1 . .
U_Et [(1 - 77t,0)D<1>($t, $t+1) - D@(ﬂUt, xt) + D<1>($t+17 fft)]
t

S B [fo (24, &) +7(20) = far (w41, 6) — r(@0641)] - (6.1)

We now seek to bound the right-hand side of (6.1) using [((B3)H{(B6). To that end, the
following bound will be useful:

Jor (1, &) = (4, &) + (G (24, &1), Teq1 — 24)
> f(we, &) + V(@) o1 — x0) — [|G(2, &) — V(@) sl pe30 — 2]

Taking expectations of both sides and applying Cauchy-Schwarz and (B6)}, we obtain

By [fo (w11, &0)] = By [f () + (Vf(20), w11 — )] — B [|G (24, &) — V(@) [ ||7e50 — 4[]

> [, [f Tit+1

(
(e41) —
> Ey [f(2041) — MDg(w441,24)] — U\/Et (3l — a]?]
> By [f(2111) — MDa (w141, 20)] — 0/ By [Da (w1, 24)). (6.2)
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Continuing, add f,,(Z¢, &) to both sides of (6.2)), rearrange, and apply |(B3)| to obtain

Et [fxt (j:ta gt) - fzz(mt-‘rlv gt)]
S Ey [fo (24, 6) — f(@e41) + M Do (2441, 1)) + U\/Et [Da (41, 24)]
< E [f(#:) — f(zip1) + D (24, 24) + MDo(2441, 7)) + 0/ E [Das (2451, 24)].  (6.3)

On the other hand, by the definition of Z; we have

. R 1 R 1
f(@e) +r(2) + XDé(ﬁt,fﬂt) < f@egn) + (@) + XD<1>($t+1,l‘t)-

Inserting this equation into (6.3]), we obtain
Ee [f (@) +r(20) = fzeg1) — 7(@41)]
<E [(M+ 3) Do(wes1, ) + (7 — +) Do (&, )] + o/ E; [Do(z441, 24)]. (6.4)

Combining (6.4) with (6.1)) gives the estimate

1 . .
U_Et (1 = mp) Do (24, 241) — Do (24, 7¢) + Do (11, 2]
t

< (M + %) Ei [Do(x441,24)] + (7' - %) Do (&4, 2¢) + U\/]Et (Do (2441, 24)],
Multiplying through by 7, and rearranging, we obtain

K, [(1 — 0p) Do (4, Tp41) + (1 — Tt (M + %)) D<I>(£t+17$t)}
< (L+ (7 = 3)) Do (&0, 70) + one /By [Da (e, 1))

Now define 7 := \/E; [Dg(w141, 1)], and rewrite the above as

E; [(1 - UtP)DQ(ita It+1)] < (1 + T — %) D@(i'uxt) +ony — (1 - Ut(M + %)) ’72-

ant

. . 1 (om)?
E, [(1— Dg (24, x < (T+m7 — L) Dg(Z4, xy) + = - :
¢ (1= mp) Do (i, w41)] < (L+mem — %) Do (dr, 2) 4 1—n(M+5)

Maximizing the right hand side in 7, i.e. taking v = , we conclude

as desired. ]
With Lemma at hand, we can now establish a convergence rate of Algorithm [2|

Theorem 6.2. The point x4 returned by Algorithm 9 satisfies:

: T n;
MNFE(zo) — min F) o2y o T —
\ A ALY (e M1/ (1 1ep)
E [D(I) (prOXAF(:L't*), xt*)] S =)V ZT " 4 ZTt - t
t=0 1—np t=0 T—mp
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Proof. Using Lemma |6.1], we obtain

E, [FY (2111)] < B {f(ft) + §D¢(£t7$t+l)}

) 1 o PO (o)
< E, [f(xt)—i——)\(l_ntp) ((1—|—Th Nt/ \) Do (4, t)+4 1—77t(M+1/)‘>>}
— FP(z) + e A Ty, T (o)’
= Iy (z) + X < T—mp )Dé( oo) + ANT = (M +1/X)(1 — mep)

Recursing and applying the tower rule for expectations, we obtain

o 0o a S (1 (TP =1 A (om)”
E[FY(zr41)] < F) (xo)+; (X (W) E [Do (&, )] + NI — (M + L) (1= mm)

Rearranging and using the fact that E [F)\(z741)] > min F', we obtain

d U 1/>\_7'_P ) o? d 77t2
— | ——— | E|Dg(24,74)| < Fy (9) —min F'+ —
ZA( [ ) Dol 2)] < B (o) D2 T 0+ 1/0) (1= )

t=0 t=

or equivalently

T 2
Uh

(1= (M +1/N) (1 —nep)

N (¥ (29) — min F) o?
— 1—np - 1—(7+p)A 4(1—T+p

”M%

Dividing through by ZtT:o 1_7’:7”) and recognizing the left-hand-side as E[Dg (&, x4+)], the

result follows. 0

As an immediate corollary, we obtain a convergence rate for Algorithm [2] with a constant
stepsize.

Corollary 6.3. For some o > 0, set n; = TESE 1+1a_1 T for all indicest =1,...,T. Then

the point xp returned by Algorithm [3 satisfies:

N(FY (o) —min F) + A(%)? ' <M—{—/\1 —r 1 )
(1= (7 +p)N) T+1 avT+1)

E [Dq> (profo(xt*), xt*)} <

7 Rates in function value for convex problems

In this final section, we examine convergence rates for stochastic model based minimization
under convexity assumptions and prove rates of converge on function values. To this end,
we will use the following definition from [30]. A function g: R — R U {oo} is u-strongly
convez relative to ® if the function g — p® is convex. Notice that p = 0 corresponds to plain
convexity of g.

In this section, we make the following assumptions:

(C1) (Sampling) It is possible to generate i.i.d. realizations &;,...,&r ~ P
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(C2) (One-sided accuracy) There is a measurable function (z,y,&) — f.(y,§) defined on
U x U x Q satistying both

]Ef [fx(xvf)] :f(l‘), Vl’eUﬂdOmT

and
Ee [f2(y.€)] < f(y), Vr,y € UNdomr. (7.1)

(C3) (Convexity of the models) The exists some p > 0 such that the functions f, (-, &) +
r(-) are p-strongly convex relative to ® for all z € U Ndomr and a.e. £ € Q.

(C4) (Lipschitz property) There exists a square integrable function L: @ — R, such that
for all z,y € U Ndomr, the following inequalities holds:

Ee [L(£)?] < L.

(C5) (Solvability) The convex problems

win{FG)+ 1Dar0) b and {06+ )+ 1 Duln)

admit a minimizer for any A > 0, any x € U, and a.e. £ € 2. The minimizers vary
measurably in (z,§) € U x Q.

Thus the only difference between assumptions [(C1)H(C5)| and |(AL)F(A5) is that in ex-
pectation the stochastic models f(+,&) are global under-estimators and the functions
f(-,€) + r(-) are relatively strongly convex, instead of weakly convex [(C3)] Note that un-
der assumptions [(C1)H(C5)| the objective function F'is p-strongly convex relative to ®; the
argument is completely analogous to that of Lemma |3.3|

Henceforth, we let {z;};>0 be the iterates generated by Algorithm [I| (with 7 = p = 0)
and let {& }+>0 be the corresponding samples used. For each index ¢ > 0, we continue to use
the notation #; = proxyz(z) and let E;[-] to denote the expectation conditioned on all the
realizations &, &1, ...,&_1. We need the following key lemma, which identifies the Bregman
divergence Dg(x*,x;), between the iterates and an optimal solution, as a useful potential
function. Notice that this is in contrast to the nonconvex setting, where it was the envelope
F(x;) that served as an appropriate potential function.

Lemma 7.1. For each iteration t > 0, the iterates of Algorithm[1] satisfy

(Ln,)?
4

E¢ [(1+ ) Do (7%, 2411)] < Do(2", 2¢) + + Bt [r(20) — r(we11)] — me(F(21) — F(27)),

where x* 1s any minimizer of F'.
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Proof. Appealing to the three point inequality in Lemma and [(C3)| we deduce that all
points x € dom r satisfy

1 1 1+
fa (2, ft)+7’($)—|—n—D¢(:)j,xt) 2 fu ($t+17ft)+r($t+1)+n—D<1>(:Bt+1,xt)—!——( 7777t,u)
t ; .

Do(, 2441).

(7.3)
Setting © = 2, rearranging terms, and taking expectations, we deduce

1
U_Et [(1+nep) Do (2%, 2441) — Do (2%, 24) + Do (2er1, 24)]
t
S E [for (27, &) +r(27) = for(@er1, &) — 7(@er1)] - (7.4)
We seek to upper bound the right-hand-side of ([7.4]). Assumptions|(C2)| and |(C4) imply:

Et [fxt (x*vft) - fzt (xtJrlagt)] < Et :fﬂct<x*7 gt) - fxt(xt7£t> + L(f) D‘I’(xtJrl’xt)]
= E[f (0", &) = f@")] + B¢ | LV Dol z0)| — () + f(a")
< E: | L)V Dol @] = fa) + fla”).

The left hand side of ([7.4]) is therefore upper bounded by

[ O Do(xpi1,me) — fay) —r $t+1)] + f(z") +r(z")

= E1 | L&)V Dalers,an) + (r(@) = rlaw)| = (Fla) = F(a")).

Putting everything together, we arrive at

1
—E [(1+ mep) Do (2%, we41) — Do (2", 2) + Do (2141, 2t)]

Tt
< By [L(©V Dalr, 20) + () = r(wean)] = (Flw) — F(a)
Multiplying through by 7, and rearranging yields

E¢ [(1+ mep) Do (2%, 2141)] < Do(2", 2¢) + Ey [Ut )V Da(vi41,7¢) — Do $t+1,xt)}
+ By [r () — r(wega)] — me(F () — F(27)).

Now define v := \/Et [Dg (411, 2¢)]. By Cauchy-Schwarz, we have that E, [ntL(f) Do (441, xt)] <
n.Ly. Thus we obtain

E¢ [(14 nep) Do (2%, 41)] < Do (2%, 24) + by — 4% + e [r(20) — r(we41)] — m(F () — F(2¥))

< (o2 + P () = (o)~ m(F () — Fa),

where the last inequality follows by maximizing the right-hand-side in ~. O]

We are now ready to prove convergence guarantees in the case that pu = 0.
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Theorem 7.2 (Convergence rate under convexity). For all T > 0, we have

F(mmet> —F(zY)| < ~ Dala, 7o) + 21 Ozt - (r(zo) — infr)’

where x* is any minimizer of F.

Proof. Lower-bounding the left-hand-side of Lemma by zero Dg(x*, x441), we deduce

nlF () - P < E0

Applying the tower rule for expectations yields

+ et [r(24) — 7(2e11)] + Ee[ Do (27, 71) — Do (2", 2411)]

Zﬁt]E [F(xy) — F(x")]
< ; (nti-) + E ;m(r(l‘t) —r(x441)) ZO (Do (z*, 1) — Do(x*, 2441))

Using Jensen’s inequality, telescoping and using the auxiliary Lemma [A.T], we conclude

F( 1T Z"?tl’t>_F(x*) D@(x xO)"‘Zt 0 mzi_ + 1o(r(wo) — infr)

B Zt oMt

as claimed. n

As an immediate corollary of Theorem [5.2] we have the following rate of convergence
when the stepsize 7, is constant.

Corollary 7.3 (Convergence rate under convexity for constant stepsize). For any a > 0
and corresponding constant stepsize ny = ——

T we have
1 Z
Fl—— - F
(3] -

where x* is any minimizer of F.

(al)?

+ a(r(zo) — infr)

avT +1 ’

< Dq)(x*, JJQ) +

The final result of this section proves that Algorithm [I with an appropriate choice of
stepsize, drives the expected error in function values to zero at the rate O(%), whenever
w>0.

Theorem 7.4 (Convergence rate strongly convex case). Suppose that 1, = e +1 for all
t > 0. Then for all T > 0, we have

( Z ) L0oaTH)) 4y (2g) — inf r + pDa (2", 7o)
Ty | —

D < Au
)+ pDo (2", )| < T+1

where x* 1s any minimizer of F.
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Proof. Using Lemma and the law of total expectation, we have

E[F(z;) — F(z")] < mk +E [(T(l’t) —r(x441)) + %Dq;(x*,xt) — MD@(ZU*, Tii1)

4 Tt
Setting 7, = ﬁ, averaging, and applying Jensen’s inequality yields
T T
1 1 L2 E —
E|F th —F(Y)| < Z [r(zo) — r(zrs1)]
T+1 = T+ 1= 4ut+1) T+1
T
+LZE[ (t 4+ 1) Do (z*, ) — p(t + 2) Do (2%, 2441)]
T+1t:o H e\, Ty) — [ e\ Ti4+1
g L2(1+lZi(T+1)) + 7”(370) —infr + /~LD<I>(LE*7$O>
- T+1
(T +2)
—-E Deg(z*, x ,

where the last inequality follows from telescoping the terms in the sum and using the lower
bound r(xz74q) > infr. This completes the proof. O

A Proofs of auxilliary results

A.1 Proof of Proposition (3.2

Let us write

d=3+ P,
for the two functions

n

3 =Y U a5 and  B(a) =3 Baalli
=0

—i+2

The result [29, Equation (25)] yields the estimate

n

1 i
Dy(y,x) = 5> aillxlly - [l — yl3 vV, y.
i=0

Thus the proof will be complete once we establish the inequality,
1 ¢ i 2
Dg(y,z) = Ezai||y||2'”$_y”2 Va,y. (A.1)
i=0
To this end, fix an index 4, and set 5 := 3(i + 2) and ®;(z) := 3a;||z||3*2. We will show

Dg (y,x) = F s - e = wllz,
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which together with the identity, Dg(y, ) = > i D, (y, ), completes the proof of (AT).
A quick computation shows that

D, (y, ) = 3a; (lylly™ + (i + Dll=[l5™ = (@ + 2)[z]3{z. ) -

Let us consider two cases. First suppose that 7'/?||z|s > [|y|lo. In this case, [29, Proposi-
tion 5.1 implies

i @iy od
D3 (y,z) > Nz =yl > 5||y||2-||90—y||§,

as desired.
Now suppose that [[y[la > n'/||z]lo. We will show that Dg (y,2) > n~'Dg (x,y), which
will complete the proof since

_ a; i
Dy, (@,9) = Syl lle = yllz,
by [29, Proposition 5.1]. To that end, we compute

Dg.(y, ) = 3a; (H3/||Z+2 (i + Dlll|5™ = (i + 2)||l2)15(x, v))
>0 ' D (z,y) = 725 (loll57 + G+ DIyls™ — (@ + 2)llyllo(z, v))
= (L= '+l + 0 G+ 2yl y) > (7 = @+ D) 2l572 + (@4 2)[|z]|5 (2, v)

¢=O—nWHJDM%QWW+“7;25?D%%w>Z@+%W%@w)

Let us show that the last inequality is true: First, we upper bound the right hand side

(14 2)

vl

(i +2)l|zll3(z, y) <

Next, we lower bound the left hand side:

=G lll (Il + 2 s )

> =i ) (1o DY
= (1= G+ 1+ E2)) Iyl

Therefore, we need only verify that n satisfies

(i+2) 2) _1,. (i+2)
n(1+l)/z < (1= n (Z +1+ 771/@ )

= (i+2) <V _plViG4 1) — (i +2)
— 2i+2) <n' (n—(i+1)),

which holds by the definition of 7. Thus the result is proved.
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A.2 An auxiliary lemma on sequences.

Lemma A.1. Consider any nonincreasing sequence {a; }1>0 C Ry and any sequence {b;}>o C
R. Then for any index T € N, we have

T
Zat(bt —bi1) < ap(bo — %),
=0

where we set b* = inf;>¢ by.

Proof. We successively deduce

T-1

= ag(bp — b*) — ar(bri1 —0") + Z a1 — ag) (b1 — 07)
t=0

S aO(bO - b*)v

as claimed. O

A.3 Proofs of Propositions and

Proof of Proposition 3.4 Using the fundamental theorem of calculus and convexity of the
function x — p(||z||2) we compute

ez, €) + Ve(z, O)(y — ) — c(y, )2
/0 (Ve(x + t(y — 2),€) — Ve(, €)) (y — z) dt

2

< [ IVele 44— 2).9) = Tel@. Ol Iy = al
< L@y =l | e+ ta = o))+ pllale)) e
< La(@ly =l | (= Opllell) + () + pllel) e

2L ( )
===y = 13 - (p(llll2) + p(llyll2)).
Hence, we deduce

h(c(z,€) + Ve(x, )y —x),8) = h(c(y,£),§) < Li(§) - lle(x, &) + Ve(z, §)(y — x) — c(y, ) |l2
(O L2(Oly = Iz - (pllz[l2) + p(llyll2))

2,
5L1(6)La(8) - Da(y, ),

where the last inequality follows form Proposition[3.2] Taking expectations yields the claimed
guarantee. 0

VAR VANRVA
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Proof of Proposition [3.5. We successively compute

h(c(x,€),€) — h(c(x,€) + Ve(z,)(y — 2),€) = L (&) | Ve(z, &) (y — )2
< Li(&)Ls (&) - Valllz[2)lly — ]2
< V2L1(€)Ls(€) - /Da(y, 2),

where the last line follows from [29, Equation (25)]. The result follows. O

A.4 Proof of Theorem (4.1]

First we rewrite Fy, using the definition of the Bregman divergence, as

1 1

$(T0)0) - {8(0) + (Vo).

R = inf {F) + 000 :

A

= —swp { (700} - (F+52) ()] - J0() + (Vo)1)

S (F + %cp)* (%V@(m‘)) — ;cb(x) + §<V<I>(x),x>.

Note that F'+;® is closed and (; — (p + 7))-strongly convex. Thus the conjugate (F+ 1+®)*
is differentiable. By the chain and sum rules for differentiation, we have

VER (r) = —iv%(:p) lV (F + %cbﬂ qum)) + ;VQCD(x)x

= V() (x - {v <F + %d»ﬂ GV@(@))

The (sub)gradient of a convex conjugate function is simply the set of maximizers in the
supremum defining the conjugate, so that

lV (F + %@ﬂ qu)(x)) - augmax {<§V<I>(x),y> _ <F + %@) (y)}

= arg;nin {F(y) + %Dcp(y, x)}

= proxyp(z).

Putting everything together, we obtain, VFY (z) = 1 V?®(x) (x — &), as desired.
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