Abstract

Smart homes allow the optimization of energy usage so that households can reduce electricity bills, or even make profits. By 2020, 20% of all households in Europe and 35% in North America will be expected to become smart homes. Although smart homes seem to be the future for homes, many customers have the perception that a transition from current homes to smart ones is not worth the price. Adopting a smart home concept requires a significant amount of investments for which the households desire a positive return. A question in this context is the following: for a given household, when and/or what set of home appliances/technologies should be acquired so that the investment made by householder has a positive financial return? The available tool to answer that question can be time-consuming from a practical perspective. Based on our previous work, this paper proposes a framework to help the transition from current houses to smart homes considering customized electricity usage and economic measures, including the net present value (NPV) one. A tree algorithm is developed to decrease the time needed by an economic analysis of each possible acquisition combination of smart appliances or equipment for a given user. The proposed framework is tested on 40 cases covering all Brazilian capital cities, whose results are available online and may be used directly as an approximation for economic analyses. An example of one case is described in details for implementation purposes. Results show that the proposed tree algorithm is able to reduce days of CPU time to solve the problem and NPV should be used as an economic measure to answer the aforementioned question.
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1. Introduction

The number of smart homes is expected to increase considerably with the progress of smart grids worldwide and the usage of demand response programs in the residential sector by many distribution companies [1, 2]. Governments encourage this trend due to at least two reasons. Firstly, the distributed generation by smart homes permit to postpone investments in the grid infrastructure. Second, local renewable generation reduces the environmental impact. Smart home owners could be interested in making profits or reducing their electricity bill and to keep a pleasant level of comfort, which can be done by scheduling the work-time of appliances [3].

According to [4], an important smart home barrier is the consumer perception that technology adoption towards smart homes is not worth the price. Given that the investment to transform homes in smart homes is representative, householders need to know the profitability of the investment in that transition to decrease investment risks. One way to invest is by the acquisition of smart-home components (SHCs), which is defined to be the technologies, machines, and appliances available for smart homes, such as wind turbines (WTs), photovoltaic panels (PVs), energy storage systems (ESSs), combined heating and power (CHP), electric vehicles (EVs), heating, ventilation, and air-conditioning (HVAC), water heaters (WHs), solar collectors (SCs), electric shower, internal combustion engine (ICE), fridge, freezer and appliances. As mentioned in [5], “... the consideration of either net present values or discounted payback periods are the most useful approaches as these consider the future value of money”. In this paper, the net present value (NPV) is used to consider the future value of money for a customized transition towards smart homes.

A challenge for householders who want to transform their home in smart homes is the absence of fast tools for an economic analysis to choose the best combination of SHC to be acquired. Suppose that the householder $h$ is able to acquire any SHC of the following set: \{SHC1,
There is a total of 1024 combinations of SHC as option for investment: selecting one of them is not an easy task. An economic analysis is needed for each combination to determine which combination is the best one to maximize the NPV considering the specific data of householder $k$: its house structure, the weather in his city, the prices from its utility company, its consumption, etc.

In addition to the high number of system combinations, it is important to use realistic models to represent each SHC. More representative models imply high complexity. Hence, few papers have considered optimization for an economic analysis of SHC acquisition for a specific user and simulation is more frequently used. Even though simulation is more accurate, it may be time-consuming for an economic analysis of each possible SHC acquisition combination. To the best of our knowledge, only the work of Dutra et al. proposes a framework to address the high number of system combinations and the representativity of SHC models, but the framework is time-consuming: for 1024 combinations and using “yearly savings approach”, the CPU time to solve this example is more than one month.

This paper proposes a framework to determine the best combination of SHC in accordance with NPV measure to be acquired for a specific user. The framework uses SHC models from [3], which were considered representative given their performance in relation to reality. Using a tree-structure to store optimization problems and Interior Point algorithm with warm initial solutions, the proposed framework is around 44% faster compared with the recent approach in [6].

The proposed framework is tested on 40 case studies covering all Brazilian capital cities. One case study is detailed in this paper, but the complete set of results is available online. Many Brazilian householders do not have automated sensors to obtain the input data for the framework, so the online results may be used as an initial economic analysis. However, if the householder can collect its own data, the results with a personalized implementation of the framework will be better, since that an economic analysis depends on the application. Advises are provided for householders regarding the usage of specific algorithms in the framework implementation.

The remaining of this paper is organized as follows. Related Works is given in Section 2. An economic analysis should consider not only the user cost, but also the user comfort level, which means that a trade-off between cost and discomfort level as performance criteria is needed. Hence, in Section 3 multi-objective optimization (MOO) is reviewed. Recent papers that used multiobjective optimization in the context of smart houses are also reviewed. Section 4 presents the proposed framework, its optimization models and strategies. Section 5 provides computational results. Finally, conclusions are provided in Section 6.

2. Related Work

The majority of the literature related economic analysis of smart homes has focused on a few combinations of SHCs [6]. This section provides a literature review of recent works on the topic.

In the context of European countries, Gur et al. [7] found that neither new nor reused batteries make PV-batteries systems profitable, but each country has its specific reasons.

Considering the Switzerland, Schopfer et al. [8] present that photovoltaic battery systems are not profitable due to the high cost of batteries, but PV-only systems may be profitable. Considering 4190 households load profiles, results show that there is high variability in the optimal system configuration and in the profitability due to the household’s individual specificities, even for consumers with similar total annual demand.

The work in [9] proposes a techno-economic analysis of a shared energy storage and household batteries for residential consumers with smart appliances. Using PV generation and real demand data from 39 households in Netherlands, the authors computed the payback period and the levelized costs of energy for the aforementioned ESS systems. A mixed integer linear problem (MILP) minimizes the energy acquisition cost from the grid. Users are able to inject electricity into the grid, but there is no reward for it. The horizon plan for the scheduling problem is one year. Results show economic unfeasibility for the systems, which have a payback ranging from 26 to 43 years.

Yu presents a French case: considering the cost decline of Lithium-ion batteries and PVs, the household profitability of systems composed by these two SHCs and their massive integration in power systems are studied. The PV prices in the future were estimated by the experience curve method. A ratio measure, based on the NPV is used to determine the systems’ economic feasibility. Electrical heating is ignored in the study. From end-users perspective, results show that Li-ion batteries with PVs system has a high probability to be profitable by 2030. From the grid perspective, a system of PVs without batteries has a bigger impact than a system composed of PVs with batteries since the latter needs less grid injection.

Chatzisideris et al. [11] investigate the environmental and economic gains of organic photovoltaic (OPV) for self-consumption combined with batteries in the context of the Greek and Danish residential sector. For both countries, the household average consumption of 4000kWh/year is taken as input for a six-step framework in which there is a simulation method. Considering a 20-year lifetime project and 100 combinations of system sizes (OPV and battery with a discrete size between, respectively, 1-10kWp and 1-10 kWh), results show that an OPV-only system with 1kWp gives the best option for both countries, with a NPV of 121€ for Denmark and a NPV of 116€ for Greece. Considering an OPV price reduction, OPV-battery systems are more profitable than OPV-only systems when...
OPV cost is at most 0.9€/Wp and 1.6€/Wp, respectively, for Denmark and Greece.

Bai et al. [12] present an economic analysis of second-life electric vehicle batteries combined with PVs for many provinces in China considering residential, commercial and industrial sectors. NPV is computed considering a 30-year lifetime project. Each province has its own specificities such as the implementation of a TOU and retail electricity prices. Two strategies for the usage of batteries are considered: the first to increase self-consumption rate (SCR) from PV production, and the second to increase SCR and also load leveling. Householders from a few Chinese regions are able to make profits only with the second strategy. Focusing on PV-only, its implementation will benefit all sectors from every province considering the government subsidy. Without subsidy, only 61% of the regions have a positive NPV for the residential sector considering a SCR of 40%.

Using real data for PV production and electricity consumption, which was collected for one year in a UK home, Uddin et al. [13] studied the economic viability of batteries and PVs. They develop a detailed and reliable battery degradation model. It is assumed that near the 5th year the battery will have an important efficiency loss, so the annual electricity usage and generation are set the same over five years. The time dimension is only used in the battery degradation model. The economic evaluation is made through the annual savings, i.e. the sum of revenue minus the expenses for one year. Results show that without considering the cost of battery degradation, the system PV-4kW and the system of PV-4kWh combined with a battery-2kWh have an annual savings of £185 and £193, respectively. However, considering the degradation cost, the battery makes the project unprofitable.

In the Czech Republic context where there is small Feed-in-Tariff (FIT), Kichou et al. [14] propose two simulation models (one for summer and one for winter) to find the optimal solution between performance and financial cost for systems composed by PVs, CHPs and batteries for a research building. Performance is directly proportional to a ratio of energy bought from the grid over self-consumption. The financial cost is measured by NPV and discounted payback period. Yearly savings approach is used. Results show that the existing system in the building has a payback of 28.7 years, which is bigger than the project lifetime: 25 years. However, increasing the PV capacity by 24.2kWp and using the control strategies given as output by the simulation, the payback decreases to 9.7 years with an NPV of 35,491€. It is worth to mention that the control strategies are the main driver of economic improvements.

Akter et al. [5] propose a framework that gives economic measures to assess a battery system with PVs considering an Australian study case. Results show that NPV and payback of a system with only PVs are better than systems with PVs and batteries. PVs are economically acceptable in on-grid systems, but not profitable in off-grid systems due to the excess of energy, after a threshold of installed capacity. Akter et al. [5] consider reduction in CO2 emissions and options between different tariffs. As methodology, economic evaluations are conducted by considering a project with a lifetime of 25 years for different scenarios using their own simulation.

Later, Say et al. [15] studied the profitability of 441 battery and PV-battery system combinations in Perth, Australia: PV and battery capacities range, respectively, from 0 to 10 kWp with a step-size of 0.5 kWp and from 0 to 20 kWh with a step-size of 1 kWh. The project lifetime was set to 10 years. The years of 2018 and 2013 were used as candidates for the project installation date. For both years, various combinations of PV-only and PV-battery systems have a positive NPV. Then, considering different rates of increasing electricity prices (RIEP), the NPV is calculated considering that projects starting in each year from 2018 to 2033. Yet, there are various combinations of profitable PV-only and PV-battery systems, but the results show that batteries should be avoided before 2020 and 2024 for an annual RIEP of 5% and 0%, respectively. A similar analysis is conducted for different FITs. These results answer the question: “When should PV and/or ESS be installed to maximize profitability?”, which is also done in [6].

Few studies treated the profitability of SHC in South America. Focusing in PV systems, economic analysis are presented by Coria et al. [16] and by Espinoza et al. [17] for the Argentinian and Peruvian cases, respectively. There are many other studies focusing on the economic analysis of PV-only system and PV-batteries systems in different residential locations. Please, see [18] for a review summarizing many applications in various countries.

The economic benefits of other SHCs have also been studied by some recent works. A house design is studied by Xie et al. [19]. Payback analysis for μ-CHP, phase changing materials, heat pumps, PVT, SC, and PVs systems, are described. The paper shows a payback period of 13, 11 and 6.5 years or more for μ-CHP, PVs/PVT and WH, respectively. Methodology: simulation with design software, SketchUp® by Trimble.

The integration of EV with PV in the Hawaii context is presented by Coffman et al. [20]. The total cost of ownership is computed for six EVs, five hybrid electric vehicles (HEV) and six internal combustion engine vehicle (ICEV). Results show that EVs are less attractive than ICEV or HEV if subsidies are not taken into account. If subsidies are considered, only one Nissan Leaf EV becomes more attractive than some HEV and ICEV. If PVs are considered besides EV, EVs become more favorable economically.

Mazzeo [21] investigates 100 systems composed by PVs, batteries and the Nissan Leaf as EV in a residential context. The capacity of PVs and batteries is determined to maximize the NPV in two independent ways: one constraining the energy amount bought from the grid (way I), another constraining the energy amount sent to the grid (way II). Daily home load profiles are used, but aver-
age values are considered through the lifetime of the battery and PV systems. Vehicle recharging is allowed only in nocturnal hours, between 10PM - 8AM. Comparing with ICEVs, results show that the residential system PV-ESS-EV has a positive NPV after a threshold of the distance traveled by the EV. The NPV ranges from near 0 to 72360€. Depending on the EV daily distances traveled, two sets of solutions are provided for the optimal battery and PV capacities: for the way I, battery and PV capacities range from 12 to 27kWh and from 6 to 10 kW, respectively; for the way II, the ESS capacity is 3kWh and the PV capacity ranges from 2 to 3kW.

Focusing on PV self-consumption, an optimization MILP model for the configuration and sizing of PV, batteries and heat pumps is presented by Beck et al. [22]. The total cost ownership is minimized. Water and space heating are modeled without technical constraints, only power flow is considered. Heat pumps and ESS have more details in their models. Three load profiles collected during the years of 2012 and 2012 from German homes and solar load profiles from the Stuttgart city are taken into account by the model. Combining two FITs and three electricity price scenarios, results show that the optimal rated power of heat pump, PV and electrical heater are hardly ever influenced by electricity price increase or by FITs. In all, six scenarios, the rated capacity for batteries are lower than 5kWh and the rated power of PV ranges from 0 to 10kW. Sensitivity analysis provides a deeper analysis of prices and user consumption. The authors conclude that PV and ESS sizing is mainly dependent on user demand.

The literature has focused on specific or isolated sets of SHC when the topic is economic analysis. In addition, the majority of papers has analyzed PVs and ESS profitability. Note that these results highlight the importance of considering the economic analysis for each specific SHC acquisition combination for any household. The framework is based on optimization models and uses real data. The framework is able to answer the question: when and/or what SHCs should be acquired for a specific site to maximize profitability? In addition, the framework may be used for sizing of residential dwellings. However, the framework has scalability issues and the simple payback measure is not reliable for an economic analysis in the context of smart homes: both drawbacks are improved in this work. Compared with [6], our approach presents days of CPU time reduction.

Thus, house owners need a fast tool to assist them in a personalized decision about how to mitigate risks in the adoption or change towards a smart home, which is the motivation of this work. The main contributions of this work are: (i) the proposition of a holistic and fast framework that explores every SHC acquisition combination for any user considering and NPV as economic measure. The output tool determines the best investment in the transition from existing home to a smart house concept; (ii) the proposition of a tree algorithm combined with Interior Point algorithm to decrease the computational burden; (iii) the availability of a online compiled data-base for an approximated economic analysis for smart homes in 40 Brazilian cities.

3. Review of multiobjective optimization (MOO)

According to the reference [24], optimization problems involving several conflicting objectives are often grouped together to have a mono-objective formulation using, for example, a weighted sum approach. However, the work in [25] shows that instead of a single and optimal solution, the presence of multiple objectives gives rise to a set of optimal solutions that are not dominated, or also, according to [26], effective solutions. This discussion is situated in the multiobjective optimization field, which is rapidly reviewed in this section. For surveys in MOO, we invite the reader to see [27] and [28]. An ample and more detailed discussion is available in [29].

3.1. Definitions

Suppose $C \in R^{k \times n} : Cx = [f_1(x), ..., f_k(x)]^T$ and $X = \{ x \in R^n : Ax = b, x \geq 0 \}$, where $A \in R^{m \times n}$ and $b \in R^m$. According to [30], the problem min $f_1(x), ..., f_k(x)$ finds all efficient solutions, which are defined as follows: $x^0$ is said to be an Efficient solution or Pareto optimal if $x^0 \in X$ and there exists no $x^1 \neq x^0 \in X : (a) f_1(x^1) \leq f_1(x^0) \forall i \in \{1..k\}$, and $b) f_j(x^1) < f_j(x^0)$ for some $j \in \{1..k\}$. A feasible solution $x^0$ is Weakly Pareto optimal or Weakly efficient solution if there exists no feasible solution $x^1 \neq x^0 \in X : f_i(x^1) \leq f_i(x^0) \forall i \in \{1..k\}$. A point $(f_1(x), ..., f_k(x))$ is called a weakly efficient point.

Suppose $F(x) = [f_1(x), ..., f_k(x)]^T$. So, similar definition is used for domination in [31]: "The vector $F(\hat{x})$ is said to dominate another vector $F(x_p)$, denoted $F(\hat{x}) < F(x_p)$, if and only if $f_i(\hat{x}) \leq f_i(x_p)$ for all $i \in \{1,2,..,k\}$ and $f_j(\hat{x}) < f_j(x_p)$ for some $j \in \{1,2,..,k\}$. A point $x^* \in X^2$ is said to be globally pareto optimal or a globally efficient point for multi-criteria optimization problem if and only if there does not exist $x \in X$ satisfying $F(x) < F(x^*)$. $F(x^*)$ is then called globally nondominated or noninferior." \footnote{In the original paper is “C”}

Another definition given in [30], generalized here, is for supported and unsupported efficient points. An efficient
point \((a,b,...,k)\) is supported if exists scalars \(\lambda_i \in \{1..k\} : \sum \lambda_k = 1\) and a feasible solution \(x\) such that \(x\) minimizes \(\sum \lambda_k f_k(x)\) and \(f_1(x) = a, f_2(x) = b, ..., f_k(x) = k\). The paper [32] corroborates that definition informing that supported points are located in convex regions of the objective space: "Non-supported solutions can only be found coincidentally when they are discovered as intermediate solutions on the way towards a supported solution."

\[
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Figure 1: Example of definitions in a bi-objective feasible region.

To exemplify these definitions above, Figure 1 shows an objective space with their feasible region and some feasible points. The solution \(x^1\) is a weakly efficient solution because there is no other solution \(x^k \in X : x^1 \neq x^k\) and \(f_i(x^k) < f_i(x^1) \forall i \{1,2\}.\) Besides that, \(x^1\) is not an efficient solution because \(x^3 \in X : f_1(x^3) \leq f_1(x^1)\) and \(f_2(x^3) < f_2(x^1)\). The solutions \(x^2\) and \(x^3\) are also only weakly efficient points by similar analysis with, respectively, solutions \(x^4\) and \(x^6\). The solutions \(x^4, x^5, \text{and } x^6\) are efficient solutions. Finally, the solution \(x^8\) give a point \(F(x^8)\) that is dominated by \(F(x^5)\) for instance. Moreover, \(F(x^8)\) is not a supported point since it is not located in a convex region of the objective space. In this case, \(F(x^8)\) is not interesting to be found, however there are cases where unsupported points are valuable since they are efficient points, as \(F(x^3)\) in Figure 2.

To find efficient solutions that are in the extreme region of the Pareto Front (PF), for instance, solutions \(x^3\) and \(x^4\) in Figure 1 one can use Lexicographic Optimization explained at [33] section 3.1].

3.2. Approximated Pareto Front (APF)

It is known that weighted sum method finds all supported efficient solutions, but it cannot find unsupported efficient points. This drawback can be avoided by \(\epsilon\)-constraint [32] Algorithm 1] or Normal-Boundary Intersection (NBI) methods.

The \(\epsilon\)-constraint method, is well known in literature. Only one function is kept as the objective, and the other goal functions are set as constraints. The right side of each these constraints \(j\) will be \(\epsilon_j\) values. One need to change monotonically these \(\epsilon_j\) values by a constant \(\delta_j\). According to [10], the method can generate every efficient point for a bi-objective case. Supporting this argument, [34] says that \(\epsilon\) constraint method "is capable of generating any non-dominated point with appropriate choices of parameters." For [35], the method is probably the best because it is able to generate all pareto optimal points varying \(\epsilon_j > 0\) values.

Another advantage of the \(\epsilon\)-constraint method is that it can find unsupported efficient solutions, in other words, the method finds solutions independently of convexity or non-convexity of the objective functions; and there is no need to scale the objective functions to a common scale before applying the method [33, 35]. Generalization for that method is also done, for instance. [32] generalizes the \(\epsilon\) constraint method for the case with a high number of objectives for discrete multiobjective optimization problems using an adaptive \(\epsilon\) constraint method. This new method solves a series of instances from an auxiliary problem, optimizing one of the objectives, while the remain objectives are set as constraints.

The \(\epsilon\)-constraint method has a drawback due to the need to choose values for \(\delta_j\). As said by [32]: "Since only one solution can be found in each interval, the discretization has to be fine enough not to "miss" any Pareto-optimal solution. In the worst case, the difference between objective vectors might be as small as the machine accuracy of the computer used to run the algorithm." In practice, instead of enumerating all efficient points, a subset of them is found to represent an APF, which can be done with [32] Algorithm 1], for instance.

The second method, NBI method from [31], is an approach that produces an even spread efficient points distribution. The method can be summarized by Algorithm 1 considering that optimization problem: \(\min_{x \in \mathbb{R}^n \cap X} F(x) = [f_1(x), f_2(x), ..., f_k(x)]^T\).

The Algorithm 1 has three parts. The first one, represented in lines 1-5, is done to find the Ideal Point. That point is formed by the composition of the individual local
Algorithm 1 - NBI method

1: Find Utopia Point (Ideal Point) $F^*$:
2: $F^* = \{f_1, f_2, \ldots, f_g\}$
3: for all $i \in \{1, \ldots, k\}$ do
4: \begin{align*}
    &\text{finds } x_i^* : f_i^* = \min_{x \in \mathbb{R}^n} f_i(x) \\
\end{align*}
5: end for
6: $\Phi(x) = f_i(x_i^*) - f_i^*$
7: for all $i, j \in \{1, \ldots, k\}$ do
8: \begin{align*}
    &\Phi(i, j) = f_i(x_j^*) - f_i^*
\end{align*}
9: end for
10: Finding efficient solutions set $ES_{set}$:
11: $ES_{set} \leftarrow \emptyset$
12: while stop criteria not reached do
13: \begin{align*}
    &\text{Find } \beta \in \mathbb{R}^n : \sum_{i=1}^n \beta_i = 1, \beta_i \geq 0 \forall i \in \{1, \ldots, n\}
\end{align*}
14: for all $i \in \{1, \ldots, k\}$ do
15: \begin{align*}
    &\text{point } P_i = (f_1(x_i^*), f_2(x_i^*), \ldots, f_k(x_i^*))
\end{align*}
16: end for
17: Find the normal vector $\vec{n}$ of $P_i : i \in \{1, \ldots, k\}$
18: Find $x_e$ from $P_e$.
19: $ES_{set} \cup x_e$
20: end while
21: return $ES_{set}$

minimize value of each objective function. In the second part, lines 7-9, the Ideal Point is used to construct the pay off matrix. Finally, the third part is represented by lines 10-20 with a loop, in which efficient solutions are found. $P_e$, in line 18, is defined as the problem (1)-(3):

$$
\max_{x_e} t \quad \Phi \beta + t\vec{n} = F(x_e) - F^* \\
x_e \in X
$$

For each $\beta$ at constraint (2), an efficient solution will be found. An important step is how to find $\beta$. In a bi-objective case, $\beta = [\beta_1, \beta_2]^T$ can be calculated as following: $\beta = [\alpha, 1 - \alpha] \in [0,1]$. Moreover, the value of $\alpha$ can be used as a stop criteria. Staring with $\alpha = 0$ and increment it, progressively, by $0 < \delta < 1$, the method terminates if $\alpha > 1$.

The NBI and $\epsilon$-constraint methods are similar in at least two aspects. Firstly, they use parameters that are modified iteratively in order to construct an APF. Second, for both methods, once defined the parameters, the methods form a single objective optimization problem whose solution gives one efficient point.

Once an APF is found, there is a need to choose one solution that best fits the interests of the decision maker (DM). It could be difficult for the DM manually examine a large number of solutions to choose one. Thus, methods are available to reduce the number of efficient solutions to few ones, yet they represent well the APF: minimum distance from the ideal point with normalization and weights (MDIPNW) [39], TOPSIS [37], Promethee II [38], Fuzzy Algorithms (FA) [39, 40]. A comparison between some of these methods is proposed in [40].

3.3. MOO review in the context of smart houses

Table 1 summarizes papers using MOO in the context of smart homes. The first column of this table gives the literature sources, second column gives the number of specific and realistic models considered by each source. Columns APF and Selection in APF indicate, respectively, papers that found an APF and papers that chose a solution in it. Furthermore, column Comfort model expresses the way that comfort function was modeled, and column Price type conveys the optimization objective(s). The abbreviations and symbols used are the following: TOU: time of use, RTP: real-time pricing, ↓: Minimize, L: Linear, Q: Quadratic, NL: Nonlinear, NC: not constant, DA: Day ahead, C: Cost, D: Discomfort, PL: Peak load, WT: Waiting time, E: Emissions, EL: Energy loss, PAR: Peak to average ratio, EU: Energy used, ↑: Maximize, OS: Operational safety.

Table 1 shows that the work in [6] uses realistic models for every individual SHC. These models are integrated into a mixed integer linear problem (MILP) that acts as a home energy management system scheduler for a consumer. Moreover, the work implements an approach that gives an APF and selects a solution in it. Only [6] in this table explores the investment aspect of smart homes.
4. Framework

Let $SHC^-$ be the set of SHCs that are not available at the current house. The goal is to compute economic evaluations of every combination in the set $SHC^-$. The proposed framework is represented by the Algorithm 2 which is composed of four parts. This algorithm is an extension of the approach presented by the authors in [6].

Algorithm 2 - Framework

1: Construct an APF for the Current House Problem with the trade-off: cost vs discomfort
2: Select an efficient point with coordinates $(C^*,D^*)$
3: Solve $SHP^c \forall c \subseteq SHC^-$ - Tree Algorithm
4: Compute economic evaluations

4.1. Construct an APF for the Current House Problem with the trade-off: cost vs discomfort

The householder has two conflicting objectives: minimize costs and discomfort level. Thus, instead of having only one optimal solution, there is a Pareto front of efficient solutions.

This work combines the multiobjective model from [3] with the strategy Fraction of step of [3], which allows SHC to operate during a fraction of the step time. For instance, let the variable $z^t_a \in \mathbb{R}_+$ be the fraction of the time step $t \in T$ during which appliance $a$ is on and $y^t_a \in \mathbb{B}$ a binary variable that control on-off state of $a$ at time step. Hence, $z^t_a y^t_a = z^t_a$. In this paper, the Fraction of step is applied for every SHC model of [3], except for the combined heat and power (CHP) model. Thus, the only appliance model that contains binary variables is the CHP model. This strategy keeps the solution quality and accelerates the optimization CPU time by removing binary variables: see [3] for details.

The final model schedules the energy consumption for one day in $T$ time intervals with a fixed length of $\Delta$. The appliances are grouped as follows:

- $A$: Set of electrical appliances;
- $A_I \subseteq A$: Set of appliances with uninterruptible operation;
- $A^*_I$: Set of tasks for appliances in $A_I$;
- $A_P \subseteq A$: Set of appliances with interruptible phases;
- $A^*_P$: Set of tasks for appliances in $A_P$;
- $A^* = \{A^*_P \cup A^*_I\}$: Set of tasks for appliances in $A$.

Let $\mathcal{X}$ be the feasible space of all variables and $\Xi \in \mathcal{X}$ a solution. The functions $f_c$, $f_t$, $f_u$, and $f_a$ represent, respectively, the total cost, the thermal discomfort, the usage-time discomfort, and the total discomfort:

$$f_c(\Xi) = \sum_{t \in T} \left( C^t_b - C^t_s + C^t_{CHP} \right) + C_{ev},$$

$$f_u(\Xi) = r_1 \left[ \sum_{k \in A^*_P} \sum_{p=1}^{P_k} \Psi_{k,p} + \sum_{k \in A^*_I} \zeta_k \right] + r_2 \sum_{t \in T} \sum_{k \in A^*} U^t_k,$$

where: a) as variables: $C^t_b \[$] and $C^t_s \[$] represent the cost at $t \in T$ of buying and selling energy, respectively, $C^t_{CHP} \[$] is the combined heating power (CHP) operation cost at $t \in T$, $C_{ev} \[$] is the fuel cost for a hybrid vehicle, $V^t_a \[@C\]$ is the discomfort related to the deviation from the target temperature of appliance $a$ at $t \in T$, $U^t_k \[\text{hour}\]$ is the discomfort related to the deviation from the target time for task $k$ at $t \in T$, $\zeta_k \[\text{hour}\]$ is the discomfort related to the omission of task $k \in A^*_I$, $\Psi_{k,p} \[\text{hour}\]$ is the discomfort related to the omission of phase $p$ of task $k \in A^*_P$; b) as parameters: $P_k$ is the number of phases of task $k \in A^*_P$, $r_1 \in \mathbb{R}$ is the comfort factor per task not performed and $r_2 \in \mathbb{R}$ is the comfort factor per usage-time deviation.

Let define the “Current House Problem” as:

$$\min_{\Xi} \left[ f_c(\Xi), f_d(\Xi) = \alpha f_c(\Xi) + \alpha_u f_u(\Xi) \right]$$

$$\Xi \in \mathcal{X}$$

where $\alpha_c [\text{discomfort}/^\circ\text{C}]$ and $\alpha_u [\text{discomfort}/\text{hour}]$ are discomfort factor parameters. The first step uses the optimization model [4, 5] to compute an APF. In this model, beyond pricing and flow conservation constraints, only the constraints for available SHCs in the current house are considered to construct $\mathcal{X}$.

4.2. Select an efficient point with coordinates $(C^*,D^*)$

The next step is to select an efficient point on the APF, which can be done with Posteriori Decision in Multiobjective Optimization Methods (PDMOM) such as TOPSIS [32], MODPISW [30] or PROMETHEE [38, 58, 59]. A comparison of some PDMOM is done in [30]. From now on, let’s suppose the decision maker has selected a point with discomfort level $D^*$.

4.3. Solve $SHP^c \forall c \subseteq SHC^-$ - Tree Algorithm

The discomfort level $D^*$ is used to create the constraint $C^d : f_d(\Xi) \leq D'$. For each subset $c \subseteq SHC^-$, the framework solves the optimization problem “Scenario House-c Problem (SHP-c)” with the constraint $C^d$ and the constraint(s) related to the components in subset $c$. Moreover, the flow conservation constraint will be modified to consider the components from the current house in addition to the components of the subset $c$. If $SHC^- = \{EV,WH,PV\}$ and $c = \{WH, EV\}$, so the SHP-c is the following:

$$\min_{\Xi} f_c(\Xi)$$

$$f_d(\Xi) \leq D'$$

$$\Xi \in \mathcal{X}_{EV}$$

$$\Xi \in \mathcal{X}_{WH}$$

$$\Xi \in \mathcal{X}$$
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Objective Function \( f \) minimizes the consumer cost. Constraint \( (7) \) assures a maximum discomfort level \( D' \). In Constraints \( (3) \) and \( (9) \), \( x_{CHP} \) and \( x_{WH} \) means a set of feasible points for EV and WH, respectively. Thus Constraints \( (5) \) and \( (9) \) ensures operation constraints of the EV and the WH, respectively. Finally, \( (10) \) are the constraints considered on \( (5) \) with the adjustments of the flow conservation constraint to consider the EV and the WH.

The proposed framework differs mainly from \([6]\) by the way that the problems \( \text{SHP}^c \) \( \forall c \subseteq \text{SHC}^- \) are solved. While in \([6]\) these problems are solved without any transfer of information among them, in the proposed framework the optimal solution from a previous problem is used as starting point for new problem resolution processes. This reuse of previous solutions is implemented through a tree data structure, which is defined as “Tree Algorithm”.

4.3.1. Tree Algorithm

Suppose \( \text{SHC}^- = \{WH, EV, CHP\} \). The first step in the Tree Algorithm sorts the set \( \text{SHC}^- \) in a lexicographical order. So, \( \text{SHC}^- \) results in the ordered set \( \text{SHC}^+ = \{CHP, EV, WH\} \). Each node of the tree is associated with a subset \( c \subseteq \text{SHC}^+ \). In the algorithm, each node is represented by a tuple of data: an identity “id” and a set \( c \subseteq \text{SHC}^+ \). The notation \( c[i] \) is used to specify the element \( i : i \leq |c| \) of the set \( c \).

The Tree Algorithm is summarized in Algorithm 3. Variables are initialized in lines 1-3. The root node is created at line 4. The root node considers a problem \( \text{SHP}^c \) with every \( \text{SHC} \) in \( \text{SHC}^+ \), so \( c = \text{SHC}^+ \). At line 5, the node whose id corresponds to the value of the variable “id” is selected and its corresponding set \( c \) is used to solve the \( \text{SHP}^c \) at line 6. Lines 7 to 11 create child nodes of the root node. Each child will contain a subset \( c \subseteq \text{SHC}^+ \) so that \( |c| = |\text{SHC}^+| - 1 \). In lines 13 to 30, a loop is executed. Each iteration of that loop solves one node. At line 18, if the current node has more than one element in its set, child or children may be created. Every node in the tree contains a different set \( c \subseteq \text{SHC}^+ \), which is guaranteed with a conditional test in line 22 by checking the variable “memorySet”. The goal of the memorySet is to serve as a consulting buffer to eliminate the creation of nodes that contains an already existing set in some node of the tree.

Let’s illustrate the execution of Algorithm 3 considering \( \text{SHC}^+ = \{CHP, EV, WH\} \) throughout the Figures 3-6. In these figures, each block represents the state of the tree by the end of a specific line of the Algorithm. Each block contains, at left, the variable values; a region, at down, to represent the variable “memorySet”; the representation of the tree nodes; and a red letter “c” that represents the selected node. A node is represented by a circle with its id above it and its set inside it. Nodes represented by a dashed lines circle are nodes whose set \( c \) were already considered to solve \( \text{SHP}^c \). Lines 4.5 and 6 of Algorithm 3 are simulated in Figure 3. By the end of line 6, the variable “memorySet” is empty and the root node is solved. In Figure 4, by the end of line 11, the root node has three children: the first one has \( c[1] = CHP \), so it has the set \( c = \text{SHC}^+/CHP = \{EV, WH\} \); the second child has \( c[2] = EV \), so it has the set \( c = \text{SHC}^+/EV = \{CHP, WH\} \); and the other child has \( c[3] = WH \), so it has the set \( c = \text{SHC}^+/WH = \{CHP, EV\} \). The first iteration of the loop (13-30) solves the node with id=1, creates children of that node and adds two sets in the memorySet. In Figure 5, the second and the third iteration of the loop (13-30) are shown. In the second iteration, the node with id=2 does not generate the child \( c/c[1] = \{WH\} \) because that set is already in the variable “memorySet”. For the same reason, the node with id=3 does not generate any child in the third iteration. Finally, Figure 6 represents the fourth and the last iteration of the loop (13-30). In the fourth iteration, the node with id=4 is selected to be solved. As it has only one element in its set, there is no creation of any child. By the end of the last iteration of the loop (13-30), the last node is solved and when the line 13 is executed to begin a new iteration, the test \( 6 = n\text{Solve} < 2^{|	ext{SHC}^-|} - 2 = 6 \) is false, so Algorithm 3 terminates.

After the resolution of each parent node, the optimal solution for the parent is sent to every child to be used as

---

**Algorithm 3 Tree Algorithm**

1. id, nSolve ← 0
2. i, counter ← 1
3. memorySet ← 0
4. Create root node (id, \( \text{SHP}^c \))
5. Attribute the set from node id to c
6. Solve \( \text{SHP}^c \)
7. **while** \( (i \leq |c|) \) **do**
8. \( \text{id} ← i \)
9. Create node (id, \( c/c[i] \)), child of c
10. \( i ← i + 1 \)
11. **end while**
12. counter ← i
13. **while** \( (n\text{Solve} < 2^{|	ext{SHC}^-|} - 2) \) **do**
14. nSolve ← nSolve + 1
15. id ← nSolve
16. Attribute the set from node id to c
17. Solve \( \text{SHP}^c \)
18. **if** \( |c| > 1 \) **then**
19. \( i ← 1 \)
20. **while** \( (i \leq |c|) \) **do**
21. \( \text{id} ← \text{counter} \)
22. **if** \( c/c[i] \notin \text{memorySet} \) **then**
23. Create node (id, \( c/c[i] \)), child of c
24. \( \text{counter} ← \text{counter} + 1 \)
25. memorySet ← memorySet ∪ \( \{c/c[i]\} \)
26. **end if**
27. \( i ← i + 1 \)
28. **end while**
29. **end if**
30. **end while**
4.4. Compute economic evaluations

The computation of economic evaluations is done in this step. Let’s consider $D^p$ as the project duration in years, $Pay_B^p$ as the payback period, $s^{slp}$ as the savings in the lifespan project, $T^I$ as the total investment and $I^R$ as the return on investment. Thus, payback is calculated accordingly to [5] Section 3.4 as $Pay_B^p = D^pT^I / s^{slp}$ and $I^R = s^{slp} - T^I$. Considering also $C_t$ as the net cash inflow during the period $t$, $C_o$ as the total initial investment costs and $r$ as the required rate of return, the Net Present Value (NPV) is given by Equation (11).

$NPV = \sum_{t=1}^{D^p} \frac{C_t}{(1 + r)^t} - C_o$  \hspace{1cm} (11)

5. Results and Discussion

The work in [6] shows that the payback differs depending on site and application. Here, the goal is to decrease the CPU time issue from [6]. In addition, instead of payback period, NPV is used to determine the most profitable set of SHC to be acquired.

Figure 7: Hypothetical convex hull of the problems with their optimal solution.
The proposed framework is applied on 40 case studies that cover most of the Brazilian cities with considerable demographic density. For all of them, the analysis is done considering the exchange rate 1USD = 3.3BRL and a project duration of 25 years. As some SHCs have a life span lower than 25 years, the total cost has increased in proportion. For instance, if the component PV has a life span of 12.5 years, so one needs 2 units of that component to reach 25 years of project. Houses have appliances with distinct daily tasks $A^t$, a HVAC system, a shower and a fridge. The required rate of return is set to 12% yearly, which corresponds to the conservative investment rate of the Brazilian Treasury Prefixed Fund (Tesouro Prefixado 2029) \[61\] in July 2019.

Local inflation is not considered. This paper supposes that a customer wishes to acquire a system at the present time. For each case study, 1024 different systems are evaluated based on yearly savings approach. It means that, for each system, 365 days are optimized and the daily sum of savings composes the yearly savings. The total savings for a specific project is the multiplication of the yearly savings of that project by the project duration. For each SHP, the total investment is computed by summing up the total cost of each component that belongs to the set $c$ considered. With cost and savings, economic measures can be computed with the formulas given in Section 4. For these examples, the goal is to discover what should be the SHCs to be acquired for these specific users in a profitable way.

For the appliances $a \in A_{EUI} \cup A_{phases}$, a dataset with real daily load profiles is available \[62\]. A set of load profiles is created for each day of the week. In the optimization, for each day of the week, a load profile from the corresponding set is randomly selected. Wind speed, solar radiation, thermal mass of building, etc., are considered in constraints proposed in \[3\], which are also used in this work. For more details, justifications and hypotheses for all decisions related to the SHC models are defined in \[3\]. We set $\alpha_a = \alpha_c = 1$.

For each case study, the house does not have $\mu$-CHP, EV, WH, SC, WT, Battery and PV. Thus, we considered the $SHC^- = \{PV\ 3.5kW, PV\ 6.5kW, Battery\ 26kWh, Battery\ 13kWh, WT\ 3kW, WT\ 7kW, SC, WH, EV, \mu\-CHP\}$. When similar components are in the same subset $c \subseteq SHC^-$, they are replaced by new similar component whose capacity is the sum of the capacities of the similar elements in $c$. The house considered does not have an infrastructure to receive natural gas, so an ICE is chosen as $\mu$-CHP. The information about the set $SHC^-$ is summarized in Table 2. In the table, each element of $SHC^-$ is announced in the first column, its brand and model in the second column. The third column gives the warranty of the SHC, which is considered as its life span. Prices in dollars are given in the fourth column. These prices are converted to Brazilian currency (BRL) in the column “Price R$”. Finally, the last column adds installation cost to the column “Price R$”. Unless otherwise stated, maintenance costs are not considered: once the warranty ends, the SHC is replaced by a new one. The total daily distance trip for EV is drawn from the uniform distribution $U[0.70]km$. For solar radiation, the percentage of clouds for each month from \[63\] is considered. As an example, the percentage of clouds for each month for Belo Horizonte city is shown in Figure 8. It avoids an underestimated of solar radiation by considering always clear skies. Other parameters are set as indicated in \[3\].

5.1. Solving “Current House Problem” - APF Results

The $\epsilon$-constraint \[32\, Algorithm 1\] is compared with the Normal-Boundary Intersection (NBI) \[61\] to solve the Current House Problem and to obtain an APF. The discomfort level was kept as objective function while cost became constraint. For $\epsilon$-constraint method, we set $\delta = 0.5$ and for the NBI method, we set $\beta = 0.01$. The results are shown in Figures 9 and 10.

The total CPU time for $\epsilon$-constraint method and NBI method were, respectively, 1794 seg. and 958 seg. From Figures 9 and 10 if the cost is constrained by a value less than 35.73$ there is a fast increase in discomfort level. The NBI found a huge amount of efficient points with cost between 35.73$ and 34.818 and few efficient points for cost bigger than 35.73$ compared to $\epsilon$-constraint. The advantage of CPU time for NBI is explained by the fact that problems with a budget lower than 35.73$ are easily solved since that many SHC are set to off. However, in practice,
### Table 2: SHC Summary for BH case

<table>
<thead>
<tr>
<th>SHC</th>
<th>Brand and Model</th>
<th>Life span (years)</th>
<th>Price (USD)</th>
<th>Price (R$)</th>
<th>Total Cost (R$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV 3.5kW</td>
<td>14 CS CS5P-250M</td>
<td>14 × 225</td>
<td>11781</td>
<td>61875</td>
<td>17671.50</td>
</tr>
<tr>
<td>Battery</td>
<td>2 Tesla Powerwall</td>
<td>10 × 1250</td>
<td>41250</td>
<td>24271.50</td>
<td>61875</td>
</tr>
<tr>
<td>WT 3kW</td>
<td>3 Bergey Excel 1kW</td>
<td>5 × 3 × 4995c</td>
<td>94500.5</td>
<td>74175.75</td>
<td></td>
</tr>
<tr>
<td>SC</td>
<td>Coupled Tempersol</td>
<td>5 a</td>
<td>1400</td>
<td>2100</td>
<td></td>
</tr>
<tr>
<td>WH</td>
<td>Rheem 80G</td>
<td>10 c</td>
<td>1899</td>
<td>3266.7</td>
<td></td>
</tr>
<tr>
<td>EV</td>
<td>2018 Nissan Leaf</td>
<td>5 a</td>
<td>30000</td>
<td>100000</td>
<td>74175.75</td>
</tr>
<tr>
<td>μ-CHP</td>
<td>Yanmar CP5WN-SNB</td>
<td>2 a</td>
<td>3950</td>
<td>5925</td>
<td></td>
</tr>
<tr>
<td>PV 6.5kW</td>
<td>26 CS CS5P-250M</td>
<td>26 × 225</td>
<td>21879</td>
<td>32000.5</td>
<td></td>
</tr>
<tr>
<td>Battery</td>
<td>1 Tesla Powerwall</td>
<td>10 c</td>
<td>6600</td>
<td>18990</td>
<td></td>
</tr>
<tr>
<td>WT 7kW</td>
<td>Bergey Excel 1kW +</td>
<td>5 a</td>
<td>10000</td>
<td>21780</td>
<td></td>
</tr>
<tr>
<td>WT 10kW</td>
<td>Bergey Excel 10kW</td>
<td>10 c</td>
<td>31770</td>
<td>104841</td>
<td></td>
</tr>
<tr>
<td>EV 2018 Leaf</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* a: According to the manufacturer’s datasheet  c: Given by the manufacturer  b: Value converted from dollars USD to BRL  CS: Canadian Solar

---

This paper uses MDIPNW [36] to help select an efficient point with a coordinate \((C', D')\). Having this coordinate, one can create a constraint \(C'^{\text{cd}}\) to ensure a maximum level of discomfort, then solve \(SHP^{\text{cd}} \forall c \subseteq SHC^{-}\).

---

![Figure 10: Un APF with NBI method.](image1)

![Figure 11: An APF and a chosen point to construct \((C', D')\).](image2)

![Figure 12: Efficient points found by MDIPNW from [36].](image3)

![Figure 13: Efficient points found by TOPSIS.](image4)
5.1. Belo Horizonte’s house - Economic Measures

Due to space constraints, a compiled data-base for 40 Brazilian cities is available online. The example of Belo Horizonte city is shown in this subsection. Table 3 summarizes some SHC combination results whose payback are lower than 25 years.

Table 3: Belo Horizonte results

<table>
<thead>
<tr>
<th>System</th>
<th>Pay[^D]</th>
<th>Pay[^T]</th>
<th>NPV (thousand R$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PVs, 3.5 kW</td>
<td>10.7</td>
<td>23.7</td>
<td>-4.7</td>
</tr>
<tr>
<td>PVs, 6.5 kW</td>
<td>11.4</td>
<td>39.4</td>
<td>-10.1</td>
</tr>
<tr>
<td>PVs, 10 kW</td>
<td>12.4</td>
<td>51.3</td>
<td>-18.5</td>
</tr>
<tr>
<td>WTs, 7 kW</td>
<td>16.4</td>
<td>129.6</td>
<td>16.8</td>
</tr>
<tr>
<td>WTs, 10 kW</td>
<td>19.5</td>
<td>110.6</td>
<td>-58.9</td>
</tr>
<tr>
<td>SC</td>
<td>10.8</td>
<td>13.68</td>
<td>3.2</td>
</tr>
<tr>
<td>WH</td>
<td>11.0</td>
<td>29.7</td>
<td>3.7</td>
</tr>
</tbody>
</table>

Although systems composed only by PVs or by WTs-10 kW have a payback lower than the project duration and a positive \(I^T\), the NPV shows that they are not worthwhile for this house. Thus, the computation of only payback and return on investment should be avoided.

For the case under consideration, batteries are too expensive and must be avoided. Every set \(c\) with battery has an NPV negative and lower than the respective set without battery. The price for one Tesla battery pack must decrease to around 1075.5 USD to pay itself off without any renewable generation. Systems composed by a battery and a renewable generation or SC have negative NPV. In the system WTs 7 kW and 13kWh battery, the battery’s price must be around 4300 USD to have a positive NPV and around 2000 USD to match NPV of WT 7kW system alone. Systems with battery and SC have a negative NPV even if the battery lifespan is 25 years.

The EV is extremely expensive in the country. Its price must be at most 44850 R$ to worth the cost. If the decision maker is going to buy a car of price \(x\) R$, the price for an EV must be at most \(x + 44850\) R$ to have a tie situation. If one considers a lifespan of 10 years for EV, the price must be at most 66600 R$ to have a positive NPV. Let’s consider two scenarios with maintenance costs. In the first one, in the sixth year after the warranty, R$ 1000 was allocated for maintenance and this cost has been increased by R$ 300 for each subsequent year. A similar idea is applied in the second scenario until the 14\(^{th}\) year in which the EV is sold by R$ 20000 and a new one is bought. Then, from 15\(^{th}\) year until the 19\(^{th}\), maintenance is zero, and in the 20\(^{th}\) an amount of R$ 1000 was allocated for maintenance and this cost has been increased by R$ 300 for each subsequent year. The NPV is -39.9 and -53.0 thousand of R$ for scenario one and two, respectively. The EV must cost around 80000 R$ for scenario one and 75000 R$ for scenario two in order to make NPV positive. Therefore, EV is not beneficial money-wise.

WH system is a better option for water heating because SC system has a positive NPV, but lower than: (i) the WH system; (ii) the WH and SC system. The system {\(\mu\)-CHP, WH, SC} has a negative NPV. The \(\mu\)-CHP does not pay itself in any case even if its price is reduced to half because of its short life span. The \(\mu\)-CHP is profitable if its warranty or lifespan increases to 7 years.

For this householder, the set (WH, WT 7kW) gives the best NPV (18.9 k R$), the set with the smallest payback ([PV 3.5kW]) and the set with the highest return on investment ([PV 3.5kW, WH, PV 6.5kW, WT 7.5kW]) have a negative NPV.

5.1.2. Belo Horizonte’s house - Time Efficiency

A computer equipped with an 1.9 Ghz Intel Core i5-4300U CPU is used. Tree Algorithm has been applied in order to demonstrate the time that has been saved. In this demonstrations, only one computer core is used for a daily optimization of every system. The results are shown in Figure 15. Using Tree Algorithm, approximately 12764 seconds have been saved in total, which shows an improvement of 44.4% over the approach without a warm solution. The warm solution benefits nodes after the root node, so the resolution of those nodes contributes to the total savings, which explains the slope reduction for the cumulative time after the problem 64 with the Tree Algorithm. With Tree Algorithm, there is an increase in the slope due to two reasons: the selection of nodes nearer to the root node, which takes more time to be solved and the tree structure operation itself. Considering 365 days, four
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computer cores were used by the solver. The total CPU time with no warm solution and with Tree Algorithm was 34.43 days and 19.40 days, respectively.

6. Conclusions

The number of smart homes is increasing worldwide. Transforming a home into a smart one requires considerable investment. Some consumers perceive the technology adoption towards smart homes as unprofitable [1]. Hence, households face the following question: Given a house, without some SHC (PVs, WT, WH, batteries, etc), what should be the SHCs to be acquired for a specific user in such way that will be profitable? Available tools to answer that question needs a considerable amount of CPU time. The motivation of this paper is to answer the aforementioned question in a reasonable time. Thus, this paper proposes a framework to help the transition from current houses to smart homes considering customized electricity usage. The framework gives a NPV analysis of each possible acquisition combination of smart appliances or equipment for a specific user in a reasonable time. The proposed framework is tested on 40 cases: an online tool is available to access them. Focusing on one example, the steps and algorithms to be used in the framework implementation have been shown. The results show that NPV should be used as an economic measure rather than payback or return on investment in the context of transition towards smart homes. In addition, compared with the literature, the proposed framework can reduce days of CPU time to solve the problem.
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