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#### Abstract

In this note, we propose a FISTA-type first order algorithm, VAR-FISTA, to solve a composite optimization problem. A distinctive feature of VAR-FISTA is its ability to exploit the convexity of the function in the problem, resulting in an improved iteration complexity when the function is convex compared to when it is nonconvex. The iteration complexity result for the convex and nonconvex case obtained in the note are compatible to the best known in the literature so far.
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## 1 Introduction

Using first order methods is the preferred approach to solve large scale optimization problems that arise in application areas such as machine learning. Fast iterative shrinkage thresholding algorithm (FISTA), an efficient first order method, is proposed in [1] to solve composite optimization problems when the functions involved are convex; see also [11, 12, 13]. Recently, there are interests in the study of first order algorithms, such as FISTA variants, to solve composite optimization problems with nonconvex functions. These works include $[2,3,4,5,6,7,8,9,10,14,15]$.

In this note, we propose a FISTA-type first order algorithm, VAR-FISTA, to solve composite optimization problems. This algorithm is inspired by the algorithm ADAP-NC-FISTA in [10]. The algorithm in this note is designed in such a way that when the functions involved in the composite optimization problem are convex, it is able to exploit the convexity of the problem leading to an iteration complexity of $\mathcal{O}\left((1 / \hat{\rho})^{2 / 3}\right)$, while an iteration complexity of $\mathcal{O}\left(1 / \hat{\rho}^{2}\right)$ is achieved in the nonconvex case. These complexity results are the best known in the literature so far. The contribution of this note is twofold. First, the algorithm requires only one resolvent evaluation in an iteration, unlike the algorithms in $[4,6]$. Second, other than information on function and gradient values, no other data information, such as Lipschitz constant or lower curvature, are required from the problem, as in [3, 15], for the algorithm to run. It should finally be noted that the algorithm, ADAP-NC-FISTA, in [10] also shares these same features as our algorithm, but in [10], the iteration complexity of $\mathcal{O}\left((1 / \hat{\rho})^{2 / 3}\right)$ when the functions in the composite optimization problem are convex cannot be directly established.

## 2 A Composite Optimization Problem

We consider the following composite optimization problem:

$$
\begin{equation*}
\min _{u \in \Re^{n}} \phi(u):=f(u)+h(u), \tag{1}
\end{equation*}
$$

where $f$ is continuously differentiable, can be nonconvex on $\Omega$,

$$
\begin{equation*}
\left\|\nabla f\left(u_{1}\right)-\nabla f\left(u_{2}\right)\right\| \leq M\left\|u_{1}-u_{2}\right\|, \forall u_{1}, u_{2} \in \Omega \tag{2}
\end{equation*}
$$

with $M>0$ and $\Omega$ is a closed convex set in $\Re^{n}$, that is, the gradient of $f$ is Lipschitz continuous on $\Omega$, and $h$ is a proper lower semi-continuous convex function, which can be nonsmooth, with dom $h \subset \Re^{n}$ being closed and bounded. We assume that dom $h \subseteq \Omega$. Let $\bar{M}(>0)$ be the smallest $M$ satisfying (2). There exists $m \geq 0$ such that

$$
\begin{equation*}
-\frac{m}{2}\left\|u_{1}-u_{2}\right\|^{2} \leq f\left(u_{1}\right)-\ell_{f}\left(u_{1} ; u_{2}\right), \forall u_{1}, u_{2} \in \Omega, \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
\ell_{f}\left(u_{1} ; u_{2}\right):=f\left(u_{2}\right)+\left\langle\nabla f\left(u_{2}\right), u_{1}-u_{2}\right\rangle, \tag{4}
\end{equation*}
$$

since by (2),

$$
\begin{equation*}
\left|f\left(u_{1}\right)-l_{f}\left(u_{1} ; u_{2}\right)\right| \leq \frac{M}{2}\left\|u_{1}-u_{2}\right\|, \quad \forall u_{1}, u_{2} \in \Omega \tag{5}
\end{equation*}
$$

Hence, an $m$ that satisfies (3) is $\bar{M}$. Let $\underline{m} \geq 0$ be the smallest $m \geq 0$ such that (3) holds. We have $0 \leq \underline{m} \leq \bar{M}$. Observe that if $\underline{m}=0$, then by (3), $f$ is convex on $\Omega$, while if $\underline{m}>0$, then $f$ is nonconvex on $\Omega$.

Let us denote $y^{*} \in \operatorname{dom} h$ to be an optimal solution to Problem (1), which exists since dom $h$ is closed and bounded.

A necessary condition for $u \in \operatorname{dom} h$ to be a local minimum of Problem (1) is $0 \in \nabla f(u)+\partial h(u)$. Motivated by this condition, we have the notion of an $\hat{\rho}$-approximate solution of Problem (1), which is a pair ( $\hat{u}, \hat{v}$ ) which satisfies

$$
\begin{equation*}
\hat{v} \in \nabla f(\hat{u})+\partial h(\hat{u}), \quad\|\hat{v}\| \leq \hat{\rho}, \tag{6}
\end{equation*}
$$

where $\hat{\rho}>0$ is a given tolerance.

## 3 A FISTA-Type Algorithm on Problem (1)

In the following, we propose a variant of FISTA, which we call VAR-FISTA, to find an $\hat{\rho}$ approximate solution to Problem (1), for a given tolerence $\hat{\rho}>0$. This algorithm is inspired by the algorithm ADAP-FISTA in [10].

## VAR-FISTA

Initialization: Let $\xi_{0}=0, \lambda_{0}>0, \theta>1,0<\gamma<1$, tolerance $\hat{\rho}>0$ and initial point $y_{0} \in \operatorname{dom} h$, and set $y_{0}^{\min }=x_{0}=y_{0}, A_{0}=12, L_{0}=0$.
$\boldsymbol{k}^{\text {th }}$ Iteration $(k=1,2, \ldots)$ :
$k 1$. Set $\lambda=\lambda_{k-1}, \xi=\xi_{k-1}$ and compute

$$
\begin{equation*}
a_{k-1}=\frac{1+\sqrt{1+4 A_{k-1}}}{2}, \quad A_{k}=A_{k-1}+a_{k-1}, \quad \tilde{x}_{k}=\frac{A_{k-1}}{A_{k}} y_{k-1}+\frac{a_{k-1}}{A_{k}} x_{k-1} ; \tag{7}
\end{equation*}
$$

$k 2$. compute

$$
\begin{align*}
& \tau=\frac{2 \xi \lambda}{a_{k-1}}, \\
& y=\operatorname{argmin}_{u}\left\{l_{f}\left(u ; \tilde{x}_{k}\right)+h(u)+\frac{1+\tau}{2 \lambda}\left\|u-\tilde{x}_{k}\right\|^{2}\right\},  \tag{8}\\
& U=\frac{2\left[f(y)-\ell_{f}\left(y ; \tilde{x}_{k}\right)\right]}{\left\|y-\tilde{x}_{k}\right\|^{2}} ;  \tag{9}\\
& \tilde{y}^{\min }=\operatorname{argmin}\left\{\phi(\tilde{y}) ; \tilde{y}=y_{k-1}^{\min }, y\right\},  \tag{10}\\
& L=\max \left\{\frac{2\left[\ell_{f}\left(y_{k-1} ; \tilde{x}_{k}\right)-f\left(y_{k-1}\right)\right]}{\left\|y_{k-1}-\tilde{x}_{k}\right\|^{2}}, \frac{2\left[\ell_{f}\left(\tilde{y}^{\text {min }} ; \tilde{x}_{i}\right)-f\left(\tilde{y}^{\text {min }}\right)\right]}{\left\|\tilde{y}^{\min }-\tilde{x}_{i}\right\|^{2}}, L_{k-1}, 0 ; i=1, \ldots, k\right\} ; \tag{11}
\end{align*}
$$

k3. If $U \lambda>\gamma$ or $\xi \lambda_{k-1}<L \lambda+\tau$ or $\xi \lambda_{i-1}<L \lambda_{i}+\tau_{i}$ for some $i=1, \ldots, k-1$, go to step $k 2$ with $(\xi, \lambda)$ given by

$$
(\xi, \lambda)=\operatorname{UPDATE}\left(\xi, \lambda, \lambda_{1}, \ldots, \lambda_{k-1}, \tau, \tau_{1}, \ldots, \tau_{k-1}, L, U, \theta, \gamma\right)
$$

else set $\tau_{k}=\tau, y_{k}^{\min }=\tilde{y}^{\min }, y_{k}=y, \lambda_{k}=\lambda, U_{k}=U, L_{k}=L$ and $\xi_{k}=\xi ;$
$k 4$. compute

$$
\begin{align*}
x_{k} & =P_{\Omega}\left(\frac{\left(1+\tau_{k}\right) A_{k}}{a_{k-1}\left(\tau_{k} a_{k-1}+1\right)} y_{k}-\frac{A_{k-1}}{a_{k-1}\left(\tau_{k} a_{k-1}+1\right)} y_{k-1}\right),  \tag{12}\\
v_{k} & =\frac{1+\tau_{k}}{\lambda_{k}}\left(\tilde{x}_{k}-y_{k}\right)+\nabla f\left(y_{k}\right)-\nabla f\left(\tilde{x}_{k}\right) . \tag{13}
\end{align*}
$$

Termination: If at the end of the $k^{\text {th }}$ iteration, $\left\|v_{k}\right\| \leq \hat{\rho}$, then output $(\hat{y}, \hat{v})=\left(y_{k}, v_{k}\right)$, and exit.

We describe the subroutine in VAR-FISTA in the following:
$(\xi, \lambda)=\operatorname{UPDATE}\left(\xi, \lambda, \lambda_{1}, \ldots, \lambda_{k-1}, \tau, \tau_{1}, \ldots, \tau_{k-1}, L, U, \theta, \gamma\right):$
if $U \lambda>\gamma$ then set

$$
\begin{equation*}
\lambda \leftarrow \min \{\lambda / \theta, \gamma / U\} \tag{14}
\end{equation*}
$$

if

$$
\begin{equation*}
\xi \lambda_{k-1}<L \lambda+\tau \text { or } \xi \lambda_{i-1}<L \lambda_{i}+\tau_{i} \text { for some } i=1, \ldots, k-1 \tag{15}
\end{equation*}
$$

then
if $\xi=0$, set

$$
\begin{equation*}
\xi \leftarrow 1 \tag{16}
\end{equation*}
$$

else set

$$
\begin{equation*}
\xi \leftarrow 2 \xi \tag{17}
\end{equation*}
$$

In the above algorithm, VAR-FISTA, steps $k 2$ and $k 3$ can be performed more than once in an iteration since if the conditions in step $k 3$ are not satisfied, then step $k 2$ needs to be performed again with an updated $(\xi, \lambda)$ obtained from the subroutine in step $k 3$. The conditions in step $k 3$ are then checked again. This will continue until the conditions are satisfied. It should be noted however that the total number of times this occurs in an iteration is bounded. In fact, if $N_{0}$ is the number of iterations taken by the algorithm before termination, then the total number of executions of steps $k 2$ and $k 3$ is bounded by $N_{0}+\max \left\{\frac{\log \left(\lambda_{0} / \underline{\lambda}\right)}{\log \theta}, \log \bar{\xi}, 0\right\}$.

There is no particular reason for setting $A_{0}$ to be 12 in the above algorithm. We do this for the sake of convenience. $A_{0}$ can be set to any positive number without affecting the results in this paper.

Note that in the above algorithm, for all $k \geq 1, y_{k}^{\min } \in \operatorname{dom} h$ and $x_{k}, \tilde{x}_{k} \in \Omega$.
We remark that for every $k \geq 1$, we have $y_{k} \in \operatorname{dom} h$ and $v_{k} \in \nabla f\left(y_{k}\right)+\partial h\left(y_{k}\right)$. Hence, upon termination of the algorithm, we obtain an $\hat{\rho}$-approximate solution, $(\hat{y}, \hat{v})$, of Problem (1).

Also, we remark that $\lambda_{k}$ in the algorithm can be viewed as an estimation of the reciprocal of $\bar{M}$, while $\xi_{k}$ is an estimation of $\underline{m}$. Hence, when $f$ is convex, in which case $\underline{m}=0, \xi_{k}=0$, which also implies that $\tau_{k}=0$ for all $k \geq 1$. The algorithm then reduces to FISTA with constant stepsize [1] on Problem (1) when we set $\lambda_{k}=1 / \bar{M}$ for all $k \geq 0$.

Note that $\left\{a_{k}\right\}$ and $\left\{A_{k}\right\}$ in (7) are related by

$$
\begin{equation*}
A_{k+1}=a_{k}^{2} \tag{18}
\end{equation*}
$$

Furthermore, we observe that by defining for $k \geq 1$

$$
\begin{align*}
\tilde{\gamma}_{k}(u) & :=l_{f}\left(u ; \tilde{x}_{k}\right)+h(u)+\frac{\tau_{k}}{2 \lambda_{k}}\left\|u-\tilde{x}_{k}\right\|^{2}, u \in \operatorname{dom} h  \tag{19}\\
\gamma_{k}(u) & :=\tilde{\gamma}_{k}\left(y_{k}\right)+\frac{1}{\lambda_{k}}\left\langle\tilde{x}_{k}-y_{k}, u-y_{k}\right\rangle+\frac{\tau_{k}}{2 \lambda_{k}}\left\|u-y_{k}\right\|^{2}, u \in \Omega \tag{20}
\end{align*}
$$

it is easy to check that $x_{k}$ given in (12) is the unique optimal solution to the following optimization problem.

$$
\begin{equation*}
\min _{u \in \Omega} a_{k-1} \gamma_{k}(u)+\frac{1}{2 \lambda_{k}}\left\|u-x_{k-1}\right\|^{2} \tag{21}
\end{equation*}
$$

In the definition of $\gamma_{k}$ in (20), we note that aside from the quadratic term, $\gamma_{k}$ is the "linearization" of $\tilde{\gamma}_{k}$ at $u=y_{k}$.

## 4 Iteration Complexity Results for VAR-FISTA

In this section, we derive iteration complexity results as stated in Theorem 4.10 to find an $\hat{\rho}$-approximate solution to Problem (1) using VAR-FISTA.

First, we define

$$
\begin{equation*}
D_{h}:=\sup _{u_{1}, u_{2} \in \operatorname{dom} h}\left\|u_{1}-u_{2}\right\| \tag{22}
\end{equation*}
$$

Note that $D_{h}$ is finite since dom $h$ is bounded.
We need the following results on $\left\{a_{k}\right\}$ and $\left\{A_{k}\right\}$ in deriving these iteration complexity results. The proof of the lemma is given in the appendix.

Lemma 4.1 For every $k \geq 1$, the sequences $\left\{a_{k}\right\}$ and $\left\{A_{k}\right\}$ given in (7) satisfy

$$
\frac{k}{2} \leq a_{k-1} \leq 4 k, \quad \sum_{i=1}^{k} A_{i} \geq \frac{k^{3}}{12}, \quad \frac{\sum_{i=1}^{k} a_{i-1}}{\sum_{i=1}^{k} A_{i}} \leq \frac{4}{k}
$$

In the following lemma, we put together properties of $\tau_{k}, y_{k}^{\min }, \lambda_{k}, U_{k}, L_{k}$ and $\xi_{k}$ in VAR-FISTA. These results are useful in our analysis later.

Lemma 4.2 The following statements hold for VAR-FISTA:
(a) $\left\{\lambda_{k}\right\}$ is positive, non-increasing; $\left\{\xi_{k}\right\}$ and $\left\{L_{k}\right\}$ are non-negative, non-decreasing;
(b) for every $k \geq 1$,

$$
\begin{aligned}
& U_{k} \leq \bar{M}, \quad L_{k} \leq \underline{m}, \quad \tau_{k}=\frac{2 \xi_{k} \lambda_{k}}{a_{k-1}}, \quad U_{k} \lambda_{k} \leq \gamma \\
& \xi_{k} \lambda_{i-1} \geq L_{k} \lambda_{i}+\tau_{i} \geq L_{i} \lambda_{i}+\tau_{i} \geq 0, \quad i=1, \ldots, k \\
& y_{k}^{\min }=\operatorname{argmin}\left\{\phi(\tilde{y}) ; \tilde{y} \in\left\{y_{0}, \ldots, y_{k}\right\}\right\}
\end{aligned}
$$

(c) for every $k \geq 0, \lambda_{k} \geq \underline{\lambda}:=\min \left\{\gamma /(\theta \bar{M}), \lambda_{0}\right\}$, $\xi_{k} \leq \max \{4 \underline{m}, 1\}$; furthermore, if $f$ is convex, then $\xi_{k}=0$ for every $k \geq 0$.

Proof: (a) The first statement follows from $\lambda_{0}>0$, the assumption that $\theta>1$ and the fact that the update procedure for $\lambda$ in step $k 3$ of VAR-FISTA either leaves $\lambda$ unchanged or strictly decreases $\lambda$ according to the update formula (14). That $\left\{\xi_{k}\right\}$ is non-negative, non-decreasing is obvious in view of (16) and (17) in step $k 3$ of the algorithm, while $\left\{L_{k}\right\}$ is non-negative, non-decreasing hold due to (11) in step $k 2$ of the algorithm.
(b) Since $\bar{M}>0$ and $\underline{m} \geq 0$ satisfies (5) and (3) respectively, it follows that every quantity $U$ (resp., $L$ ) computed in step $k 2$ of VAR-FISTA, and hence $U_{k}$ (resp., $L_{k}$ ), is bounded above by $\bar{M}$ (resp., $\underline{m}$ ). The other conclusions follow immediately from (a) and the definitions of $\tau_{k}$, $y_{k}^{\min }, y_{k}, \lambda_{k}, U_{k}, L_{k}$ and $\xi_{k}$ in step $k 3$ of VAR-FISTA.
(c) For contradiction, assume that $\lambda_{k}<\underline{\lambda}$ for some $k \geq 0$. Then, since $\lambda_{k}<\lambda_{0}$, $\lambda_{k}$ has been obtained from a pair $(\lambda, U)$ through the update formula (14) and we also have $U>0$. Since $\bar{M} \geq U>0$ and $\lambda_{k}<\gamma /(\theta M)$, it follows that $\gamma / U \geq \gamma / \bar{M}>\lambda_{k}$. Hence, it follows from (14) that $\lambda_{k}=\lambda / \theta$. On the other hand, noting that step $k 3$ in VAR-FISTA implies that $\lambda$ is no longer reduced whenever $\lambda \leq \gamma / \bar{M}$, we then conclude that $\lambda>\gamma / \bar{M}$, and hence that $\lambda_{k}=\lambda / \theta>\gamma /(\theta \bar{M})$. Since the latter conclusion contradicts our initial assumption, the first result in statement (c) follows. To show the second result in statement (c), for contradiction, assume that $\xi_{k}>\max \{4 \underline{m}, 1\}$ for some $k \geq 0$. Since $\xi_{k}>1$, we have $k \geq 1$, and we also have $\xi_{k}=2 \xi$, where $\xi$ satisfies $\xi \lambda_{k-1}<L \lambda+\tau$ or $\xi \lambda_{i-1}<L \lambda_{i}+\tau_{i}$ for some $i=1, \ldots, k-1$, according to (15). By $L \leq \bar{m}$ from (3) and (11), definition of $\tau$ and $\tau_{i}, a_{i} \geq a_{0}=4, \lambda \leq \lambda_{k-1}, \lambda_{i} \leq \lambda_{i-1}$ and $\xi \geq \xi_{i}, i=1, \ldots, k-1$, we have $L \lambda+\tau \leq \underline{m} \lambda_{k-1}+\left(\lambda_{k-1} \xi\right) / 2$ or $L \lambda_{i}+\tau_{i} \leq \bar{m} \lambda_{i-1}+\left(\lambda_{i-1} \xi\right) / 2$. Hence, $\xi \lambda_{i}<\lambda_{i}(\underline{m}+\xi / 2)$ for some $i=1, \ldots, k-1$, which implies that $\xi<2 \underline{m}$. Therefore, $\xi_{k}=2 \xi<4 \underline{m}$, which contradicts our initial assumption. The second result in statement (c)
then follows. Furthermore, if $f$ is convex, then $\xi=\tau=\tau_{i}=L=0$ and hence (15) is always false, which implies that (16) and (17) are never executed. Therefore, $\xi_{k}=\xi_{0}=0$ for every $k \geq 1$.

Lemma 4.2 is similar to Lemma 3.1 in [10].
Remark 4.3 VAR-FISTA is able to "detect" when $f$ is convex, in which case, $\xi_{k}$ is always equal to 0 for all $k$, unlike when $f$ is nonconvex. This leads to better iteration complexity for VAR-FISTA as shown in Theorem 4.10 below. Although the algorithm performs differently in terms of update from $\xi_{k}$ to $\xi_{k+1}$ depending on whether $f$ is convex or nonconvex, we carry out the analysis to find the iteration complexity for VAR-FISTA in an unified manner. We do this by defining $\bar{\xi}$ to be such that

$$
\bar{\xi}:= \begin{cases}\max \{4 \underline{m}, 1\}, & \text { if } \underline{m}>0  \tag{23}\\ 0, & \text { if } \underline{m}=0 .\end{cases}
$$

It is easy to see from the above definition of $\bar{\xi}$ that its value is zero only when $f$ is convex. Observe also from (23) and Lemma 4.2(c) that $\forall k \geq 0, \xi_{k} \leq \bar{\xi}$.

The following lemma is crucial for us to arrive at the iteration complexity results for VARFISTA in Theorem 4.10.

Lemma 4.4 The total number of times, $n_{0}$, the value of $\xi_{k}$ changes as $k$ increases is of the order $\max \{\log \underline{m}, 1\}$.

Proof: We observe that if $\xi \geq 2 \underline{m}$, the inequalities in (15) do not hold, which follows from Lemma 4.2(a), $a_{k} \geq a_{0}=4$ and that $L$ in (11) is always less than or equal to $\underline{m}$. This, together with the update formula (17), leads to the result in the lemma.

The following lemma provides a bound on $\left\|x_{k}-x_{0}\right\|$.
Lemma 4.5 We have for $k \geq 0,\left\|x_{k}-x_{0}\right\| \leq C k$, where

$$
C:=2\left(2+\bar{\xi} \lambda_{0}\right) D_{h} .
$$

Proof: We have for $k \geq 1$, by (7), (12), (18), Lemma 4.2, (22), the last sentence in Remark 4.3 and Lemma 4.1, that

$$
\begin{aligned}
\left\|x_{k}-x_{0}\right\| & \leq\left\|\frac{\left(1+\tau_{k}\right) A_{k}}{a_{k-1}\left(\tau_{k} a_{k-1}+1\right)} y_{k}-\frac{A_{k-1}}{a_{k-1}\left(\tau_{k} a_{k-1}+1\right)} y_{k-1}-x_{0}\right\| \\
& =\frac{1}{\left(2 \xi_{k} \lambda_{k}+1\right) a_{k-1}}\left\|\left(1+\tau_{k}\right) A_{k} y_{k}-A_{k-1} y_{k-1}-\left(\tau_{k} a_{k-1}+1\right) a_{k-1} x_{0}\right\| \\
& \leq \frac{1}{a_{k-1}}\left\|\left(1+\tau_{k}\right) A_{k} y_{k}-A_{k-1} y_{k-1}-\left(\tau_{k} a_{k-1}+1\right) a_{k-1} x_{0}\right\| \\
& =\frac{1}{a_{k-1}}\left\|A_{k-1}\left(y_{k}-y_{k-1}\right)+\left(\tau_{k} a_{k-1}+1\right) a_{k-1}\left(y_{k}-x_{0}\right)\right\| \\
& \leq \frac{D_{h}}{a_{k-1}}\left(A_{k-1}+\left(\tau_{k} a_{k-1}+1\right) a_{k-1}\right) \\
& =D_{h}\left(\frac{A_{k-1}}{a_{k-1}}+2 \xi_{k} \lambda_{k}+1\right) \leq D_{h}\left(\frac{A_{k-1}}{a_{k-1}}+2 \bar{\xi} \lambda_{0}+1\right)
\end{aligned}
$$

$$
\leq D_{h}\left(a_{k-1}+2 \bar{\xi} \lambda_{0}\right) \leq D_{h}\left(4 k+2 \bar{\xi} \lambda_{0}\right) \leq 2\left(2+\bar{\xi} \lambda_{0}\right) D_{h} k
$$

The conclusion of the lemma then follows.
Below are two technical results that are needed in the analysis to arrive at Theorem 4.10. Proposition 4.6 is used to prove Lemma 4.9.

Proposition 4.6 For $u \in \operatorname{dom} h$, for every $k \geq 1$, we have

$$
\begin{align*}
& A_{k-1}\left\|y_{k-1}-\tilde{x}_{k}\right\|^{2} \leq 2\left\|u-x_{k-1}\right\|^{2}+2 D_{h}^{2}  \tag{24}\\
& a_{k-1}\left\|u-\tilde{x}_{k}\right\|^{2} \leq \frac{2}{a_{k-1}}\left\|u-x_{k-1}\right\|^{2}+2 a_{k-1} D_{h}^{2} \tag{25}
\end{align*}
$$

Proof: By the definition of $\tilde{x}_{k}$ in (7), relations (22) and (18), the fact that $A_{k}=A_{k-1}+a_{k-1} \geq$ $A_{k-1}$ due to (7), the inequality $\|a+b\|^{2} \leq 2\left(\|a\|^{2}+\|b\|^{2}\right)$ for any $a, b \in \mathbb{R}^{n}$, we obtain for $u \in \operatorname{dom} h$,

$$
\begin{aligned}
A_{k-1}\left\|y_{k-1}-\tilde{x}_{k}\right\|^{2} & =\frac{A_{k-1} a_{k-1}^{2}}{A_{k}^{2}}\left\|x_{k-1}-y_{k-1}\right\|^{2}=\frac{A_{k-1}}{A_{k}}\left\|\left(x_{k-1}-u\right)-\left(y_{k-1}-u\right)\right\|^{2} \\
& \leq \frac{2 A_{k-1}}{A_{k}}\left[\left\|u-x_{k-1}\right\|^{2}+\left\|u-y_{k-1}\right\|^{2}\right] \leq 2\left\|u-x_{k-1}\right\|^{2}+2 D_{h}^{2}
\end{aligned}
$$

Hence, (24) holds. Arguing in a similar manner, (25) holds as well.
The following technical result allows us to arrive at Lemma 4.8, which through Lemma 4.9, then leads to Theorem 4.10, the main result of this section. This proposition is also needed in the proof of Lemma 4.9. The proof of this proposition and that of Lemma 4.8 are similar to that of Lemma 2.2 and Lemma 2.3 in [10] respectively, and are provided in the appendix of this note for the sake of completeness.

Proposition $4.7 \tilde{\gamma}_{k}$ defined in (19) and $\gamma_{k}$ defined in (20) are $\left(\tau_{k} / \lambda_{k}\right)$-strongly convex functions, $\gamma_{k}(u) \leq \tilde{\gamma}_{k}(u) \forall u \in \operatorname{dom} h, \tilde{\gamma}_{k}\left(y_{k}\right)=\gamma_{k}\left(y_{k}\right)$,

$$
\begin{equation*}
\min _{u}\left\{\tilde{\gamma}_{k}(u)+\frac{1}{2 \lambda_{k}}\left\|u-\tilde{x}_{k}\right\|^{2}\right\}=\min _{u}\left\{\gamma_{k}(u)+\frac{1}{2 \lambda_{k}}\left\|u-\tilde{x}_{k}\right\|^{2}\right\} \tag{26}
\end{equation*}
$$

and these minimization problems have $y_{k}$ as their unique optimal solution;
Lemma 4.8 We have for $k \geq 1$, for every $u \in \Omega$,

$$
\begin{align*}
& \lambda_{k} A_{k} \phi\left(y_{k}\right)+\frac{\tau_{k} a_{k-1}+1}{2}\left\|u-x_{k}\right\|^{2}+\frac{(1-\gamma) A_{k}}{2}\left\|y_{k}-\tilde{x}_{k}\right\|^{2} \\
& \leq \lambda_{k} A_{k-1} \gamma_{k}\left(y_{k-1}\right)+\lambda_{k} a_{k-1} \gamma_{k}(u)+\frac{1}{2}\left\|u-x_{k-1}\right\|^{2} \tag{27}
\end{align*}
$$

The inequality (27) in the above lemma is the basic inequality fundamental in proving the iteration complexity results for VAR-FISTA, and is the key result needed to show that the following lemma holds.

Lemma 4.9 For every $k \geq 1$,

$$
\begin{align*}
& \frac{1-\gamma}{2}\left(\sum_{i=1}^{k} A_{i}\left\|y_{i}-\tilde{x}_{i}\right\|^{2}\right) \leq \lambda_{0} A_{0}\left(\phi\left(y_{0}\right)-\phi\left(y_{k}^{\min }\right)\right)+\left(\frac{1}{2}+2 \bar{\xi} \lambda_{0} n_{0}\right) D_{h}^{2} \\
& +2 \bar{\xi} \lambda_{0} C^{2}\left(\sum_{i=1}^{k} \frac{i^{2}}{a_{i-1}}+n_{0} k^{2}\right)+\bar{\xi} \lambda_{0} D_{h}^{2} \sum_{i=1}^{k}\left(3+a_{i-1}\right) \tag{28}
\end{align*}
$$

Proof: For $k \geq 1$, let $i_{j} \leq k, j \geq 1$, be such that $\xi_{i}=\xi_{i_{j}}$ for $i=i_{j-1}+1, \ldots, i_{j}$, where $i_{0}=0$ and $i_{n_{1}}=k$. Note that $n_{1} \leq n_{0}$, by Lemma 4.4. From (27) in Lemma 4.8, where we let $u=y_{k}^{\min }$, for $i_{j-1}+1 \leq i \leq i_{j}$, we have

$$
\begin{align*}
& \frac{1-\gamma}{2} A_{i}\left\|y_{i}-\tilde{x}_{i}\right\|^{2} \\
& -\left(\lambda_{i-1} A_{i-1}\left(\phi\left(y_{i-1}\right)-\phi\left(y_{k}^{\min }\right)\right)+\frac{1}{2}\left\|y_{k}^{\min }-x_{i-1}\right\|^{2}\right)+\left(\lambda_{i} A_{i}\left(\phi\left(y_{i}\right)-\phi\left(y_{k}^{\min }\right)\right)+\frac{1}{2}\left\|y_{k}^{\min }-x_{i}\right\|^{2}\right) \\
& \leq \lambda_{i} A_{i-1}\left(\gamma_{i}\left(y_{i-1}\right)-\phi\left(y_{i-1}\right)\right)+\lambda_{i} a_{i-1}\left(\gamma_{i}\left(y_{k}^{\min }\right)-\phi\left(y_{k}^{\min }\right)\right)-\frac{\tau_{i} a_{i-1}}{2}\left\|y_{k}^{\min }-x_{i}\right\|^{2} \\
& +\left(\lambda_{i}-\lambda_{i-1}\right) A_{i-1}\left(\phi\left(y_{i-1}\right)-\phi\left(y_{k}^{\min }\right)\right) . \tag{29}
\end{align*}
$$

Observe that by Proposition 4.7, the definition of $\tilde{\gamma}_{i}$ in (19), and $L_{i}$ in view of (11) that for $i=i_{j-1}+1, \ldots, i_{j}$,

$$
\begin{align*}
\gamma_{i}\left(y_{i-1}\right)-\phi\left(y_{i-1}\right) & \leq \tilde{\gamma}_{i}\left(y_{i-1}\right)-\phi\left(y_{i-1}\right)=\ell_{f}\left(y_{i-1} ; \tilde{x}_{i}\right)-f\left(y_{i-1}\right)+\frac{\tau_{i}}{2 \lambda_{i}}\left\|y_{i-1}-\tilde{x}_{i}\right\|^{2} \\
& \leq\left(\frac{L_{i}}{2}+\frac{\tau_{i}}{2 \lambda_{i}}\right)\left\|y_{i-1}-\tilde{x}_{i}\right\|^{2}, \tag{30}
\end{align*}
$$

and

$$
\begin{align*}
\gamma_{i}\left(y_{k}^{\min }\right)-\phi\left(y_{k}^{\min }\right) & \leq \tilde{\gamma}_{i}\left(y_{k}^{\min }\right)-\phi\left(y_{k}^{\min }\right)=\ell_{f}\left(y_{k}^{\min } ; \tilde{x}_{i}\right)-f\left(y_{k}^{\min }\right)+\frac{\tau_{i}}{2 \lambda_{i}}\left\|y_{k}^{\min }-\tilde{x}_{i}\right\|^{2} \\
& \leq\left(\frac{L_{k}}{2}+\frac{\tau_{i}}{2 \lambda_{i}}\right)\left\|y_{k}^{\min }-\tilde{x}_{i}\right\|^{2} . \tag{31}
\end{align*}
$$

From (29), for $i_{j-1}+1 \leq i \leq i_{j}$, using (30), (31), $\left\{\lambda_{i}\right\}$ is non-increasing in view of Lemma $4.2(\mathrm{a}), \phi\left(y_{k}^{\min }\right) \leq \phi\left(y_{i-1}\right)$, Proposition 4.6 where $u=y_{k}^{\min }, 0 \leq L_{i} \lambda_{i}+\tau_{i} \leq \xi_{i_{j}} \lambda_{i-1}$ and $0 \leq L_{k} \lambda_{i}+\tau_{i} \leq \xi_{k} \lambda_{i-1}$ in view of Lemma 4.2(b), $\tau_{i}=2 \xi_{i} \lambda_{i} / a_{i-1}, \xi_{i}=\xi_{i_{j}}, \lambda_{j-1} \leq \lambda_{0}$ and the last statement in Remark 4.3, we conclude that

$$
\begin{align*}
& \frac{1-\gamma}{2} A_{i}\left\|y_{i}-\tilde{x}_{i}\right\|^{2} \\
& -\left(\lambda_{i-1} A_{i-1}\left(\phi\left(y_{i-1}\right)-\phi\left(y_{k}^{\min }\right)\right)+\frac{1}{2}\left\|y_{k}^{\min }-x_{i-1}\right\|^{2}\right)+\left(\lambda_{i} A_{i}\left(\phi\left(y_{i}\right)-\phi\left(y_{k}^{\min }\right)\right)+\frac{1}{2}\left\|y_{k}^{\min }-x_{i}\right\|^{2}\right) \\
& \leq \frac{1}{2}\left(L_{i} \lambda_{i}+\tau_{i}\right) A_{i-1}\left\|y_{i-1}-\tilde{x}_{i}\right\|^{2}+\frac{1}{2}\left(L_{k} \lambda_{i}+\tau_{i}\right) a_{i-1}\left\|y_{k}^{\min }-\tilde{x}_{i}\right\|^{2}-\frac{\tau_{i} a_{i-1}}{2}\left\|y_{k}^{\min }-x_{i}\right\|^{2} \\
& \leq\left(L_{i} \lambda_{i}+\tau_{i}\right)\left(\left\|y_{k}^{\min }-x_{i-1}\right\|^{2}+D_{h}^{2}\right)+\left(L_{k} \lambda_{i}+\tau_{i}\right)\left(\frac{1}{a_{i-1}}\left\|y_{k}^{\min }-x_{i-1}\right\|^{2}+a_{i-1} D_{h}^{2}\right) \\
& -\frac{\tau_{i} a_{i-1}}{2}\left\|y_{k}^{\min }-x_{i}\right\|^{2} \\
& \leq \xi_{i_{j}} \lambda_{i-1}\left(\left\|y_{k}^{\min }-x_{i-1}\right\|^{2}+D_{h}^{2}\right)+\xi_{k} \lambda_{i-1}\left(\frac{1}{a_{i-1}}\left\|y_{k}^{\min }-x_{i-1}\right\|^{2}+a_{i-1} D_{h}^{2}\right)-\xi_{i} \lambda_{i}\left\|y_{k}^{\min }-x_{i}\right\|^{2} \\
& \leq \xi_{i_{j}}\left(\lambda_{i-1}\left\|y_{k}^{\min }-x_{i-1}\right\|^{2}-\lambda_{i}\left\|y_{k}^{\min }-x_{i}\right\|^{2}\right)+\bar{\xi} \lambda_{0}\left(\frac{1}{a_{i-1}}\left\|y_{k}^{\min }-x_{i-1}\right\|^{2}+\left(1+a_{i-1}\right) D_{h}^{2}\right) . \tag{32}
\end{align*}
$$

Summing the inequality in (32) from $i=1$ to $k$, we obtain

$$
\frac{1-\gamma}{2}\left(\sum_{i=1}^{k} A_{i}\left\|y_{i}-\tilde{x}_{i}\right\|^{2}\right) \leq \lambda_{0} A_{0}\left(\phi\left(y_{0}\right)-\phi\left(y_{k}^{\min }\right)\right)+\frac{1}{2}\left\|y_{k}^{\min }-x_{0}\right\|^{2}
$$

$$
\begin{equation*}
+\bar{\xi} \lambda_{0} \sum_{i=1}^{k}\left(\frac{1}{a_{i-1}}\left\|y_{k}^{\min }-x_{i-1}\right\|^{2}+\left(1+a_{i-1}\right) D_{h}^{2}\right)+\sum_{j=1}^{n_{1}} \xi_{i_{j}} \lambda_{i_{j}-1}\left\|y_{k}^{\min }-x_{i_{j}-1}\right\|^{2} \tag{33}
\end{equation*}
$$

Now, for $0 \leq i \leq k$, by Lemma 4.5,

$$
\left\|y_{k}^{\min }-x_{i}\right\|^{2} \leq 2\left(\left\|y_{k}^{\min }-x_{0}\right\|^{2}+\left\|x_{0}-x_{i}\right\|^{2}\right) \leq 2\left\|y_{k}^{\min }-x_{0}\right\|^{2}+2 C^{2} i^{2}
$$

Therefore, by the above and that $\xi_{i_{j}} \lambda_{i_{j-1}} \leq \bar{\xi} \lambda_{0}$, we have from (33)

$$
\begin{aligned}
& \frac{1-\gamma}{2}\left(\sum_{i=1}^{k} A_{i}\left\|y_{i}-\tilde{x}_{i}\right\|^{2}\right) \leq \lambda_{0} A_{0}\left(\phi\left(y_{0}\right)-\phi\left(y_{k}^{\min }\right)\right)+\left(\frac{1}{2}+2 \bar{\xi} \lambda_{0}\left(n_{1}+\sum_{i=1}^{k} \frac{1}{a_{i-1}}\right)\right)\left\|y_{k}^{\min }-x_{0}\right\|^{2} \\
& +2 \bar{\xi} \lambda_{0} C^{2}\left(\sum_{i=1}^{k} \frac{i^{2}}{a_{i-1}}+n_{1} k^{2}\right)+\bar{\xi} \lambda_{0} D_{h}^{2} \sum_{i=1}^{k}\left(1+a_{i-1}\right)
\end{aligned}
$$

The conclusion of the lemma then follows by noting that $n_{1} \leq n_{0}, a_{i-1} \geq 1$ and the definition of $D_{h}$ in (22).

We are now ready to state the iteration complexity results of VAR-FISTA to solve Problem (1).

Theorem 4.10 VAR-FISTA terminates to obtain an $\hat{\rho}$-approximate solution $(\hat{y}, \hat{v})$ to Problem (1) in at most

$$
\begin{equation*}
\left(\frac{3 C_{1} L_{1}}{\hat{\rho}^{2}}\right)^{1 / 3}+\left(\frac{3 C_{1} \bar{\xi} \lambda_{0}\left(2 C^{2}+3 D_{h}^{2}\right)}{\hat{\rho}^{2}}\right)^{1 / 2}+\frac{C_{1} \bar{\xi} \lambda_{0}\left(6 C^{2}\left(1+n_{0}\right)+D_{h}^{2}\right)}{\hat{\rho}^{2}}+1 \tag{34}
\end{equation*}
$$

iterations, where

$$
\begin{aligned}
C_{1} & =\left(\frac{8}{1-\gamma}\right)\left(\frac{1}{\underline{\lambda}}+\frac{1}{2} \bar{\xi}+\bar{M}\right)^{2} \\
L_{1} & =\lambda_{0} A_{0}\left(\phi\left(y_{0}\right)-\phi\left(y^{*}\right)\right)+\left(\frac{1}{2}+2 \bar{\xi} \lambda_{0} n_{0}\right) D_{h}^{2}
\end{aligned}
$$

and recall that $C=2\left(2+\bar{\xi} \lambda_{0}\right) D_{h}$ and $n_{0}=\mathcal{O}(\max \{\log \underline{m}, 1\})$. Furthermore, if $f$ in Problem (1) is convex, then the iteration complexity of VAR-FISTA to solve the problem is improved, and it finds an $\hat{\rho}$-approximate solution $(\hat{y}, \hat{v})$ to Problem (1) in at most

$$
\begin{equation*}
\left(\frac{3 C_{2} L_{2}}{\hat{\rho}^{2}}\right)^{1 / 3}+1 \tag{35}
\end{equation*}
$$

iterations, where

$$
\begin{aligned}
C_{2} & =\left(\frac{8}{1-\gamma}\right)\left(\frac{1}{\underline{\lambda}}+\bar{M}\right)^{2} \\
L_{2} & =\lambda_{0} A_{0}\left(\phi\left(y_{0}\right)-\phi\left(y^{*}\right)\right)+\frac{1}{2} D_{h}^{2}
\end{aligned}
$$

Proof: Using the facts that $\left\{a_{k}\right\}$ is increasing, $a_{0}=4$, Lemma $4.2(\mathrm{~b})$, (c), and the last statement in Remark 4.3, we have for $k \geq 1$,

$$
\frac{1+\tau_{k}}{\lambda_{k}}=\frac{1}{\lambda_{k}}+\frac{2 \xi_{k}}{a_{k-1}} \leq \frac{1}{\underline{\lambda}}+\frac{2 \bar{\xi}}{a_{0}}=\frac{1}{\underline{\lambda}}+\frac{1}{2} \bar{\xi}
$$

and hence, together with (2), by (13), we obtain

$$
\min _{1 \leq i \leq k}\left\|v_{i}\right\| \leq \min _{1 \leq i \leq k}\left(\frac{1+\tau_{i}}{\lambda_{i}}+\bar{M}\right)\left\|y_{i}-\tilde{x}_{i}\right\| \leq \tilde{C} \min _{1 \leq i \leq k}\left\|y_{i}-\tilde{x}_{i}\right\|
$$

where

$$
\tilde{C}=\frac{1}{\underline{\lambda}}+\frac{1}{2} \bar{\xi}+\bar{M} .
$$

Using the above inequality, (28) in Lemma 4.9, definition of $y^{*}$ and the first inequality in Lemma 4.1, we obtain for $k \geq 1$,

$$
\begin{aligned}
& \left(\frac{1-\gamma}{2} \sum_{i=1}^{k} A_{i}\right) \min _{1 \leq i \leq k}\left\|v_{i}\right\|^{2} \\
& \leq \tilde{C}^{2}\left[\lambda_{0} A_{0}\left(\phi\left(y_{0}\right)-\phi\left(y_{k}^{\min }\right)\right)+\left(\frac{1}{2}+2 \bar{\xi} \lambda_{0} n_{0}\right) D_{h}^{2}+2 \bar{\xi} \lambda_{0} C^{2}\left(\sum_{i=1}^{k} \frac{i^{2}}{a_{i-1}}+n_{0} k^{2}\right)\right. \\
& \left.+\bar{\xi} \lambda_{0} D_{h}^{2} \sum_{i=1}^{k}\left(3+a_{i-1}\right)\right] \\
& \leq \tilde{C}^{2}\left[\lambda_{0} A_{0}\left(\phi\left(y_{0}\right)-\phi\left(y^{*}\right)\right)+\left(\frac{1}{2}+2 \bar{\xi} \lambda_{0} n_{0}\right) D_{h}^{2}+2 \bar{\xi} \lambda_{0} C^{2}\left(\sum_{i=1}^{k} 2 i+n_{0} k^{2}\right)\right. \\
& \left.+\bar{\xi} \lambda_{0} D_{h}^{2}\left(3 k+\sum_{i=1}^{k} a_{i-1}\right)\right] .
\end{aligned}
$$

Hence the complexity result (34) follows from the above inequality, the third and fourth inequality in Lemma 4.1. The result (35) follows from (34) and $\bar{\xi}=0$ by (23) where $\underline{m}=0$ since $f$ is convex.

## 5 Conclusion

In this note, we propose a first order algorithm, VAR-FISTA, to solve composite optimization problems, and establish iteration complexity result for the convex and nonconvex case in Theorem 4.10 that are best known in the literature so far. We remark that even though the iteration complexity for the convex case is better than that for the nonconvex case as shown in Theorem 4.10, implementation ${ }^{1}$ of the algorithm shows that the number of iterations to obtain an $\hat{\rho}$-approximate solution for instances of the quadratic programming problem as found in [10] is worse when the instance is convex than when it is nonconvex. This phenomenon appears to occur as well in [10] for other first order methods tested in the paper. We do not have a reasonable explanation for this unusual phenomenon.
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## A Appendix

Proof of Lemma 4.1: For $k \geq 1$, observe that

$$
\frac{1}{2}+\sqrt{A_{k-1}} \leq a_{k-1}=\frac{1+\sqrt{1+4 A_{k-1}}}{2} \leq 2 \sqrt{A_{k-1}}
$$

It follows that

$$
\begin{aligned}
& \left(\sqrt{A_{k-1}}+\frac{1}{2}\right)^{2} \leq A_{k-1}+\sqrt{A_{k-1}}+\frac{1}{2} \leq A_{k}=A_{k-1}+a_{k-1} \\
& \leq A_{k-1}+2 \sqrt{A_{k-1}} \leq\left(\sqrt{A_{k-1}}+1\right)^{2}
\end{aligned}
$$

Hence,

$$
\sqrt{A_{0}}+\frac{k}{2} \leq \sqrt{A_{k-1}}+\frac{1}{2} \leq \sqrt{A_{k}} \leq \sqrt{A_{k-1}}+1 \leq \sqrt{A_{0}}+k
$$

Since $A_{k}=a_{k-1}^{2}$ and $A_{0}=12$, we conclude from the above that

$$
\begin{equation*}
\frac{k}{2} \leq a_{k-1} \leq 4 k \tag{36}
\end{equation*}
$$

Now, by $A_{i}=a_{i-1}^{2}$ and (36), we have

$$
\sum_{i=1}^{k} A_{i}=\sum_{i=1}^{k} a_{i-1}^{2} \geq \frac{1}{4} \sum_{i=1}^{k} i^{2}=\frac{1}{24} k(k+1)(2 k+1) \geq \frac{k^{3}}{12} .
$$

From $A_{i}=a_{i-1}^{2}, A_{i}=A_{i-1}+a_{i-1}$ and (36), we have

$$
\frac{\sum_{i=1}^{k} a_{i-1}}{\sum_{i=1}^{k} A_{i}}=\frac{\sum_{i=1}^{k} a_{i-1}}{\sum_{i=1}^{k} a_{i-1}^{2}} \leq \frac{k \sum_{i=1}^{k} a_{i-1}}{\left(\sum_{i=1}^{k} a_{i-1}\right)^{2}}=\frac{k}{\sum_{i=1}^{k} a_{i-1}}=\frac{k}{A_{k}-A_{0}} \leq \frac{k}{a_{k-1}^{2}} \leq \frac{4}{k} .
$$

Proof of Proposition 4.7: It is clear from the definition of $\tilde{\gamma}_{k}$ and $\gamma_{k}$ that they are $\left(\tau_{k} / \lambda_{k}\right)$ strongly convex. By (8), the way $y_{k}$ is defined in step $k 3$ of VAR-FISTA and the definition of $\tilde{\gamma}_{k}$ in (19), we see that $y_{k}$ is the optimal solution to the first minimization problem in (26). Since the objective function of this minimization problem is $\left(\left(1+\tau_{k}\right) / \lambda_{k}\right)$-strongly convex, it follows that $\forall u \in \Re^{n}$,

$$
\begin{equation*}
\tilde{\gamma}_{k}\left(y_{k}\right)+\frac{1}{2 \lambda_{k}}\left\|y_{k}-\tilde{x}_{k}\right\|^{2}+\frac{1+\tau_{k}}{2 \lambda_{k}}\left\|y_{k}-u\right\|^{2} \leq \tilde{\gamma}_{k}(u)+\frac{1}{2 \lambda_{k}}\left\|u-\tilde{x}_{k}\right\|^{2} . \tag{37}
\end{equation*}
$$

On the other hand, the definition of $\gamma_{k}$ in (20) and the relation

$$
\left\|y_{k}-\tilde{x}_{k}\right\|^{2}+\left\|y_{k}-u\right\|^{2}=2\left\langle\tilde{x}_{k}-y_{k}, u-y_{k}\right\rangle+\left\|u-\tilde{x}_{k}\right\|^{2}
$$

imply that

$$
\begin{equation*}
\tilde{\gamma}_{k}\left(y_{k}\right)+\frac{1}{2 \lambda_{k}}\left\|y_{k}-\tilde{x}_{k}\right\|^{2}+\frac{1+\tau_{k}}{2 \lambda_{k}}\left\|y_{k}-u\right\|^{2}=\gamma_{k}(u)+\frac{1}{2 \lambda_{k}}\left\|u-\tilde{x}_{k}\right\|^{2} . \tag{38}
\end{equation*}
$$

Hence, comparing (37) with (38), we have $\gamma_{k}(u) \leq \tilde{\gamma}_{k}(u) \forall u \in \operatorname{dom} h$, and from (38), we have $\tilde{\gamma}_{k}\left(y_{k}\right)=\gamma_{k}\left(y_{k}\right)$. Furthermore, $\gamma_{k}\left(y_{k}\right)=\tilde{\gamma}_{k}\left(y_{k}\right)$, (38) and $\gamma_{k} \leq \tilde{\gamma}_{k}$ imply that

$$
\begin{aligned}
\gamma_{k}\left(y_{k}\right)+\frac{1}{2 \lambda_{k}}\left\|y_{k}-\tilde{x}_{k}\right\|^{2} & =\tilde{\gamma}_{k}\left(y_{k}\right)+\frac{1}{2 \lambda_{k}}\left\|y_{k}-\tilde{x}_{k}\right\|^{2} \\
& \leq \tilde{\gamma}_{k}\left(y_{k}\right)+\frac{1}{2 \lambda_{k}}\left\|y_{k}-\tilde{x}_{k}\right\|^{2}+\frac{1+\tau_{k}}{2 \lambda_{k}}\left\|y_{k}-u\right\|^{2}
\end{aligned}
$$

$$
=\gamma_{k}(u)+\frac{1}{2 \lambda_{k}}\left\|u-\tilde{x}_{k}\right\|^{2} \leq \tilde{\gamma}_{k}(u)+\frac{1}{2 \lambda_{k}}\left\|u-\tilde{x}_{k}\right\|^{2}
$$

for all $u \in \Re^{n}$, and hence the remaining conclusions of (a) follow.
Proof of Lemma 4.8: By Lemma 4.2(b), (9), the definition of $\tilde{\gamma}_{k}$ in (19) and Proposition 4.7, we have

$$
\begin{align*}
\lambda_{k} \phi\left(y_{k}\right)+\frac{1-\gamma}{2}\left\|y_{k}-\tilde{x}_{k}\right\|^{2} & \leq \lambda_{k} \phi\left(y_{k}\right)+\frac{1-U_{k} \lambda_{k}}{2}\left\|y_{k}-\tilde{x}_{k}\right\|^{2} \\
& =\lambda_{k} \tilde{\gamma}_{k}\left(y_{k}\right)+\frac{1}{2}\left(1-\tau_{k}\right)\left\|y_{k}-\tilde{x}_{k}\right\|^{2} \\
& \leq \lambda_{k} \gamma_{k}\left(y_{k}\right)+\frac{1}{2}\left\|y_{k}-\tilde{x}_{k}\right\|^{2} \tag{39}
\end{align*}
$$

Since $y_{k}$ is the optimal solution to the second minimization problem in $(26)$, by convexity of $\gamma_{k},(7)$ and (18), the following holds for every $u \in \Omega$ :

$$
\begin{align*}
& A_{k}\left(\lambda_{k} \gamma_{k}\left(y_{k}\right)+\frac{1}{2}\left\|y_{k}-\tilde{x}_{k}\right\|^{2}\right) \\
\leq & A_{k}\left(\lambda_{k} \gamma_{k}\left(\frac{A_{k-1} y_{k-1}+a_{k-1} x_{k}}{A_{k}}\right)+\frac{1}{2}\left\|\frac{A_{k-1} y_{k-1}+a_{k-1} x_{k}}{A_{k}}-\tilde{x}_{k}\right\|^{2}\right) \\
\leq & \lambda_{k} A_{k-1} \gamma_{k}\left(y_{k-1}\right)+\lambda_{k} a_{k-1} \gamma_{k}\left(x_{k}\right)+\frac{A_{k}}{2}\left\|\frac{A_{k-1} y_{k-1}+a_{k-1} x_{k}}{A_{k}}-\tilde{x}_{k}\right\|^{2} \\
= & \lambda_{k} A_{k-1} \gamma_{k}\left(y_{k-1}\right)+\lambda_{k} a_{k-1} \gamma_{k}\left(x_{k}\right)+\frac{1}{2}\left\|x_{k}-x_{k-1}\right\|^{2} \\
\leq & \lambda_{k} A_{k-1} \gamma_{k}\left(y_{k-1}\right)+\lambda_{k} a_{k-1} \gamma_{k}(u)+\frac{1}{2}\left\|u-x_{k-1}\right\|^{2}-\frac{a_{k-1} \tau_{k}+1}{2}\left\|u-x_{k}\right\|^{2} \tag{40}
\end{align*}
$$

where the last inequality holds since $x_{k}$ is the optimal solution to the minimization problem (21), and its objective function is $\left(\left(a_{k-1} \tau_{k}+1\right) / \lambda_{k}\right)$-strongly convex. The result now follows by combining (39) and (40).


[^0]:    ${ }^{1}$ We do not provide numerical results that we obtained in this note.

