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Abstract

We consider the (single-stage) stochastic bin packing problem (SBPP) which is based on a given list of items the sizes of which are represented by stochastically independent random variables. The SBPP requires to determine the minimum number of unit capacity bins needed to pack all the items, such that for each bin the probability of exceeding the capacity is bounded by a given constant. Such calculations are particularly relevant in the field of server consolidation, where (not precisely known) jobs have to be assigned to as few processing units as possible to keep the energy consumption and operational costs low. Although not being limited to this assumption, our theoretical investigations are only exemplified for normally distributed item sizes, especially since real-world characteristics can often be reasonably approximated by that type of distribution. From a mathematical point of view, such item characteristics are particularly challenging as the corresponding SBPP turns out to be a nonlinear integer program. For this scenario, we first derive several (improved) lower and upper bounds and study their worst-case performance metrics. Moreover, we describe various linearization techniques to overcome the drawback of nonlinearity. Finally, all approaches are tested based on extensive computational experiments, involving both randomly generated and real-world instances.
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1. Introduction

The bin packing problem (BPP) (or, alternatively, the cutting stock problem (CSP)), is one of the most important representatives in combinatorial optimization and has been extensively examined in a plethora of works over the years, see [28] and references therein. Given a list of $n \in \mathbb{N}$ items, each being characterized by some size $c_i \in (0, 1)$, $i \in I := \{1, \ldots, n\}$, the BPP requires to find the minimum number of unit capacity bins (i.e., $C = 1$ holds) that is able to accommodate all items without violating the capacity constraint of a single bin. One of the earliest scientific mentions dates back to the year 1939 when Kantorovich formulated a first integer linear program (ILP) for the BPP, see [17], having serious drawbacks in terms of symmetry and the LP value, at least from today’s perspective. During the following decades, three major groups of exact formulations possessing more favorable theoretical properties have been presented: a pattern-based approach [36], a one-cut formulation [31], and a graph-theoretic model [76]. For the sake of completeness, we would like to point out that any of these modeling types has seen numerous improvements since its publication, see [40, 77] for contributions to accelerated column generation or [9, 26, 60] for reduction procedures related to pseudo-polynomial formulations. For further information regarding the classical BPP, we refer the reader to some (by far not exhaustive) surveys [28].

\textsuperscript{∗}Corresponding author

Email addresses: john.martinovic@tu-dresden.de (J. Martinovic), maximilian.selch@tu-dresden.de (M. Selch)
and standard references about approximation algorithms [18, 20, 30, 44], branch-and-bound based techniques [7, 75, 78, 79], as well as modern and advanced approaches [16, 26, 82]. Moreover, (deterministic) generalizations with respect to a temporal dimension have recently been proposed in various articles [4, 24, 25]. Given the years of publication, many of the aforementioned articles second the trend displayed in [27, Fig. 1], clearly showing that the BPP still represents an important and widely studied research topic today.

This article deals with an extension of the ordinary BPP to (mutually independent) stochastic item sizes, hereinafter referred to as the stochastic bin packing problem (SBPP).

Remark 1. Unfortunately, the relevant literature contains co-existing optimization problems that are termed equivalently. One important example, having applications in logistics and supply-chain management [22], is described in [65, 71], where deterministic items have to be assigned to bins under fluctuating profit values or stochastic revenues. Contrary to this interpretation, for the problem studied here, any item size follows a given probability distribution, which is the usual source of uncertainty in stochastic bin packing as also literally supported by the literature reviews in [65, 71]. Hence, no confusion will arise from using the term ‘stochastic bin packing problem’ throughout this article.

In this setting, the aim is to assign the items to a minimum number of unit capacity bins while overloading a bin is allowed up to a given tolerable limit. For the sake of completeness, we highlight the fact that, in some publication, this problem is also called the bin packing problem with chance constraints (following a similar terminology in the context of knapsack problems [51]), see for instance [21] and references therein. Whichever name is preferred, considering this generalization can be motivated by the leading European research project “HAEC”, see [32], dealing with the architecture and pathways towards highly adaptive energy-efficient computing, e.g., by tailoring the amount of active computing device. However, from a more global perspective, we would like to focus on another, probably more familiar application example, that is server consolidation in data center. The energy demand of large-scale data centers or server clusters is expected to grow considerably in the next decade, see [2, 52], contributing to up to 13 percent of the worldwide energy consumption in 2030, see [15] for a general overview and Fig. 1 for three possible scenarios.

The main drivers of this development are manifold. As reported in [6], among others, the number of internet users is going to increase by 1.2 billion people from 2017 to 2022, and this is accompanied by an increase of roughly 10.5 billion internet-ready devices. In addition, the importance of cloud computing steadily increases and broadband speed is expected to almost double over the same period. According to this study, these and many other trends lead to an estimated annual increase (more formally, a compound annual growth rate (CAGR)) in IP traffic of 26% resulting in a tripling over the entire observation period, see Fig. 2.

Obviously, coping with this huge traffic inevitably requires an enormous number of active servers, most of which typically not being used optimally (for fear of not being able to guarantee high availability during peak times) as independently revealed by several studies [23, 57, 61]. Having in mind the disproportional amount of energy processing units consume when being idle, underutilized or overloaded, see [42] or [83, Fig. 2.2], the previous observation seems even more problematic. Overall, this alarming development of energy consumption has caused deep concerns in industry and scientific communities [13, 48, 56], strongly motivating researchers to move...
towards balancing the supply of and the demand for computing resources as a key issue to obtain energy-efficient server consolidations.

Although numerous approaches have been presented in the literature in recent years, they all share the challenge of predicting future job characteristics as accurately as possible because, in practice, the cloud provider has to select the required resources (for the incoming jobs) in advance, see [21]. To reiterate, the scheduling is of offline-type and it has to be performed before witnessing the true workloads which in turn are known to mostly be highly volatile, in general, see [8, 46].

Remark 2. Depending on the particular scenario given by the intended application, stochastic optimization problems can typically be handled as single-stage or two-stage (multi-stage) decision problems, see [12] for a general introduction or [52] for the special case of the closely related stochastic knapsack problem. To avoid misinterpretations, we stress that here a single-stage problem is considered, i.e., the final assignment has to be made before the random parameters are revealed and a subsequent modification of this decision is not allowed. However, for the sake of completeness, one possible way to transform the SBPP to a two-stage decision process will be
extensively discussed in Remark 7 in Sect. 2, after the required notations have been introduced.

To reasonably address these fluctuations and to better account for the uncertainty of (future) resource demands, treating workloads in a probabilistic way turned out to be a promising approach [42, 62, 80, 84]. Consequently, aiming to reduce the overall energy consumption of a server cluster by assigning stochastic workloads to a minimum number of processing units can be addressed and modeled by an SBPP. Especially in that part of the computer science literature that clearly focuses on applicability, this problem is often equipped with further challenging aspects (such as dynamic scheduling [73], migrations [49], or additional resources [70]) and termed as the virtual machine placement (VMP) problem. However, since we are predominantly taking a mathematical approach here, we will not use this terminology (which is partly shown in Fig. 3). Instead, to also get a good overview of the current state of that literature, we recommend the survey articles [54, 72, 74] to the inclined reader.

Figure 3: A simple schematic of virtual machine placement according to [72].

By way of example, as brilliantly summarized in [54, Tab. XVII], a wide variety of different workload distributions has been considered by various articles. Early publications on stochastic bin packing typically dealt with uniformly distributed item sizes, either in a continuous [55, 67, 68] or a discrete setting [17], as well as Bernoulli-type [50] or exponential distributions [39]. In this work, we only consider normally distributed workloads, although the general theoretical approach is not limited to this assumption, see [59]. The reasons for that are threefold:

- From a mathematical point of view, probability distributions being “stable” under convolution are required to avoid dealing with very difficult integrals not having a closed-form solution. Within this group, the normal distribution is the only challenging one, as it leads to a non-linear capacity constraint (for each bin), while other distributions can be transformed to conventional BPP, see [59, Remark 1], or turn out to be rather unsuitable for our purposes (e.g., Bernoulli trials).

- In the relevant literature, considering normally distributed workloads is a common approach [21, 43, 53, 80] or reasonable approximation, see [59, Remark 3].
• From a practical point of view, assuming normally distributed workloads is warrantable for many real-world data, including the instances from [66] we consider in the computational part, see [84, Fig. 4].

In recent years, many efforts have been done to find approximate solutions for the problem under consideration, e.g., based on lower bounds [59] or heuristic approaches [21, 80], partly involving so called “effective item sizes” (meaning that the stochastic sizes are substituted by deterministic ones easier to handle [15]). However, co-locating jobs in such a way that they neither contend for resources unnecessarily (leading to latency in the execution) nor underutilize them considerably, ideally requires an optimal assignment strategy. A first attempt in this direction has been done in [59] where two integer models are presented, the general ideas of which were shown to be competitive, see [42]. Given the fact that these formulations are currently (still) limited to moderately-sized instances, one main challenge in this area is scalability. Moreover, from a theoretical point of view, knowing the exact optimal value is important to accurately evaluate the performance of approximation algorithms. To this end, after having repeated some important definitions and notations in Sect. 2, the present work shall foster theoretical approaches contributing to further increase the size of problems that can be solved in a reasonable amount of time. More precisely, the main achievements (together with the structure and contents of this manuscript) are the following:

• We present two lower bounds both of which are shown to dominate the previously best bound introduced in [59] either in any case or at least for larger instance sizes. Remarkably, one of these bounds is based on a mixed-integer nonlinear relaxation of the SBPP and can be easily obtained by a fractional next fit decreasing algorithm in $O(n \cdot \log(n))$. (→ Subsect. 3.1)

• We present two new heuristics having (slightly) better approximation results than the currently best algorithm from the literature, a local search method from [21]. Moreover, compared to this state-of-the-art method having complexity $O(n^3)$, our approaches can be performed in $O(n \cdot \log(n))$. (→ Subsect. 3.2)

• For any of the approximate solutions contained in both of the previous points, the theoretical worst-case performances are extensively discussed. (→ Sect. 3)

• We consider and apply several well-known linearization techniques to transform the nonlinear integer program into more tractable linear formulations of the SBPP. (→ Sect. 4)

• All the approaches are compared based on extensive computational results. In particular, our numerical experiments involve both randomly generated and real-world data, thus forming a set of differently characterized test categories. (→ Sect. 5)

Overall, the results of this work make valuable contributions to the theory and practice of exact and approximate solution strategies for the SBPP, which will hopefully lead to even broader scientific activity in the future in the subject areas addressed here.

2. Preliminaries and Notation

Throughout this article we consider a given number $n \in \mathbb{N}$ of items (or jobs), indexed by $i \in I := \{1, \ldots, n\}$, that shall be assigned to as few bins (or servers) of capacity $C \in \mathbb{N}$ as possible. The size (or workload) $c_i$ of item $i \in I$ is assumed to follow a given probability distribution $\mathcal{P}_i$. As motivated in the introductory part, here we only consider normally distributed workloads, i.e., $c_i \sim \mathcal{P}_i := \mathcal{N}(\mu_i, \sigma_i^2)$, where the parameters $\mu_i$ and $\sigma_i^2$ refer to the mean value and the

---

4To not overload this introductory section, we decided to shift a more detailed description of what precisely has been established in the literature to the beginning of the respective parts of this paper.
variance, respectively, of item \( i \in I \). To make the notation more convenient, we will nevertheless use the more abstract symbol \( P_i \) in some places.

Given the fact that the probability density function of a normal distribution is strictly positive on \( \mathbb{R} \), the above description obviously leads to two “problems”:

(a) On the one hand, we cannot simply demand that the item sizes assigned to the same bin sum up to at most \( C \), as there is always a small probability of exceeding this value.

(b) On the other hand, real workloads cannot be negative, so that (ideally) truncated normal distributions should be used.

These challenges will be addressed in the following way: To cope with (a), we allow the server to be overloaded (in a probabilistic sense) up to a maximal tolerable limit of \( \varepsilon > 0 \), hereinafter referred to as an error bound. As regards (b), in our computations, the probability for negative workloads is considerably small\(^5\), so that using the (ordinary) normal distribution is an almost exact approximation of the true characteristics.

**Definition 1.** A tuple \( E = (n, c, C, P, \varepsilon) \) with \( c = (c_1, \ldots, c_n) \top \), \( P = (P_1, \ldots, P_n) \), \( n \) items of size \( c_i \sim P_i \), \( i \in I \), a bin capacity \( C \), and an error bound \( \varepsilon > 0 \) is called an instance of the SBPP.

**Remark 3.** From now on we will use the fact that it is always possible to normalize the bin capacity \( C \) (and the workloads \( c_i \)) to \( C = 1 \).

For any instance \( E \), we can refer to the possible item combinations by binary vectors \( a \in \mathbb{B}^n \) modeling whether item \( i \in I \) is contained in the bin \((a_i = 1)\) or not \((a_i = 0)\).

**Definition 2.** Let \( E \) be an instance of the SBPP. Any vector \( a \in \mathbb{B}^n \) satisfying

\[
P \left[ c \top a > 1 \right] \leq \varepsilon,
\]

the so called stochastic capacity constraint, is called a (feasible) pattern (or (feasible) consolidation), see Fig. 4 for an exemplary illustration. The set of all patterns will be referred to as \( P(E) \).

![Figure 4](image_url)  
Figure 4: A schematic of an assignment of two stochastic items (illustrated by their probability density functions p.d.f.) to one bin. For any \( \varepsilon > 0.082 \) this assignment is feasible.
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\(^5\)For randomly generated data, this can be ensured by drawing the variances \( \sigma_i^2 \) from an interval that depends on the previously selected mean value \( \mu_i \), see \([59, \text{Sect. 4.3}]\). Moreover, the real-world examples from a Google data trace \([66]\), we intend to use later in our experiments, are in accordance with this assumption, too.
Remark 4. For any \( i \in I \), we always demand \( P[c_i > 1] \leq \varepsilon \) to ensure the solvability of the SBPP, see also [59, Theorem 1].

It is a well known result that the sum of normal distributions is again normally distributed, i.e., we have
\[
\mathbf{c}^\top \mathbf{a} \sim \mathcal{N} \left( \sum_{i \in I} \mu_i a_i, \sum_{i \in I} \sigma_i^2 a_i \right),
\]
so that Condition (1) can be rephrased to
\[
\sum_{i \in I} \mu_i a_i + q_{1-\varepsilon} \cdot \sqrt{\sum_{i \in I} \sigma_i^2 a_i} \leq 1, \tag{2}
\]
where \( q_{1-\varepsilon} \) is the \((1-\varepsilon)\)-quantile of a standard normal distribution \( \mathcal{N}(0,1) \).

Remark 5. Practically, it is not possible to interpret Inequality (2) as the feasibility condition of an appropriately defined ordinary BPP. Indeed, we have
\[
\sum_{i \in I} \mu_i a_i + q_{1-\varepsilon} \cdot \sqrt{\sum_{i \in I} \sigma_i^2 a_i} = \sum_{i \in I} \left( \mu_i + \frac{q_{1-\varepsilon}^2 \sigma_i^2}{q_{1-\varepsilon} \cdot \sqrt{\sum_{j \in I} \sigma_j^2 a_j}} \right) \cdot a_i, \tag{3}
\]
where the coefficients
\[
c_i^{eq} := \mu_i + \frac{q_{1-\varepsilon}^2 \sigma_i^2}{q_{1-\varepsilon} \cdot \sqrt{\sum_{j \in I} \sigma_j^2 a_j}}
\]
are usually termed as the equivalent size of item \( i \in I \), see [80, Sect. III.B]. As clearly to be seen, the value of \( c_i^{eq} \) does not only depend on the data attached to item \( i \), but also on the other items appearing in the considered pattern. Since, a priori, it is not known which items will be combined in an optimal solution, a direct reformulation of Condition (2) as an ordinary knapsack constraint is impossible.

By means of this characterization, a first nonlinear model for the SBPP can be introduced. To this end, let us consider an upper bound \( u \in \mathbb{N} \) for the number of bins required to accommodate all items. Then, we define decision variables \( y_k \in \mathbb{B}, k \in K := \{1, \ldots, u\} \), stating whether bin \( k \) is used \((y_k = 1)\) or not \((y_k = 0)\). Moreover, we use assignment variables \( x_{ik} \in \mathbb{B}, (i, k) \in I \times K \), to indicate whether item \( i \) is packed into bin \( k \) \((x_{ik} = 1)\) or not \((x_{ik} = 0)\). With these ingredients, we obtain the

**Nonlinear Assignment Model for the SBPP**

\[
\begin{align*}
z &= \sum_{k \in K} y_k \to \min \\
\text{s.t.} & \quad \sum_{k \in K} x_{ik} = 1, \quad i \in I, \quad (4) \\
& \quad \sum_{i \in I} \mu_i x_{ik} + q_{1-\varepsilon} \cdot \sqrt{\sum_{i \in I} \sigma_i^2 x_{ik}} \leq 1, \quad k \in K, \quad (5) \\
& \quad x_{ik} \leq y_k, \quad i \in I, k \in K, \quad (6) \\
& \quad y_k \in \mathbb{B}, \quad k \in K. \quad (7)
\end{align*}
\]

\(^6\)For instance, \( u = n \) can always be used as an upper bound. More sophisticated choices will be discussed later in Subsect. 3.2.
\( x_{ik} \in B, \quad (i, k) \in I \times K. \) \( (8) \)

Clearly, the objective function minimizes the number of bins required to pack all items exactly once which is conveyed by (4). Moreover, Conditions (5) ensure that any bin is packed in a feasible manner according to Criterion (2). In this formulation, the coupling between the two types of variables is done by Constraints (6) stating that a bin has to be counted \((y_k = 1)\) whenever at least one item is assigned to it. In the opposite direction, packing items to a bin that is not used \((y_k = 0)\) cannot happen. In most cases, we will refer to the optimal value of an instance \(E\) by \(z^* := z^*(E)\). However, especially when considering performance ratios, also the common term \(OPT(E)\) is applied.

Remark 6. Note that the coupling of the \(x\)- and \(y\)-variables could also be manifested within Conditions (5), if \(y_k\) would appear on the right hand side. In this case, Constraints (6) would not be required for the integer program. However, they are representing valid inequalities, so that their presence could boost the continuous relaxation. We will return to this point later in Remark 21.

As the model presented above is nonlinear, its structure is rather unfavorable for common solvers like CPLEX or Gurobi. To deal with this issue, our approach is twofold: In the next section, we investigate lower and upper bounds to approximate the optimal value of the SBPP. Afterwards, in Sect. 4, we present several linearization techniques to transform the given model into a more tractable formulation.

Remark 7. To conclude this mathematical introductory section, we would like to point out once again that the optimization problem presented here is a one-stage decision. Of course, other practical scenarios can also lead to two-stage decision problems, e.g., if jobs can be removed from overloaded servers afterwards (which, however, causes penalty costs). Based on a similar setting for the closely related stochastic knapsack problem [53], here we would like to exemplarily illustrate how item rejections can be modeled as a second-stage decision. To this end, let us introduce the following parameters:

- \(r_i > 0\) is the revenue for assigning one unit of item \(i \in I\) to some server,
- \(\alpha > 0\) are the costs for using one server,
- \(d_i > 0\) are the costs for removing one unit of item \(i \in I\) from some server in the second stage.

Note that we are using completely homogeneous servers, so that we did not consider an additional server-dependent index \(k \in K\) in the previous parameters. But we have to assume \(d_i > r_i\) for any \(i \in I\) so that rejecting an item (in the second stage) produces a negative term in the objective function. In addition, we introduce binary variables \(u_{ik} \in B\) to model whether item \(i\) is removed from bin \(k\) \((u_{ik} = 1)\) or not \((u_{ik} = 0)\). Moreover, \(1_{M[i]}\) represents the indicator function of the set \(M \subseteq \mathbb{R}\), whereas \(E[\cdot]\) refers to the expected value. Then, the problem can be modeled as:

**Two-Stage Stochastic Model (Stage 1)**

\[
E \left[ \sum_{i \in I} \sum_{k \in K} r_i c_i x_{ik} \right] - \alpha \cdot E \left[ \sum_{k \in K} y_k \right] + E \left[ Q(x, y, c) \right] \rightarrow \max
\]

s.t. \( \sum_{k \in K} x_{ik} = 1, \quad (i \in I, k \in K) \)

\[
P \left[ \sum_{i \in I} c_i x_{ik} > 1 \right] \leq \varepsilon, \quad (k \in K, i \in I) \]

\( x_{ik} \leq y_k, \quad (i \in I, k \in K) \)
Two-Stage Stochastic Model (Stage 2)

\[ Q(x, y, c) = - \sum_{i \in I} \sum_{k \in K} d_i c_i(\omega) u_{ik} \rightarrow \max \]

s.t.

\[ u_{ik} \leq 1_{[0, \infty)} \left[ \sum_{i \in I} c_i(\omega) x_{ik} - 1 \right] \cdot x_{ik}, \quad i \in I, k \in K, \quad (9) \]

\[ \sum_{i \in I} (x_{ik} - u_{ik}) c_i(\omega) \leq y_k, \quad k \in K, \quad (10) \]

\[ u_{ik} \in B, \quad i \in I, k \in K, \quad (11) \]

Overall, the objective is to maximize the expected profit consisting of the total item revenues and the total costs for using servers and rejecting items (in the second stage). Apart from the objective function, the first-stage model corresponds to the nonlinear assignment model introduced before, so here we only focus on the second-stage decision. Conditions (9) are nonlinear restrictions modeling that item \( i \in I \) can only be removed from server \( k \in K \), if it has been assigned to it in the first stage (i.e., \( x_{ik} = 1 \)) and if the server is overloaded (after the true workloads \( c_i(\omega) \) have been revealed), meaning that \( \sum_{i \in I} c_i(\omega) x_{ik} - 1 \in (0, \infty) \) has to hold. In any other scenario, \( u_{ik} \) is set to zero automatically. Constraints (10) make sure that (after having possibly rejected some items) the server capacity is respected for any \( k \in K \). We would like to underline again that, depending on the practical scenario, other second-stage decisions can also be meaningful. By way of example, more servers could be added to accommodate possibly rejected items. However, as literally stated in [53, Sect. 1], the exact evaluation of the objective function becomes very difficult, or even impossible, if there are infinitely many scenarios with non-zero probability. Hence, as we just intend to present a rough outlook to the field of two-stage stochastic programming, these further aspects shall not be discussed within this article. Instead, we refer the interested reader to the book [12], containing lots of detailed examples related to the general topic.

To conclude this remark, let us briefly mention that we have stated the first-stage objective function in a very general and abstract way following the conventions of stochastic optimization. However, this can be simplified due to the following observations:

\[ E \left[ \sum_{i \in I} \sum_{k \in K} r_i c_i x_{ik} \right] = E \left[ \sum_{i \in I} r_i c_i \sum_{k \in K} x_{ik} \right] \]

\[ = E \left[ \sum_{i \in I} r_i c_i \right] \cdot E \left[ \sum_{i \in I} x_{ik} \right] = \sum_{i \in I} r_i E[c_i] = \sum_{i \in I} r_i \mu_i, \]

\[ E \left[ \sum_{k \in K} y_k \right] = \sum_{k \in K} y_k. \]

Observe that the latter holds because the \( y \)-variables are deterministic. Altogether, the first-stage objective function can also be formulated as

\[ \sum_{i \in I} r_i \mu_i - \alpha \sum_{k \in K} y_k + E[Q(x, y, c)], \]

so without a second stage decision, we would end up with the first two terms only. But maximizing \( \sum_{i \in I} r_i \mu_i - \alpha \sum_{k \in K} y_k \) is the same as minimizing \( \sum_{k \in K} y_k \) (in terms of optimality, not in terms of the precise objective value), leading to the objective function considered throughout this article.
3. Lower and Upper Bounds

3.1. Lower Bounds

In [59, Sect. 4.1], two lower bounds for the SBPP have already been introduced. For a given instance \( E \), the first bound requires an upper bound \( \gamma_0 := \gamma_0(E) \in \mathbb{N} \) for the maximum number of items appearing in a feasible pattern \( a \in P(E) \), and it is defined by

\[
lb_0 := lb_0(E) := \left\lceil \frac{n}{\gamma_0} \right\rceil.
\]

As the computation of \( \gamma_0 \) is based on solving a knapsack problem, from a theoretical point of view determining this bound has to be considered as rather difficult. However, for the instance sizes we consider, the \( \mathcal{NP} \)-hardness of the knapsack problem does not matter within the calculations.

For \( \varepsilon \in (0, 0.5] \) the second lower bound is given by

\[
lb_1 := lb_1(E) := \left\lceil \sum_{i \in I} \mu_i + q_1 - \varepsilon \sqrt{\sum_{i \in I} \sigma_i^2} \right\rceil \tag{12}
\]

and can be computed in \( \mathcal{O}(1) \), see [59, Lemma 4]. For the sake of a better comprehensibility, we briefly repeat that it can be obtained by summing up Conditions (5) for all bins of an optimal solution in the following way:

\[
z^* \geq \sum_{k \in K} \left( \sum_{i \in I} \mu_i x_{ik} + q_1 - \varepsilon \sqrt{\sum_{i \in I} \sigma_i^2 x_{ik}} \right) = \sum_{i \in I} \mu_i \sum_{k \in K} x_{ik} + q_1 - \varepsilon \sum_{k \in K} \sqrt{\sum_{i \in I} \sigma_i^2 x_{ik}} \geq \sum_{i \in I} \mu_i \sum_{k \in K} x_{ik} + q_1 - \varepsilon \sqrt{\sum_{i \in I} \sigma_i^2}.
\]

Although it could theoretically be demonstrated that there is no dominance relation between these two bounds, see [59, Remark 5], the second one \( lb_1 \) performed very much better in the computational tests so that, empirically, not a single instance with \( lb_0 \geq lb_1 \) was found. Hence, for the current investigation, we consider \( lb_1 \) as the state of the art and do not include \( lb_0 \) anymore.

According to the numerical experiments from [59], the bound \( lb_1 \) performed very well for instances up to \( n = 100 \) items, often leading to reasonable approximations of the optimal value. However, the trend also showed that its performance became a bit worse when \( n \) increases. Hence, for larger instance sizes, the very good approximation quality cannot be guaranteed. To this end, here we present two new lower bounds, the first of which (also representing a combinatorial bound) will be shown to dominate \( lb_1 \) especially for larger instances. The second lower bound is more complex to calculate as it requires to solve a particular relaxation of the nonlinear model presented in Sect. 2. However, it can be shown that its optimal value is always performing better than \( lb_1 \).

Based on the observations in Remark 5, we obtain the following result.

**Lemma 8.** Let \( E \) be an instance of the SBPP, then

\[
lb_2 := lb_2(E) := \left\lceil \sum_{i \in I} \left( \mu_i + \frac{q_1^2 - \varepsilon \sigma_i^2}{1 - \mu_i} \right) \right\rceil \tag{13}
\]

represents a lower bound for the optimal value (of \( E \)).
Proof. Let \(z^*\) denote the optimal value of \(E\), and let \(x^*\) represent the corresponding assignment variables in an optimal solution. According to (4), for any item \(i \in I\), there is a unique bin \(k(i) \in K\) with \(x^*_{ik(i)} = 1\), so that Condition (5) leads to

\[
q_{1-\varepsilon} \sqrt{\sum_{j \in I} \sigma_j^2 x^*_{jk(i)}} \leq 1 - \sum_{j \in I} \mu_j x^*_{jk(i)} \leq 1 - \mu_i x^*_{ik(i)} \leq 1 - \mu_i.
\]

(14)

Now, using the idea of equivalent item sizes from (3), we obtain

\[
1 \geq \sum_{i \in I} \mu_i x^*_{ik} + q_{1-\varepsilon} \sqrt{\sum_{i \in I} \sigma_i^2 x^*_{ik}} = \sum_{i \in I} \left( \mu_i + \frac{q_{1-\varepsilon} \sigma_i^2}{q_{1-\varepsilon} \sqrt{\sum_{j \in I} \sigma_j^2 x^*_{jk}}} \right) x^*_{ik}
\]

for any bin \(k \in K\). A summation over all \(k \in K\) then finally leads to

\[
z^* \geq \sum_{k \in K} \left( \sum_{i \in I} \mu_i + \frac{q_{1-\varepsilon} \sigma_i^2}{q_{1-\varepsilon} \sqrt{\sum_{j \in I} \sigma_j^2 x^*_{jk}}} \right) x^*_{ik} = \sum_{i \in I} \left( \mu_i + \frac{q_{1-\varepsilon} \sigma_i^2}{q_{1-\varepsilon} \sqrt{\sum_{j \in I} \sigma_j^2 x^*_{jk}}} \right) x^*_{ik}
\]

\[
= \sum_{i \in I} \left( \mu_i + \frac{q_{1-\varepsilon} \sigma_i^2}{q_{1-\varepsilon} \sqrt{\sum_{j \in I} \sigma_j^2 x^*_{jk}}} \right) \geq \sum_{i \in I} \left( \mu_i + \frac{q_{1-\varepsilon} \sigma_i^2}{1 - \mu_i} \right)
\]

which proves the claim after rounding-up the right hand side. \(\square\)

Observe that this bound is valid for any choice of \(\varepsilon \in (0, 1)\), because \(q_{1-\varepsilon}\) only appears in a squared term. More importantly, the true merit of this new bound is that it dominates \(lb_1\) whenever a specific condition holds.

Lemma 9. Let \(E\) be an instance of the SBPP. If \(\sum_{i \in I} q_{1-\varepsilon} \sigma_i^2 \geq 1\) is true, then we have \(lb_2 \geq lb_1\).

Proof. Due to the given property, we surely have

\[
\sum_{i \in I} q_{1-\varepsilon} \sigma_i^2 \geq \sqrt{\sum_{i \in I} q_{1-\varepsilon} \sigma_i^2}
\]

which further leads to

\[
\sum_{i \in I} \frac{q_{1-\varepsilon} \sigma_i^2}{1 - \mu_i} \geq \sum_{i \in I} q_{1-\varepsilon} \sigma_i^2.
\]

By adding \(\sum_{i \in I} \mu_i\) on both sides of this inequality, the latter directly leads to \(lb_2 \geq lb_1\) and we are done. \(\square\)

Although we only verified that \(lb_2 \geq lb_1\) has to hold, the proof also shows that equality can only happen when \(\sum_{i \in I} q_{1-\varepsilon} \sigma_i^2\) is rather close to one. In particular, having \(\sum_{i \in I} q_{1-\varepsilon} \sigma_i^2 \to \infty\), the difference between both bounds can become arbitrarily large.

Remark 10. Especially for randomly generated instances the parameters of which are drawn according to a uniform distribution on a fixed interval, the condition \(\sum_{i \in I} q_{1-\varepsilon} \sigma_i^2 > 1\) is (on average) more likely to happen if \(n\) is large. Hence, for increasing values of \(n\), we should expect that \(lb_2\) strictly beats \(lb_1\) in most of the cases.
For $\sum_{i \in I} q_i^2 - \varepsilon \sigma_i^2 < 1$, we cannot simply use the argumentation from the above proof to state an opposite relation between both lower bounds. Actually, in this setting no general dominance can be observed. Indeed, having $\mu_i = \mu$ for all $i \in I$, we conclude that

$$\left(\sum_{i \in I} \mu_i + \sum_{i \in I} \frac{q_i^2 - \varepsilon \sigma_i^2}{1 - \mu}\right) - \left(\sum_{i \in I} \mu_i + \sqrt{\sum_{i \in I} q_i^2 - \varepsilon \sigma_i^2}\right) = \frac{\sum_{i \in I} q_i^2 - \varepsilon \sigma_i^2}{1 - \mu} \cdot \left(1 - \frac{1 - \mu}{\sqrt{\sum_{i \in I} q_i^2 - \varepsilon \sigma_i^2}}\right),$$

so that both relations are possible depending on whether $\sqrt{\sum_{i \in I} q_i^2 - \varepsilon \sigma_i^2} > 1 - \mu$ (that is, $lb_2 > lb_1$) or $\sqrt{\sum_{i \in I} q_i^2 - \varepsilon \sigma_i^2} < 1 - \mu$ (that is, $lb_2 \leq lb_1$) holds. Whichever the case may be, again, the absolute difference (between these bounds) can become arbitrarily large.

As a second step, we intend to present a lower bound of even better quality. More precisely, this bound will be shown to always dominate the previous bounds $lb_1$ and $lb_2$. However, its calculation is based on an algorithm and the theoretical arguments are very technical and difficult. To this end, here we only present the key ideas, whereas the full justification is shifted to a very extended appendix. For a given instance $E$, we consider the optimization problem $\Phi(E)$, defined by

**Relaxation of the Nonlinear Assignment Model**

$$z = \sum_{k \in K} y_k \rightarrow \min$$

s.t.

$$\sum_{k \in K} x_{ik} = 1, \quad i \in I, \quad (15)$$

$$\sum_{i \in I} x_{ik} \mu_i + q_{1-\varepsilon} \cdot \sqrt{\sum_{i \in I} x_{ik} \sigma_i^2} \leq 1, \quad k \in K, \quad (16)$$

$$x_{ik} \leq y_k, \quad i \in I, k \in K, \quad (17)$$

$$x_{ik} \geq 0, \quad i \in I, k \in K, \quad (18)$$

$$y_k \in \{0, 1\}, \quad k \in K. \quad (19)$$

Clearly, this is a relaxation of the nonlinear assignment model for the SBPP, thus resulting in a lower bound, hereinafter referred to as $lb_3 := lb_3(E)$.

**Remark 11.** Similar to the proofs establishing the lower bounds for the integer problem it can be shown that $lb_1$ and $lb_2$ are also lower bounds for the optimal value of the system $\Phi(E)$, thus leading to $lb_3 \geq \max\{lb_1, lb_2\}$. Among the three bounds presented, $lb_3$ should thus be expected to perform best.

However, $\Phi(E)$ is still a mixed-integer nonlinear optimization problem, typically making its solution very costly. Fortunately, in this special case, a tailored next fit decreasing heuristic (see Alg. 1) can solve $\Phi(E)$ to optimality.

**Theorem 12.** For $\varepsilon \in (0, 0.5)$, the system $\Phi(E)$ can be solved by Alg. 1 in $\mathcal{O}(n \cdot \log(n))$.

**Proof.** Given the theoretical background extensively discussed in the appendix, we only have to prove the complexity of the algorithm. To this end, note that the sorting can be performed by MergeSort in $\mathcal{O}(n \cdot \log(n))$, for instance. Moreover, the Next Fit algorithm itself has a complexity of $\mathcal{O}(n)$, especially since the computation of the fraction $x_{ik} \in [0, 1]$ leads to a quadratic equation, which can be solved in $\mathcal{O}(1)$. Hence, the claim is proved. \qed

**Remark 13.** Most likely, the lower bound is also valid for $\varepsilon = 0.5$. However, the proof presented in the appendix cannot cope with that value since $q_{1-\varepsilon} > 0$ is explicitly required. Typically, this large error bound is not used at all in practical scenarios, so that we do not intend to investigate this case in more details.
Algorithm 1 Fractional Next Fit Decreasing

Input: Instance $E$ of the SBPP.
1: Sort the items in non-increasing order of $\sigma_i^2/\mu_i$.
2: Open a first bin $k = 1$ and set $i = 1$.
3: while $i \leq n$ do
4:  Compute the maximum fraction $x_{ik} \in [0, 1]$ of item $i$ that can be assigned to bin $k$.
5:  if $x_{ik} = 1$ then
6:     Assign the complete item $i$ to bin $k$. Set $i := i + 1$.
7:  else
8:     Assign the fraction $x_{ik} < 1$ of item $i$ to bin $k$. Create a new bin and assign the remaining
9:     portion $1 - x_{ik}$ to it. Set $k := k + 1$ and $i := i + 1$.
10: end if
11: end while
Output: $k$

We strongly emphasize that Alg. 1 does not have to lead to an optimal solution of $\Phi(E)$, if an
arbitrary item order is chosen.

Example 1. We consider the instance given by $n = 15$, $\varepsilon = 0.05$, and the item characteristics
listed in Tab. 1.

Table 1: Input data of an instance underlining the importance of the correct item order (The row ‘pos’ indicates
the position of the object in a list, which is ordered with respect to non-increasing values $\sigma_i^2/\mu_i$.)

<table>
<thead>
<tr>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_i$</td>
<td>0.200</td>
<td>0.150</td>
<td>0.103</td>
<td>0.130</td>
<td>0.155</td>
<td>0.070</td>
<td>0.210</td>
<td>0.030</td>
</tr>
<tr>
<td>$\sigma_i^2$</td>
<td>0.015</td>
<td>0.010</td>
<td>0.015</td>
<td>0.005</td>
<td>0.005</td>
<td>0.003</td>
<td>0.009</td>
<td>0.005</td>
</tr>
<tr>
<td>pos</td>
<td>7</td>
<td>9</td>
<td>4</td>
<td>12</td>
<td>14</td>
<td>11</td>
<td>10</td>
<td>3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$i$</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_i$</td>
<td>0.140</td>
<td>0.060</td>
<td>0.070</td>
<td>0.179</td>
<td>0.090</td>
<td>0.171</td>
<td>0.010</td>
</tr>
<tr>
<td>$\sigma_i^2$</td>
<td>0.020</td>
<td>0.004</td>
<td>0.002</td>
<td>0.017</td>
<td>0.003</td>
<td>0.030</td>
<td>0.002</td>
</tr>
<tr>
<td>pos</td>
<td>5</td>
<td>8</td>
<td>15</td>
<td>6</td>
<td>13</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

For these data, we obtain $z^* = 3$ and $\text{lb}_3 = 3$, where the latter is determined by the following
nonzero assignment variables (listed in the order they are chosen in Alg. 1):

- bin $k = 1$: $x_{15,1} = x_{14,1} = x_{8,1} = x_{3,1} = x_{9,1} = 1$, $x_{12,1} \approx 0.455$,
- bin $k = 2$: $x_{12,2} \approx 0.545$, $x_{1,2} = x_{10,2} = x_{2,2} = 1$, $x_{7,2} \approx 0.693$,
- bin $k = 3$: $x_{7,3} \approx 0.307$, $x_{6,3} = x_{4,3} = x_{13,3} = x_{5,3} = x_{11,3} = 1$.

On the other hand, a simple fractional next fit algorithm without any pre-sorting leads to the
value $z = 4$. Consequently, we see that the item order is not only important to generate an
optimal solution of $\Phi(E)$, but also to guarantee that a lower bound for $z^*$ is obtained by the
current approach.

To theoretically evaluate the performance of $\text{lb}_3$, we state the following result:

Lemma 14. Let $E$ be an instance of the SBPP, then we have $\text{OPT}(E) \leq 2 \cdot \text{lb}_3 - 1$. More
precisely, also $\sup_E \frac{\text{OPT}(E)}{\text{lb}_3(E)} = 2$ holds.
Proof. Let us consider the fractional optimal solution obtained by Alg. 1. Observe that almost all values $x_{ik}$ in this solution are integer, except for those constellations where an item $i$ was split into two successive bins $k$ and $k + 1$ (like in the previous example). As $lb_3$ denotes the optimal value of $\Phi(E)$, splitting an item can happen at most $lb_3 - 1$ times. If we recombine any such item and assign it to an additional bin, then at most $lb_3 - 1$ extra bins will be required. Hence, the optimal solution of $\Phi(E)$ can be transformed into a feasible solution of the SBPP having at most $2 \cdot lb_3 - 1$ bins, which proves the first claim.

Let us now consider an instance with $n \geq 2$ items having $\mu_i = 1/2 + 1/n$ and $\sigma_i^2 = 0$ for all $i \in I$. An optimal solution of the SBPP obviously requires $z^* = n$ bins, whereas we also observe

$$lb_3 = \left\lceil n \cdot \left(\frac{1}{2} + \frac{1}{n}\right) \right\rceil = \left\lceil \frac{n}{2} + 1 \right\rceil,$$

so that $z^*/lb_3 \rightarrow 2$ holds when $n$ tends to infinity. \hfill \Box

As we will see in the computational results, the empirical performance of this bound is actually much better.

Remark 15. Since $lb_3$ was previously shown to dominate $lb_1$ and $lb_2$, their respective worst-case performance ratios are now known to be bounded below by the constant 2. However, a more detailed study on these values is not intended to be part of the paper since, in the final simulations (involving the exact approaches), we will always use the best bound $lb_3$ as a reference value.

3.2. Upper Bounds

After having considered a set of lower bounds, we now focus on upper bounds for the SBPP. Normally, these bounds are obtained from a heuristic together with a feasible solution. Consequently, also the approximation guarantee of this feasible point is an important theoretical research topic. In this regard, with $ALG(E)$ (resp. $OPT(E)$) denoting the heuristic (resp. optimal) value for a given instance $E$, the following key results have been obtained in the relevant literature:

- In [15], the authors propose to replace the stochastic item size by a deterministic one, which is defined by $c_{i}^{det} := 1/N_i$ with

$$N_i := \max\{N \in \mathbb{N} : N\mu_i + q_{i} - \varepsilon \sqrt{N} \sigma_i \leq 1\}.$$

Effectively, the number $N_i$ states how many identical copies of item $i \in I$ would fit into one bin. However, the authors also show that $\sum_{i \in I} c_{i}^{det} a_i \leq 1$ does not necessarily imply the feasibility condition (2) of the SBPP. To be more precise, only in the case, where $N_i = 1$ holds (i.e., one relatively large item is exclusively contained in the bin), an exact reformulation of (2) is obtained. Altogether, this method can only be applied if the capacity in the deterministic auxiliary problem is drastically reduced.

- In [80] a group packing algorithm is proposed. More precisely, the items are first divided into various groups, each of which is then assigned to a separate set of bins according to a next fit heuristic. Let $\psi \in (0, 1)$ be fixed; then for $\mu_i \in (\psi, 1)$, $i \in I$, not arbitrarily close to zero and $m \leq n$ denoting the number of different mean values, the performance result

$$ALG(E) < \left(\sqrt{2} + 1\right) \cdot OPT(E) + m \cdot \left\lfloor \frac{1}{\psi} \right\rfloor$$

\footnote{After having assigned each item with $N_i = 1$ to a separate bin, it can be shown that $C^{det} = 1/2$ has to be used as the capacity to also ensure feasible patterns for the stochastic problem.}
can be obtained, see [80, Theorem 1]. Besides having the rather large (constant) approximation factor $\sqrt{2} + 1$, the right hand side of the inequality further depends on the lower bound $\psi$ of the mean values. In particular, for general instances (where only $\mu_i \in (0, 1)$ is known), this result cannot be applied.

- In [59], the authors propose a first fit decreasing (FFD) heuristic where the items are sorted according to non-increasing mean values. Finally, in [59, Theorem 3], it is stated that

$$\text{ALG}(E) < \frac{5}{2} \cdot \text{OPT}(E) + 2\beta \cdot q_1 - \varepsilon$$

holds, closing the gap that arbitrary instances can also be dealt with. However, also here a relatively large approximation factor $(5/2)$ is part of the formula. Moreover, deriving this statement requires the mean values and the variances to be coupled by some parameter $\beta > 0$ in a way that $\sigma_i \leq \beta \cdot \mu_i$ holds for all $i \in I$. Since we would like to keep the probability of negative item sizes very low, at least $\beta \leq 1/3$ (so that positivity is ensured with more than 99% probability) can be assumed for our purposes. For common choices of $\varepsilon$, the corresponding quantile is always bounded by $q_1 - \varepsilon < 4$, so that the second term in the above inequality cannot become arbitrarily large as in the previous consideration.

- Another contribution of [59] is based on the fact that $c_{eq} \leq \mu_i + q_1 - \varepsilon \sigma_i$, $i \in I$, holds for the effective item sizes presented in Remark 5. Hence, solving an ordinary BPP with deterministic item sizes $\mu_i + q_1 - \varepsilon \sigma_i$, $i \in I$, leads to an upper bound for the optimal value of the SBPP. In [59], it is noticed that (from a theoretical point of view) there is no dominance between this approach and the FFD heuristic described in the previous point. However, the FFD algorithm performed slightly better for the instances considered in that article. Moreover, FFD does not require to solve a discrete optimization problem to optimality, so that it is more appropriate also in terms of the run times.

- Recently, in [21, Sect. 5.2] an ordinary first fit heuristic was shown to lead to

$$\text{ALG}(E) \leq \frac{9}{4} \cdot \text{OPT}(E) + 1,$$

improving on the previously best constant factor and not requiring any further data (as, for instance, the parameters $\beta$ or $q_1 - \varepsilon$). Moreover, no sorting is needed so that this algorithm can also be applied in an online scenario. For offline considerations, a rather complex local search algorithm (having complexity $O(n^3)$ and more than half a page of verbal description) appearing in [21, Sect. 6] actually provides

$$\text{ALG}(E) \leq 2 \cdot \text{OPT}(E) + 11,$$

the currently best approximation guarantee known in the literature.

While for small instances adding 11 more bins can effectively result in a larger approximation factor, for larger instances the cubic complexity can lead to high computation times (compared to standard heuristics like next fit, best fit, first fit, or variants with pre-sorted items). To this end, we suggest two new heuristic strategies (also representing a factor 2 approximation), whose theoretical advantages (compared to the local search approach proposed in [21]) are twofold:

- The relatively large constant term 11 can be reduced to $-1$ which is particularly interesting for smaller instance sizes.

- The complexity of the algorithm can be reduced considerably from $O(n^3)$ to $O(n \cdot \log(n))$. By doing so, also the description of the algorithm becomes much more economic.

---

8By way of example, let us consider instances with $z^* \leq 11$. Then, we basically have $\text{ALG}(E) \leq 3 \cdot \text{OPT}(E)$. 16
Let us first consider the procedure given by Alg. 2.

**Algorithm 2** Fractional NFD with Post Processing

**Input:** Instance $E$ of the SBPP.

1. Apply the Fractional NFD heuristic described in Alg. 1. Let $z$ be the number of (partially) filled bins.
2. Set $k := 1$.
3. while $k < z$ do
   4. Check whether there is an item $i \in I$ with $x_{ik} \in (0, 1)$ and $x_{i,k+1} \in (0, 1)$. If so, then recombine these two fractions and assign the complete item $i$ to a newly opened bin. Set $k := k + 1$.
5. end while

**Output:** number of partially filled bins

Then, we can state:

**Theorem 16.** Let $E$ be an instance of the SBPP, then

$$\text{ALG}(E) \leq 2 \cdot \text{OPT}(E) - 1$$

holds, where $\text{ALG}(E)$ is the value obtained by Alg. 2. Moreover, this algorithm terminates after at most $O(n \cdot \log(n))$ steps.

**Proof.** First of all, note that the complexity of the algorithm is clear. As observed in the proof of Lemma 14, the method described in Alg. 2 generates a feasible solution of the SBPP having at most $2 \cdot lb_3 - 1$ partially filled bins. Together with $lb_3 \leq \text{OPT}(E)$ we can conclude

$$\text{ALG}(E) \leq 2 \cdot lb_3 - 1 \leq 2 \cdot \text{OPT}(E) - 1.$$ 

Obviously, to probably achieve even better results, we should first collect all the recombined items from Alg. 2 and then try to apply a more sophisticated post-processing strategy, e.g., by assigning all the gathered items according to an FFD heuristic. Hence, instead of the naive method from Alg. 2 we only consider the refined strategy illustrated in Alg. 3 within our computational tests. Of course, similarly to the proof of Theorem 16 also this method can be shown to possess a worst-case performance ratio of 2.

**Algorithm 3** Fractional NFD with FFD Post Processing

**Input:** Instance $E$ of the SBPP.

1. Apply the Fractional NFD heuristic described in Alg. 1. Let $z$ be the number of (partially) filled bins.
2. Set $k := 1$.
3. while $k < z$ do
   4. Check whether there is an item $i \in I$ with $x_{ik} \in (0, 1)$ and $x_{i,k+1} \in (0, 1)$. If so, then recombine these two fractions and store the item. Set $k := k + 1$.
5. end while

**Output:** number of partially filled bins

Since, in [59], the general suitability of an FFD approach could already be verified, another approach that shall be tested here can be described as follows:
Algorithm 4 First Fit Decreasing with Specific Sorting

**Input:** Instance $E$ of the SBPP.

1. Initialize an empty bin, and sort all items according to non-increasing values of $\sigma_i^2/\mu_i$.
2. **for all** $i \in I$ **do**
3. Find the lowest-indexed bin that is able to accommodate item $i$ without violating the feasibility condition. If such a bin does not exist, generate a new (empty) bin and assign item $i$ to it.
4. **end for**

**Output:** number of partially filled bins

As regards the approximation guarantee, the procedure described in Alg. 4 is equivalent to Alg. 3.

**Theorem 17.** Let $E$ be an instance of the SBPP, then we have $\text{ALG}(E) \leq 2 \cdot \text{OPT}(E) - 1$, where $\text{ALG}(E)$ represents the value obtained by Alg. 4. Moreover, the algorithm terminates after $O(n \cdot \log(n))$ steps.

**Proof.** First of all, note that the complexity result is clear. Let us now consider an instance $\tilde{E}$, where some items of $E$ are “shortened” in a sense that the parameter values $\mu_i$ and $\sigma_i^2$ of some specific items $i \in I$ (of $E$) are reduced. To this end, let us study the FFD approach described by Alg. 4 step by step. During the execution of this method, we start with one empty bin and fill it with the arriving items until one of the two cases happens

(a) The bin is completely filled without any remaining capacity. Then, we simply move on to the next (empty) bin.

(b) The bin is filled, but there is some space left, i.e., the remaining capacity is not sufficient to accept the entire next item (say $i^* \in I$).

While Case (a) does not require any modifications of the input data (of $E$), we have to consider Case (b) in more details: Let us reduce the parameters of $i^*$ by redefining $\tilde{\mu}_{i^*} := p \cdot \mu_{i^*}$ and $\tilde{\sigma}_{i^*}^2 := p \cdot \sigma_{i^*}^2$, where

$$p := \max \left\{ t \in [0, 1] : \sum_{i \leq i^*} \mu_i + t \cdot \mu_{i^*} + q_1 - \varepsilon \cdot \sqrt{\sum_{i \leq i^*} \sigma_i^2 + t \cdot \sigma_{i^*}^2} \leq 1 \right\}. \quad (20)$$

Obviously, reducing the parameters in the above way leads to a situation where the first bin is filled exactly by the items $1 \leq i \leq i^*$. Now, the FFD approach has to open a new bin and assigns the following items until one of the above cases appears. If, in Case(b), a specific item would not fit completely into this second bin, then, again, we reduce the characteristics of this item (by a factor similar to (20)), so that it perfectly fits into the second bin, and so on. At the end, we notice that Alg. 4 applied to $\tilde{E}$ only generated perfectly filled bins (possibly except for the very last one). Moreover, since the original sorting does not change when both, $\mu_i$ and $\sigma_i^2$, are multiplied by the same constant $p$, we know that for $\tilde{E}$ Alg. 4 actually mimics the Fractional NFD algorithm from Alg. 1 (but here without splitting any item into two parts!), so that an optimal integer solution is obtained. Concluding this first part of the proof, we can particularly state $\text{ALG}(\tilde{E}) = \text{OPT}(\tilde{E})$.

These observations can be applied to obtain the desired inequality given in the statement of the current theorem. Observe that, in the FFD approach for the original instance $E$, we can at most have one additional bin per “shortened” item, i.e., $\text{ALG}(E) \leq 2 \cdot \text{ALG}(\tilde{E}) - 1$ has to hold, since we had to modify the characteristics of at most $\text{ALG}(\tilde{E}) - 1$ items to construct $\tilde{E}$. All the observed relationships between the heuristic and the optimal values can now be concatenated in the following way

$$\text{ALG}(E) \leq 2 \cdot \text{ALG}(\tilde{E}) - 1 = 2 \cdot \text{OPT}(\tilde{E}) - 1 \leq 2 \cdot \text{OPT}(E) - 1,$$
where the latter holds due to the fact that $\bar{E}$ basically has the same items as $E$, but some of them are (possibly) reduced in the above sense. Consequently, the claim is proved.

**Remark 18.** Recapitulating the arguments applied in the previous proof, it can be noticed that the same approximation guarantee can also be observed if Alg. 3 would be based on a next fit decreasing or best fit decreasing (BFD) strategy applied to the same pre-sorted item list. As, for the ordinary BPP, it is known that the (asymptotic) worst case performances of FFD and BFD are equal, here we only concentrate on one representative, namely Alg. 4.

Altogether, we succeeded in proposing two heuristic approaches both of which showing theoretical advantages compared to the currently best formulation (the local search method from [21]) known in the literature. These observations strongly suggest that Alg. 3 and Alg. 4 can be competitive also within the numerical experiments.

### 4. Exact Solution Approaches

#### 4.1. A Quadratically Constrained ILP from the Literature

In the previous section, we not only dealt with lower and upper bounds, but also stated a first exact approach for the SBPP which is based on the well known Kantorovich model, see [47]. The main drawback of this integer formulation consisted in imposing the stochastic capacity constraint in a nonlinear way making it rather difficult to solve. To this end, we first recapitulate the result from [59, Theorem 2] offering a more tractable feasibility condition.

**Theorem 19.** Let an instance $E$ with $0 < \varepsilon \leq 0.5$ be given. Then, a vector $a \in B^n$ represents a pattern if and only if

\[
\sum_{i \in I} \left( q_i^2 \cdot \sigma_i^2 + 2\mu_i - \mu_i^2 \right) a_i - \sum_{i \in I} \sum_{j > i} \mu_i \mu_j a_i a_j \leq 1, \quad (21)
\]

\[
\sum_{i \in I} \mu_i a_i \leq 1, \quad (22)
\]

hold.

Indeed, contrary to the characterization presented in [2], here a feasible pattern is defined by one linear and one quadratic constraint, so that the SBPP can be written as a quadratically constrained integer linear program (QCILP). Introducing $\alpha_i := q_i^2 \cdot \sigma_i^2 + 2\mu_i - \mu_i^2$, $i \in I$, to abbreviate the coefficients appearing in (21), we obtain the

**Quadratically Constrained ILP for the SBPP (Basic Version)**

\[
z = \sum_{k \in K} y_k \rightarrow \min
\]

s.t.

\[
\sum_{k \in K} x_{ik} = 1, \quad i \in I, \quad (23)
\]

\[
\sum_{i \in I} \alpha_i x_{ik} - \sum_{i \in I} \sum_{j > i} \mu_i \mu_j x_{ik} x_{jk} \leq y_k, \quad k \in K, \quad (24)
\]

\[
\sum_{i \in I} \mu_i x_{ik} \leq y_k, \quad k \in K, \quad (25)
\]

\[
y_k \in B, \quad k \in K, \quad (26)
\]

\[
x_{ik} \in B, \quad (i, k) \in I \times K. \quad (27)
\]

Note that, in this version from the literature, one of the slightly different approaches (already mentioned in Remark 6) to couple the two types of variables is applied. More precisely, instead
of demanding \( x_{ik} \leq y_k \) for all \( i \in I \) and \( k \in K \), the above formulation simply attached the \( y \)-variables to the right hand sides of the feasibility conditions. However, in our computational tests, we also briefly discuss whether adding these valid inequalities (of type \( x_{ik} \leq y_k \)) has any positive effects on the above (and the upcoming) formulation.

In [59], some improvements have been discussed to (i) reduce the number of variables and (ii) avoid symmetric solutions originating from permutations. To this end, the following modifications are performed:

- We (implicitly) renumber the bins so that item \( i = 1 \) is contained in bin \( k = 1 \), item \( i = 2 \) either appears in bin \( k = 1 \) or in a new bin \( k = 2 \), and so on. Hence, we only need to consider index combinations \((i, k) \in I \times K \) with \( i \leq k \), all of which will be collected in the set \( \Delta \subset I \times K \). For a convenient mathematical description of Condition (24), we further require the index sets \( \Delta_{ik} := \{ j \in I : (j, k) \in \Delta, j > i \} \) for all \((i, k) \in \Delta \).

- Given a lower bound \( \eta \in \mathbb{N} \), see Subsect. 3.1, it is possible to already set \( y_1 = \ldots = y_{\eta} = 1 \), since we know that at least the first \( \eta \) bins will be used in an optimal solution.

These observations finally lead to the

**Quadratically Constrained ILP for the SBPP**

\[
\begin{align*}
  z &= \sum_{k \in K} y_k \rightarrow \min \\
  \text{s.t.} & \quad \sum_{(i, k) \in \Delta} x_{ik} = 1, \quad \text{for all } i \in I, \quad (28) \\
  & \quad \sum_{(i, k) \in \Delta} \alpha_i x_{ik} - 2 \sum_{(i, k) \in \Delta} \sum_{j \in \Delta_{ik}} \mu_i \mu_j x_{ik} x_{jk} \leq y_k, \quad \text{for all } k \in K, \quad (29) \\
  & \quad \sum_{(i, k) \in \Delta} \mu_i x_{ik} \leq y_k, \quad \text{for all } k \in K, \quad (30) \\
  & \quad \sum_{k=1}^{\eta} y_k = \eta, \quad (31) \\
  & \quad y_k \in \mathbb{B}, \quad \text{for all } k \in K, \quad (32) \\
  & \quad x_{ik} \in \mathbb{B}, \quad \text{for all } (i, k) \in \Delta. \quad (33)
\end{align*}
\]

For simplicity, we did not change the name of the above model obtained by the reduction methods since, from now on, we only refer to the improved version as the state of the art.

### 4.2. Linearized Formulations

In general, integer minimization problems involving non-convex quadratic constraints are hard to tackle both, from a theoretical and numerical perspective. Even if some commercial solvers are somewhat able to deal with (special cases of) such optimization problems, they internally apply suitable linearization strategies to obtain a more tractable formulation. In the relevant literature, many of these linearization techniques have been developed in the last decades, see [35] for a general overview and [34] for an application-oriented study. As common solvers are typically following one specific strategy, the numerical effects (of the chosen method) can depend on the particular optimization problem they are confronted with. Hence, in the following, we briefly present the most important linearization techniques (mainly following [34]) and directly apply them to the SBPP.
4.2.1. Glover-Wolsey-Linearization (GW)

One of the most classical ways to rephrase products of binary variables was presented in [38]. Therein, for any \((i, k) \in \Delta\) and \(j \in \Delta_{ik}\), the authors introduce a new variable \(\xi_{ij}^k\) \(\in \mathbb{B}\) and add the set of constraints,

\[
\xi_{ij}^k \leq x_{ik}, \quad \xi_{ij}^k \leq x_{jk}, \quad \xi_{ij}^k \geq x_{ik} + x_{jk} - 1
\]

(34)
to the considered model. Then, it can be shown that we have \(x_{ik} \cdot x_{jk} = 1\) if and only if \(\xi_{ij}^k = 1\) holds, so that the new variable can replace the product at any position. By way of example, Conditions (29) are modified to

\[
\sum_{(i, k) \in \Delta} \alpha_i x_{ik} - 2 \sum_{(i, k) \in \Delta} \sum_{j \in \Delta_{ik}} \mu_i \mu_j \xi_{ij}^k \leq y_k,
\]

(35)
representing a linear inequality. Altogether, this approach requires \(\mathcal{O}(n^3)\) new (binary) variables and \(\mathcal{O}(n^3)\) (linear) restrictions and it was already applied to the SBPP in [59].

4.2.2. “Old” Linearization (OLD)

The probably earliest method to linearize quadratic terms was proposed by different independent research articles, see [3, 33] for publications in French language, and [31] for an English manuscript. For any \((i, k) \in \Delta\) and \(j \in \Delta_{ik}\), the key idea of this approach is to also directly replace the quadratic terms \(x_{ik}x_{jk}\) by a new binary variable \(\xi_{ij}^k\) and to add two inequalities

\[
2\xi_{ij}^k \leq x_{ik} + x_{jk}, \quad x_{ik} + x_{jk} \leq 1 + \xi_{ij}^k,
\]

(36)
so that, again, \(x_{ik} \cdot x_{jk} = 1\) holds if and only if \(\xi_{ij}^k = 1\) is true. Moreover, it is clear that Conditions (29) will have the same structure as in (35). This approach also requires \(\mathcal{O}(n^3)\) new binary variables and \(\mathcal{O}(n^3)\) additional linear constraints. However, compared to the previous method by Glover and Wolsey, the total number of restrictions is smaller.

4.2.3. Glover Linearization (GLO)

The method described in [37] focuses on the coefficients \(\mu_i \mu_j\) in the quadratic terms appearing in [29]. For any \((i, k) \in \Delta\), let us define

\[
L_{ik} := \sum_{j \in \Delta_{ik}} \mu_i \mu_j
\]

and an auxiliary variable \(\zeta_{ik} \geq 0\). These variables are used to rephrase Condition (29) as

\[
\sum_{(i, k) \in \Delta} \alpha_i x_{ik} - 2 \sum_{(i, k) \in \Delta} \zeta_{ik} \leq y_k,
\]

(37)
meaning that \(\zeta_{ik}\) has to display the information contained in the sum \(\sum_{j \in \Delta_{ik}} \mu_i \mu_j x_{ik} x_{jk}\) appearing in the original quadratic conditions. This can be ensured by adding the following set of constraints

\[
\sum_{j \in \Delta_{ik}} \mu_i \mu_j x_{jk} \geq \zeta_{ik}, \quad \zeta_{ik} \geq \sum_{j \in \Delta_{ik}} \mu_i \mu_j x_{jk} - L_{ik} (1 - x_{ik}), \quad L_{ik} x_{ik} \geq \zeta_{ik}
\]

(38)
for any \((i, k) \in \Delta\), altogether leading to \(\mathcal{O}(n^2)\) new (continuous) variables and \(\mathcal{O}(n^2)\) linear constraints. Indeed, assuming \(x_{ik} = 0\), the third condition from (38) leads to \(\zeta_{ik} = 0\), so that we have \(\zeta_{ik} = \sum_{j \in \Delta_{ik}} \mu_i \mu_j x_{ik} x_{jk}\) (both terms are zero) in this case. Contrariwise, for \(x_{ik} = 1\), the first and second condition in (38) also leads to \(\zeta_{ik} = \sum_{j \in \Delta_{ik}} \mu_i \mu_j x_{ik} x_{jk}\).

Remarkably, these constraints have been shown to be facet-defining, see [4].

In the original work, there are two ways to implement this linearization, either by summing over the “row indices” \(i\) or the “column indices” \(j\). However, here the index \(j\) depends on the choice of \(i\), so that only the presented method can be applied.
Considering again the terms $L_{ik}$, $(i, k) \in \Delta$, from the previous part, in \[63\] the following idea (termed as “OK1”) is introduced. By means of auxiliary variables $\zeta_{ik} \geq 0$, $(i, k) \in \Delta$, we rephrase Condition \(29\) as

\[
\sum_{(i,k) \in \Delta} \alpha_i x_{ik} - 2 \sum_{(i,k) \in \Delta} (L_{ik} x_{ik} - \zeta_{ik}) \leq y_k
\]

and add constraints

\[
\zeta_{ik} \geq L_{ik} x_{ik} - \sum_{j \in \Delta_{ik}} \mu_i \mu_j x_{jk} \tag{40}
\]

for any $(i, k) \in \Delta$, thus requiring $O(n^2)$ (continuous) variables and $O(n^2)$ new restrictions (but a considerably smaller number compared to Glover’s method). Assuming $x_{ik} = 0$ also $\zeta_{ik} = 0$ is a possible choice in the linearized version (leading to exactly the same contribution to the feasibility condition). As stated earlier, here the additional constraints would also allow a larger value of $\zeta_{ik}$. Given the fact that $\zeta_{ik}$ has a positive coefficient in (39) and that we aim at minimizing the sum of the $y$-variables (which can be influenced by a larger value of $\zeta_{ik}$), it becomes clear that no other feasible choice of $\zeta_{ik}$ can lead to a smaller objective value. A similar argumentation can be done for $x_{ik} = 1$. Also here, choosing the lowest possible value for $\zeta_{ik}$ (according to \(40\)) leads to an exact reformulation of the feasibility condition, while all other possible choices for $\zeta_{ik}$ cannot lead to strictly smaller objective values. Consequently, this linearization generates some additional feasible points, but none of those influences the optimal value.

A second version of this linearization (hereinafter referred to as “OK2”), is based on reformulating \(29\) as

\[
\sum_{(i,k) \in \Delta} \alpha_i x_{ik} - 2 \sum_{(i,k) \in \Delta} \left( \sum_{j \in \Delta_{ik}} \mu_i \mu_j x_{jk} - \zeta_{ik} \right) \leq y_k \tag{41}
\]

and adding

\[
\zeta_{ik} \geq \sum_{j \in \Delta_{ik}} \mu_i \mu_j x_{jk} - L_{ik} x_{ik} \tag{42}
\]

for any $(i, k) \in \Delta$, hence exhibiting the same number of additional constraints and extra variables as the first variant. Here, $x_{ik} = 1$ allows (among other possibilities) the choice $\zeta_{ik} = 0$ which exactly models the contribution of $x_{ik} = 1$ to the original feasibility condition. According to the objective function and the positive coefficients related to $\zeta_{ik}$, any other choice cannot lead to a smaller number of active bins. In a similar way, $x_{ik} = 0$ allows $\zeta_{ik}$ to attain its lower bound thus having no contribution to the capacity constraint either (as it is prescribed by $x_{ik} = 0$). Hence, also this method describes a correct transformation of the quadratic model into a linearized one.

4.2.5. Chaovalitwongse-Pardalos-Prokopyev Linearization (CPP)

The last method to be presented here is due to \[14\] and closely related to Glover’s strategy explained above. However, the main difference is that fewer additional restrictions are required. More precisely, we again consider the auxiliary variables $\zeta_{ik} \geq 0$, $(i, k) \in \Delta$, reformulate Conditions \(29\) as

\[
\sum_{(i,k) \in \Delta} \alpha_i x_{ik} - 2 \sum_{(i,k) \in \Delta} \zeta_{ik} \leq y_k, \tag{43}
\]
and add the constraints
\begin{align}
\sum_{j \in \Delta_{ik}} \mu_i \mu_j x_{jk} & \geq \zeta_{ik}, \\
L_{ik} x_{ik} & \geq \zeta_{ik}
\end{align}
(44)
for any \((i,k) \in \Delta\). As clearly to be seen, the second inequality from (38) does not appear in this setting which is mainly caused by the following observation: Considering a minimization problem and having negative coefficients related to \(\zeta_{ik}\), an explicit lower bound on these variables is not required (in the case \(x_{ik} = 1\)) because any choice \(\zeta_{ik} > \sum_{j \in \Delta_{ik}} \mu_i \mu_j x_{jk}\) cannot lead to an improved objective value. So, dropping this condition from (38) makes the difference between an “algebraically equivalent” linearization (GLO) and the current reformulation (CPP) being “equivalent in the sense of optimization”. Even if the relationship between both strategies is very close, considerably different performances have been observed in the numerical experiments reported in [34], so that we include both in our computational test.

5. Computational Experiments

In this section, we investigate the numerical properties of the various approaches mentioned in this article. Within these computational experiments, we will use the following strategy: At first, we perform extensive tests to find the (on average) best lower and upper bound for the SBPP. Then, these information will be used in the exact models, e.g., to define a reasonably small set \(K\) of possibly required bins, and to already set a favorably large amount of them to \(y_k = 1\) (according to the information provided by the lower bound). Moreover, the feasible point computed by the best heuristic can be passed to Gurobi, a commercial state-of-the-art solver for mathematical optimization problems [41], to give the software a “warm start”. Of course, due to the high degree of randomization within the solution steps applied by common ILP solvers, it is not clear that this will always boost the performance. However, in other fields like the skiving stock problem (or dual bin packing problem), this approach turned out to be very effective for most of the instances, see [58]. Before presenting the results of our computational tests, we first describe the instances to be considered in more details.

5.1. Data Set and Methodology

To accurately judge the performance of the presented solution approaches for different scenarios, a wide variety of instances shall be used. More precisely, the following main categories will appear in our tests:

(A) The first set is formed by randomly generated instances whose characteristics are drawn according to the instructions given in [59, Sect. 4.3]. For the sake of completeness, we state that (for given \(n\) and \(\varepsilon\) and all \(i \in I\)) the parameter \(\mu_i\) is chosen from \([0.1, 0.5]\) based on a uniform distribution, whereas \(\sigma_i\) always belongs to the set
\begin{align}
(0.01, 1) \cdot \min \left\{ \frac{\mu_i}{q_{1-\varepsilon}}, \frac{1 - \mu_i}{q_{1-\varepsilon}} \right\}
\end{align}
\(\mu_i \leq 0.5 \equiv (0.01, 1) \cdot \frac{\mu_i}{q_{1-\varepsilon}}, \) (45)
to (i) avoid high probabilities for negative item sizes and (ii) ensure that the SBPP is solvable (see also Remark [4]).

(B) The second set contains real-world data from a Google data trace collected over a period of 30 days (in May 2011). All the details are stored in a csv-file of roughly 167 GB and can be found online, see [66] for further information. Interestingly, only approximately 0.59% of the jobs are responsible for almost 80% of the CPU utilization. Hence, here we only focus on this specific subset of 2857 jobs (and one exemplary time interval of 5 minutes) instead of dealing with the complete aforementioned file (which would be too data-intensive). Finding an optimal assignment of these representative jobs (having relatively large resource consumptions) already considerably contributes to a reduced energy
consumption. Finally, to get an overview on the characteristics of these items, we present two histograms showing the distribution of the parameters $\mu_i$ and $\sigma_i^2$, $i \in I$, see Fig. 5. As to be clearly seen, the volatility of these specific jobs is sufficiently small, so that the probability of negative item sizes is neglectable. However, when choosing $\varepsilon = 0.01$ (i.e., $q_{1-\varepsilon} \approx 2.33$) in Category (A), the average mean value $\mu_A = 0.3$ leads to an average variance $\sigma_A^2 \approx 0.004$, so that the instances from Category (B) can possess larger variances than those of Category (A). Moreover, the vast majority of the mean values in Category (B) is located in the interval $[0.1, 0.3]$, thus forming instances with typically smaller item sizes (compared to Category (A)) and much more feasible combinations. Thus the instances of Category (B) are considerably different from those of Category (A).

**Remark 20.** Note that there are no benchmark instances specifically designed for the SBPP. Theoretically, we could have equipped the classical sets for the BPP, which have been collected in the BPPLIB [29] and can be found on the Internet by [http://or.dei.unibo.it/library/bpplib](http://or.dei.unibo.it/library/bpplib), with an additional randomly drawn parameter $\sigma_i$, $i \in I$, but finally we decided against it. On the one hand, these parameters require an interval similar to that of Category (A) to keep...
the probability of negative item sizes very low without compromising too much on the volatility, so that the modified benchmarks would not cover completely new scenarios within the computations. On the other hand, we also aim at addressing the exact solution of the instances considered here which would be impossible given the instance sizes of most of these benchmarks.

5.2. Results for the Lower Bounds

Throughout this subsection, we consider the values
\[ n \in \{10, 15, 20, 50, 100, 200, 300, 500\}, \]
\[ \varepsilon \in \{0.01, 0.05, 0.1, 0.2\}. \]

To facilitate comparing the results also for different error bounds \( \varepsilon \), note that (for fixed \( n \)) we always generated one set of 20 instances which is then used for any of the four possible choices of \( \varepsilon \). Consequently, for Category (A), we had to draw the values \( \sigma_i, i \in I \), from the most restrictive interval in (15), i.e., for \( \varepsilon = 0.01 \). In the following tables (Tab. 2 and 3), we display the average results of the three lower bounds presented in Subsect. 3.1, i.e., the bound \( lb_1 \) from [59], and the two new bounds \( lb_2 \) and \( lb_3 \). For any pair \((n, \varepsilon)\) of input parameters, we use boldface to highlight the best performing approach. Here, by best we mean the bound achieving the largest (average) value.

The following main observations can be made:

- Obviously, the values of the lower bounds grow for increasing \( n \) and decreasing \( \varepsilon \). It is clear that either more items or a more restrictive assignment policy (caused by a lower error bound) lead to more active servers.

- The bound \( lb_3 \) performs best for any considered set of instances. Moreover, both relations between the values \( lb_1 \) and \( lb_2 \) can be witnessed. More precisely, for relatively small numbers of items \( n \), the bound \( lb_1 \) is better than \( lb_2 \), whereas for larger values of \( n \) the opposite is true. Note that this general behavior has already been discussed in the theoretical part of the paper (see Subsect. 3.1), so that the numerical results second the observations made before.

- Having a look at a fixed parameter setting \((n, \varepsilon)\) and a fixed lower bound, then the corresponding values in Category (A) are always larger than those of Category (B). As mentioned earlier, the input data \( \mu_i, i \in I \), in Category (B) are typically smaller than in Category (A), so that also the bounds attain smaller values.

- Interestingly, especially for larger instances, a remarkable difference is noticeable in the relative gap between the two best lower bounds \((lb_2 \) and \( lb_3 \)). By way of example, let us consider the data for \((n, \varepsilon) = (500, 0.01)\). Here, for the real-world jobs we see a relative gap \((lb_3 - lb_2)/lb_2\) of roughly 21\%, while the same formula results to only 12\% for the randomly generated instances. A similar (though not as clear-cut) trend can also be observed when comparing other instance sets from Tab. 2 and Tab. 3, the reason of which we attribute to the tightness of Inequality (14) that was used to construct \( lb_2 \). For the rather small mean values in Category (B), (14) represents a very rough estimation, while for instances of Category (A), the performance is better (on average) due to the larger values \( \mu_i, i \in I \).

To better illustrate the above observations and the general behavior of the three lower bounds, for two representative error bounds we also added a graphical visualization of the data contained in Tab. 2 and 3 in Fig. 6. Overall, as it should be expected, we will choose \( \eta = lb_3 \) as the best lower bound for the preprocessing in the exact approaches.
Table 2: Numerical results for the lower bounds corresponding to Category (A)

<table>
<thead>
<tr>
<th>ε</th>
<th>lb₁</th>
<th>lb₂</th>
<th>lb₃</th>
<th>lb₁</th>
<th>lb₂</th>
<th>lb₃</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n = 10</td>
<td>n = 100</td>
<td></td>
<td>n = 15</td>
<td>n = 200</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>3.60</td>
<td>3.50</td>
<td>3.85</td>
<td>28.85</td>
<td>29.45</td>
<td>32.90</td>
</tr>
<tr>
<td>0.05</td>
<td>3.50</td>
<td>3.30</td>
<td>3.60</td>
<td>28.55</td>
<td>28.70</td>
<td>31.35</td>
</tr>
<tr>
<td>0.10</td>
<td>3.50</td>
<td>3.30</td>
<td>3.60</td>
<td>28.50</td>
<td>28.35</td>
<td>30.55</td>
</tr>
<tr>
<td>0.20</td>
<td>3.40</td>
<td>3.20</td>
<td>3.50</td>
<td>28.30</td>
<td>28.15</td>
<td>29.65</td>
</tr>
<tr>
<td>0.01</td>
<td>4.85</td>
<td>4.65</td>
<td>5.25</td>
<td>56.40</td>
<td>58.05</td>
<td>64.95</td>
</tr>
<tr>
<td>0.05</td>
<td>4.75</td>
<td>4.40</td>
<td>5.05</td>
<td>55.95</td>
<td>56.50</td>
<td>61.90</td>
</tr>
<tr>
<td>0.10</td>
<td>4.70</td>
<td>4.40</td>
<td>4.90</td>
<td>55.75</td>
<td>55.95</td>
<td>60.20</td>
</tr>
<tr>
<td>0.20</td>
<td>4.45</td>
<td>4.40</td>
<td>4.70</td>
<td>55.50</td>
<td>55.45</td>
<td>58.40</td>
</tr>
<tr>
<td>0.01</td>
<td>6.70</td>
<td>6.50</td>
<td>7.40</td>
<td>84.95</td>
<td>87.60</td>
<td>98.40</td>
</tr>
<tr>
<td>0.05</td>
<td>6.45</td>
<td>6.45</td>
<td>6.90</td>
<td>84.35</td>
<td>85.45</td>
<td>93.60</td>
</tr>
<tr>
<td>0.10</td>
<td>6.45</td>
<td>6.40</td>
<td>6.80</td>
<td>84.15</td>
<td>84.55</td>
<td>91.30</td>
</tr>
<tr>
<td>0.20</td>
<td>6.45</td>
<td>6.35</td>
<td>6.60</td>
<td>83.95</td>
<td>83.85</td>
<td>88.45</td>
</tr>
<tr>
<td>0.01</td>
<td>15.45</td>
<td>15.45</td>
<td>17.35</td>
<td>140.00</td>
<td>145.05</td>
<td>162.60</td>
</tr>
<tr>
<td>0.05</td>
<td>15.30</td>
<td>15.25</td>
<td>16.45</td>
<td>139.40</td>
<td>141.50</td>
<td>154.95</td>
</tr>
<tr>
<td>0.10</td>
<td>15.30</td>
<td>15.15</td>
<td>16.30</td>
<td>139.05</td>
<td>140.05</td>
<td>150.90</td>
</tr>
<tr>
<td>0.20</td>
<td>15.15</td>
<td>14.85</td>
<td>15.55</td>
<td>138.65</td>
<td>138.80</td>
<td>146.30</td>
</tr>
</tbody>
</table>

Table 3: Numerical results for the lower bounds corresponding to Category (B)

<table>
<thead>
<tr>
<th>ε</th>
<th>lb₁</th>
<th>lb₂</th>
<th>lb₃</th>
<th>lb₁</th>
<th>lb₂</th>
<th>lb₃</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n = 10</td>
<td>n = 100</td>
<td></td>
<td>n = 15</td>
<td>n = 200</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>2.70</td>
<td>2.40</td>
<td>2.90</td>
<td>17.80</td>
<td>19.90</td>
<td>23.95</td>
</tr>
<tr>
<td>0.05</td>
<td>2.35</td>
<td>2.15</td>
<td>2.70</td>
<td>17.25</td>
<td>18.00</td>
<td>21.15</td>
</tr>
<tr>
<td>0.10</td>
<td>2.30</td>
<td>2.00</td>
<td>2.35</td>
<td>17.10</td>
<td>17.30</td>
<td>19.90</td>
</tr>
<tr>
<td>0.20</td>
<td>2.05</td>
<td>2.00</td>
<td>2.25</td>
<td>16.70</td>
<td>16.60</td>
<td>18.40</td>
</tr>
<tr>
<td>0.01</td>
<td>3.55</td>
<td>3.40</td>
<td>3.95</td>
<td>34.70</td>
<td>40.00</td>
<td>48.40</td>
</tr>
<tr>
<td>0.05</td>
<td>3.20</td>
<td>3.00</td>
<td>3.60</td>
<td>33.85</td>
<td>36.00</td>
<td>42.60</td>
</tr>
<tr>
<td>0.10</td>
<td>3.00</td>
<td>3.00</td>
<td>3.40</td>
<td>33.45</td>
<td>34.45</td>
<td>40.00</td>
</tr>
<tr>
<td>0.20</td>
<td>3.00</td>
<td>3.00</td>
<td>3.00</td>
<td>33.00</td>
<td>33.05</td>
<td>36.95</td>
</tr>
<tr>
<td>0.01</td>
<td>4.30</td>
<td>4.30</td>
<td>5.20</td>
<td>50.55</td>
<td>59.40</td>
<td>71.55</td>
</tr>
<tr>
<td>0.05</td>
<td>4.00</td>
<td>4.00</td>
<td>4.70</td>
<td>49.75</td>
<td>53.50</td>
<td>63.30</td>
</tr>
<tr>
<td>0.10</td>
<td>4.00</td>
<td>4.00</td>
<td>4.30</td>
<td>49.20</td>
<td>51.05</td>
<td>59.25</td>
</tr>
<tr>
<td>0.20</td>
<td>4.00</td>
<td>4.00</td>
<td>4.00</td>
<td>48.55</td>
<td>49.00</td>
<td>54.75</td>
</tr>
<tr>
<td>0.01</td>
<td>9.90</td>
<td>10.40</td>
<td>12.55</td>
<td>83.15</td>
<td>98.90</td>
<td>119.65</td>
</tr>
<tr>
<td>0.05</td>
<td>9.35</td>
<td>9.40</td>
<td>11.15</td>
<td>81.95</td>
<td>89.05</td>
<td>105.65</td>
</tr>
<tr>
<td>0.10</td>
<td>9.20</td>
<td>9.05</td>
<td>10.45</td>
<td>81.40</td>
<td>85.15</td>
<td>98.90</td>
</tr>
<tr>
<td>0.20</td>
<td>8.95</td>
<td>8.85</td>
<td>9.90</td>
<td>80.55</td>
<td>81.60</td>
<td>91.50</td>
</tr>
</tbody>
</table>
Figure 6: Comparative illustration of the three lower bounds for two representative choices of \( \varepsilon \)

5.3. Results for the Upper Bounds

We consider the same parameter constellations (for \( n \) and \( \varepsilon \)) as in the previous subsection and include the following heuristic approaches into our comparison:

- FFD heuristic from [59] leading to \( ub_1 \),
- FFD with alternative sorting, see Alg. 4, leading to \( ub_2 \),
- Fractional NFD with FFD post processing, see Alg. 3, leading to \( ub_3 \),
- Local Search method from [21] leading to \( ub_4 \).

Note that we only focus on the most promising approaches and, hence, do not cope with the rather naive approximate solution strategies reported in the early publications [15, 80]. In Tab. 4 and 5, the average values of the various upper bounds have been collected, the best of which is again printed in boldface. In this setting, best refers to the minimum average value.

The main observations can be summarized as follows:

- There is almost no need to say that the upper bound values are growing here as well, whenever \( n \) is increased or \( \varepsilon \) is decreased.
- In all the simulations, at least \( ub_1 \), \( ub_2 \), and \( ub_4 \) are quite close together, so that (from a practical point of view) they are roughly equivalent. However, we highlight the fact that the state-of-the-art algorithm from the recent literature (i.e., the local search method from [21]), only performed best for one single set of 20 very small instances in Tab. 5.
Table 4: Numerical results for the upper bounds corresponding to Category (A)

<table>
<thead>
<tr>
<th>ε</th>
<th>$ub_1$</th>
<th>$ub_2$</th>
<th>$ub_3$</th>
<th>$ub_4$</th>
<th>$ub_1$</th>
<th>$ub_2$</th>
<th>$ub_3$</th>
<th>$ub_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>4.05</td>
<td>4.10</td>
<td>4.30</td>
<td>4.15</td>
<td>33.55</td>
<td>34.15</td>
<td>37.00</td>
<td>34.70</td>
</tr>
<tr>
<td>0.05</td>
<td>3.70</td>
<td>3.80</td>
<td>4.15</td>
<td>3.85</td>
<td>31.95</td>
<td>32.55</td>
<td>34.60</td>
<td>33.30</td>
</tr>
<tr>
<td>0.10</td>
<td>3.65</td>
<td>3.70</td>
<td>4.10</td>
<td>3.65</td>
<td>31.00</td>
<td>31.70</td>
<td>33.65</td>
<td>32.00</td>
</tr>
<tr>
<td>0.20</td>
<td>3.60</td>
<td>3.70</td>
<td>3.75</td>
<td>3.65</td>
<td>30.05</td>
<td>30.80</td>
<td>32.50</td>
<td>30.90</td>
</tr>
<tr>
<td>n = 15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>5.35</td>
<td>5.50</td>
<td>5.90</td>
<td>5.55</td>
<td>66.05</td>
<td>67.35</td>
<td>72.75</td>
<td>67.95</td>
</tr>
<tr>
<td>0.05</td>
<td>5.20</td>
<td>5.20</td>
<td>5.55</td>
<td>5.35</td>
<td>62.90</td>
<td>63.95</td>
<td>67.40</td>
<td>64.50</td>
</tr>
<tr>
<td>0.10</td>
<td>5.00</td>
<td>5.10</td>
<td>5.45</td>
<td>5.30</td>
<td>61.10</td>
<td>62.15</td>
<td>65.80</td>
<td>62.70</td>
</tr>
<tr>
<td>0.20</td>
<td>4.85</td>
<td>5.00</td>
<td>5.20</td>
<td>5.00</td>
<td>59.00</td>
<td>60.20</td>
<td>63.55</td>
<td>60.45</td>
</tr>
<tr>
<td>n = 20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>7.60</td>
<td>7.70</td>
<td>8.60</td>
<td>7.95</td>
<td>100.00</td>
<td>101.70</td>
<td>107.30</td>
<td>102.65</td>
</tr>
<tr>
<td>0.05</td>
<td>7.25</td>
<td>7.40</td>
<td>8.15</td>
<td>7.50</td>
<td>95.00</td>
<td>96.70</td>
<td>101.20</td>
<td>97.45</td>
</tr>
<tr>
<td>0.10</td>
<td>7.00</td>
<td>7.20</td>
<td>7.70</td>
<td>7.30</td>
<td>92.30</td>
<td>94.20</td>
<td>98.50</td>
<td>94.60</td>
</tr>
<tr>
<td>0.20</td>
<td>6.80</td>
<td>6.95</td>
<td>7.40</td>
<td>7.10</td>
<td>89.30</td>
<td>91.30</td>
<td>95.30</td>
<td>91.50</td>
</tr>
<tr>
<td>n = 50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>17.90</td>
<td>18.20</td>
<td>19.85</td>
<td>18.50</td>
<td>165.30</td>
<td>167.75</td>
<td>176.45</td>
<td>168.80</td>
</tr>
<tr>
<td>0.05</td>
<td>16.95</td>
<td>17.25</td>
<td>18.75</td>
<td>17.70</td>
<td>157.00</td>
<td>159.60</td>
<td>165.55</td>
<td>160.35</td>
</tr>
<tr>
<td>0.10</td>
<td>16.40</td>
<td>16.90</td>
<td>18.10</td>
<td>17.20</td>
<td>152.55</td>
<td>155.50</td>
<td>161.95</td>
<td>156.05</td>
</tr>
<tr>
<td>0.20</td>
<td>16.00</td>
<td>16.25</td>
<td>17.35</td>
<td>16.80</td>
<td>147.50</td>
<td>150.65</td>
<td>157.60</td>
<td>150.85</td>
</tr>
</tbody>
</table>

Table 5: Numerical results for the upper bounds corresponding to Category (B)

<table>
<thead>
<tr>
<th>ε</th>
<th>$ub_1$</th>
<th>$ub_2$</th>
<th>$ub_3$</th>
<th>$ub_4$</th>
<th>$ub_1$</th>
<th>$ub_2$</th>
<th>$ub_3$</th>
<th>$ub_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>3.20</td>
<td>3.00</td>
<td>3.15</td>
<td>3.05</td>
<td>25.05</td>
<td>24.85</td>
<td>25.80</td>
<td>25.60</td>
</tr>
<tr>
<td>0.05</td>
<td>2.80</td>
<td>2.80</td>
<td>2.80</td>
<td>2.85</td>
<td>22.15</td>
<td>22.25</td>
<td>22.85</td>
<td>22.45</td>
</tr>
<tr>
<td>0.10</td>
<td>2.45</td>
<td>2.50</td>
<td>2.65</td>
<td>2.60</td>
<td>20.60</td>
<td>20.60</td>
<td>20.95</td>
<td>21.10</td>
</tr>
<tr>
<td>0.20</td>
<td>2.35</td>
<td>2.30</td>
<td>2.40</td>
<td>2.30</td>
<td>19.15</td>
<td>19.25</td>
<td>19.60</td>
<td>19.30</td>
</tr>
<tr>
<td>n = 15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>4.20</td>
<td>4.30</td>
<td>4.35</td>
<td>4.25</td>
<td>50.50</td>
<td>50.50</td>
<td>51.85</td>
<td>51.65</td>
</tr>
<tr>
<td>0.05</td>
<td>3.75</td>
<td>3.75</td>
<td>3.80</td>
<td>3.80</td>
<td>44.60</td>
<td>44.65</td>
<td>45.60</td>
<td>45.50</td>
</tr>
<tr>
<td>0.10</td>
<td>3.55</td>
<td>3.45</td>
<td>3.60</td>
<td>3.60</td>
<td>41.50</td>
<td>41.55</td>
<td>42.25</td>
<td>42.35</td>
</tr>
<tr>
<td>0.20</td>
<td>3.10</td>
<td>3.15</td>
<td>3.15</td>
<td>3.25</td>
<td>38.40</td>
<td>38.40</td>
<td>39.10</td>
<td>39.00</td>
</tr>
<tr>
<td>n = 20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>5.50</td>
<td>5.50</td>
<td>5.75</td>
<td>5.55</td>
<td>74.75</td>
<td>74.50</td>
<td>76.75</td>
<td>76.55</td>
</tr>
<tr>
<td>0.05</td>
<td>4.90</td>
<td>4.90</td>
<td>5.00</td>
<td>4.95</td>
<td>65.85</td>
<td>66.15</td>
<td>67.55</td>
<td>67.30</td>
</tr>
<tr>
<td>0.10</td>
<td>4.55</td>
<td>4.60</td>
<td>4.80</td>
<td>4.65</td>
<td>61.40</td>
<td>61.40</td>
<td>62.60</td>
<td>62.80</td>
</tr>
<tr>
<td>0.20</td>
<td>4.00</td>
<td>4.05</td>
<td>4.20</td>
<td>4.10</td>
<td>56.85</td>
<td>56.75</td>
<td>58.00</td>
<td>57.80</td>
</tr>
<tr>
<td>n = 50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>13.30</td>
<td>13.25</td>
<td>13.65</td>
<td>13.55</td>
<td>125.30</td>
<td>124.45</td>
<td>128.30</td>
<td>127.85</td>
</tr>
<tr>
<td>0.05</td>
<td>11.80</td>
<td>11.80</td>
<td>12.10</td>
<td>12.00</td>
<td>110.05</td>
<td>110.45</td>
<td>112.75</td>
<td>112.30</td>
</tr>
<tr>
<td>0.10</td>
<td>11.00</td>
<td>11.00</td>
<td>11.25</td>
<td>11.15</td>
<td>102.25</td>
<td>102.60</td>
<td>104.30</td>
<td>104.75</td>
</tr>
<tr>
<td>0.20</td>
<td>10.05</td>
<td>10.10</td>
<td>10.25</td>
<td>10.15</td>
<td>94.70</td>
<td>94.70</td>
<td>96.45</td>
<td>96.15</td>
</tr>
</tbody>
</table>
In all other scenarios, either the ordinary FFD algorithm from \cite{69} or the FFD approach based on an alternative item order, see Alg. \cite{5} won. More precisely, while for Category (A) the ordinary FFD heuristic seems to be the best, for the instances from Category (B) we clearly notice advantages for both techniques mentioned before. We attribute this observation to the fact, that the typically smaller mean values of the real-world instances allow for much more feasible combinations with very good capacity utilization. Hence, for these instances, different ways of presorting can lead to comparably good results as it is supported by the computations.

- In addition to the previous point, we underline that the local search method from \cite{21} almost always performed like an ordinary first fit approach. Only for two single instances from Category (B), the subsequent post-processing steps performed by this algorithm led to any benefits (so that one bin could be saved).

- Especially for Category (A), but also for many cases in Category (B), the method proposed by Alg. \cite{3} did not lead to convincing results even though it has the best theoretical performance guarantee. Remember that in this strategy, we first applied the fractional next fit decreasing heuristic and then first excluded the fractional items from these bins, while in a second step, we wanted the recombined complete items to fill these gaps (in an FFD style). However, particularly for Category (A) dealing with larger item sizes, it turned out that the empty space resulting from the removal of fractional items cannot be filled again later. Consequently, this algorithm typically created worse bin utilizations than the other heuristics ending up with the poorest upper bound in most cases.
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Figure 7: Comparative illustration of the four upper bounds for two representative choices of $\epsilon$

As for the study dealing with the lower bounds, also here we refer the interested reader to a
graphical illustration clearly showing the trends described in the above list, see Fig. [7]. Overall, given the technicalities (leading to the complexity $\mathcal{O}(n^3)$) and the numerical performance of the local search method from [21], for arbitrary instances we clearly recommend to use one of (or both) the heuristics described in [59] and Alg. [4] to obtain a fast and good feasible solution.

As a brief summary of the impressions obtained so far, we would like to point out the very small difference between the smallest upper bound and the largest lower bound. In many cases, these two values already form a rather narrow interval for the currently still unknown optimal value of an instance. To better visualize this observation, Fig. [8] shows the (average) relative optimality gap $\Delta_r \in [0, 1]$, defined by

$$\Delta_r(E) := \frac{\min \{ub(E)\} - \max \{lb(E)\}}{\min \{ub(E)\}} ,$$

for the instances $E$ from both categories. Note that, here, we first calculated the value $\Delta_r$ for every single instance and then built the averages (meaning that we did not simply use the averages contained in the previous tables for a whole set of 20 instances).

The following interesting facts can be observed in Fig. [8]:

- While for smaller values of $n$, some "oscillations" of the graphs can be witnessed, in the long-term evolution a relatively constant behavior is manifested. Having in mind that already one unit distance between min $ub$ and max $lb$ can lead to substantial relative gaps $\Delta_r$ (for small values of $n$), the shape and the general trend of the curves are plausible.

- Remarkably, the relative gaps for the more challenging larger instances turn out to be very small resulting in roughly $1\% - 2\%$ for Category (A) and approximately $3\% - 4\%$ for Category (B). Again, remember that the absolute values (of the bounds) for Category (B) are considerably smaller than those of Category (A), so that the slight difference in terms of the relative gaps can be justified. Overall, these relative gaps clearly demonstrate the very good performance of both, the lower and the upper bounds, and additionally state that the feasible points provided by the best performing heuristic is already very close to an optimal solution (with respect to the objective value).

- Although (at least partly) suggested by the left picture in Fig. [8] there is no general correlation between $\varepsilon$ and the relative gap. By way of example, we illustrate this by one instance from Category (A) having $n = 20$ items, see Tab. [6]. Therein, it is clearly shown that an increasing value of $\varepsilon$ can lead to both, an increase or a decrease in terms of $\Delta_r$. 

Figure 8: Relative optimality gaps for the instances of Category (A) and (B)
5.4. Results for the Exact Approaches

When addressing the exact solution of the problem under consideration, the results from the previous investigations can be very helpful. While a lower bound can be used to already fix some \( y \)-variables, knowing a heuristic solution determines the cardinality of the set \( K \) (i.e., the maximum number of servers) and, in addition, offers the possibility of passing an initial feasible point to the solver. Note that the latter particularly requires to

(i) renumber the bins in the heuristic solution so that the only index pairs \((i, k) \in \Delta\) occur:
This can be done by a fairly simple method searching for the bin containing item \( i = 1 \) and changing its index to \( k = 1 \). Afterwards, the following items are processed in the same way meaning that, whenever the current item \( i \) appears in a bin that is not yet labeled, then this bin receives the lowest possible bin number that is still available. Otherwise, if the current item belongs to a bin that already got its new label before, then we just move forward to the next item.

(ii) also fix the auxiliary variables of the respective linearization: As a result of our theoretical explanations in Sect. 4, this can be done by setting

\[
\xi_{ik} := \begin{cases} 
1, & \text{if } x_{ik} = 1 \text{ and } x_{jk} = 1, \\
0, & \text{otherwise},
\end{cases}
\]

for (GW) and (OLD),

\[
\zeta_{ik} := \begin{cases} 
\sum_{j \in \Delta_{ik}} \mu_i \mu_j x_{jk}, & \text{if } x_{ik} = 1, \\
0, & \text{otherwise},
\end{cases}
\]

for (GLO) and (CPP),

\[
\zeta_{ik} := \begin{cases} 
L_{ik} - \sum_{j \in \Delta_{ik}} \mu_i \mu_j x_{jk}, & \text{if } x_{ik} = 1, \\
0, & \text{otherwise},
\end{cases}
\]

for (OK1), or

\[
\zeta_{ik} := \begin{cases} 
\sum_{j \in \Delta_{ik}} \mu_i \mu_j x_{jk}, & \text{if } x_{ik} = 1, \\
0, & \text{otherwise},
\end{cases}
\]

for (OK2).

In this subsection, we compare the linearizations presented in Sect. 4, any of which being operated in two modes: a cold start (i.e., no feasible point is initially defined) and a warm start (i.e., the best feasible point resulting from the four heuristics investigated before is given to the solver).

**Remark 21.** Here we do not intend to add the valid inequalities \( x_{ik} \leq y_k, (i, k) \in \Delta, \) or \( y_k \geq y_{k+1}, k \in \{1, \ldots, |K| - 1\}, \) to the ILP models, since in our internal precalculations for some representative test sets, none of these restrictions led to any (substantial) gains in terms of the solution times. Although this may seem surprising at first glance, there are quite simple explanations for this observation:
• Originally, the inequalities of type $x_{ik} \leq y_k$ were introduced to strengthen the LP relaxation of any exact approach. While such effects may actually occur in an unimproved model, fixing the $y$-variables according to the lower bound $\eta$ is much more important for the LP value. More precisely, in our computations the LP value did never change after having added the valid inequalities, so that only the model’s complexity is increased by a quadratic number of restrictions.

• In a similar way, the vast majority of the inequalities of type $y_k \geq y_{k+1}$ (aiming to reduce the number of symmetric solutions) is already satisfied by fixing the first $\eta$ variables to one. Besides, given the very narrow interval formed by the best lower and upper bounds, only a very few constraints of this type would remain, the latter of which never showed any considerable positive effects in our precalculations.

Because of the large number of different setups (i.e., four different choices of $\varepsilon$, six different linearizations, cold start vs. warm start), we mainly focus on the solution times and the number of instances solved to optimality within a given time limit. Since in practice decisions have to be made rather quickly, we start with $t_{\text{max}} = 300$ seconds. Later in Remark 22 when also reporting about some larger instance sizes, we will briefly discuss the effects of an enlarged time limit (600 seconds). Note that, depending on the particular application scenario, real-world time limits can be much stricter (e.g., when jobs arrive in an online fashion), so that in these cases only heuristic solutions are of interest, in general. Addressing the exact solution of the problem under consideration obviously requires a slightly more relaxed time limit, but this does not represent an unrealistic assumption. By way of example, the Google data trace [66] (forming the instances of Category (B)), repeatedly specifies the parameters $\mu_i$ and $\sigma_i$ for intervals of 5 minutes length, so that this can be seen as the maximum tolerable time to make the decision based on the given information.

To present at least some data for the number of constraints and variables, we only refer to Fig. 9 showing the development of these indicators for moderate instances sizes.
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Figure 9: A trend for the numbers of variables and constraints in all linearization techniques, here only exemplified for Category (A) and $\varepsilon = 0.05$

These numerical data confirm the statement (already made in the theoretical investigations in Sect. 4) that the various linearization techniques can be roughly divided into two groups.

1. The methods (GW) and (OLD) possess a cubic growth in the numbers of variables and constraints, with the latter having a constantly lower value for (OLD) because this strategy just requires two (instead of three) additional inequalities per auxiliary variable.

2. The methods (GLO), (OK1), (OK2), and (CPP) only require a quadratic number of variables and constraints. Furthermore, we clearly notice that (OK1) and (OK2) create one
additional constraint per artificial variable, while (CPP) has a “factor” of two and (GLO) a “factor” of three.

Due to these characteristics, the representatives of the second groups are expected to show better computational results (on average), e.g., in terms of the solution times. To this end, we now investigate the numerical performance of the exact approaches in more details. Since we are basically dealing with a Kantorovich-type model, finding an exact solution of the SBPP is likely to be successful only for moderately sized instances. As already indicated by the numbers of items in Fig. 9 here we mainly consider constellations in the lower double-digit range, not without pointing out that in the reference article [59], already instances with \( n = 18 \) items required more than 10 minutes on average for the fairly large (thus, computationally rather favorable) error bound \( \varepsilon = 0.25 \). In the following tables, the average computation times for instances of Category (A), see Tab. 7, and Category (B), see Tab. 8, are listed for six different linearizations and both options, with (\( \checkmark \)) and without (\( \times \)) initialization by passing the feasible point obtained by the best heuristic to the solver. Whenever there is a bracketed number behind the solution time, then this indicates the number of instances solved to optimality (from 20 instances in each test). We highlight the fact, that when reaching the time limit \( t_{\text{max}} = 300 \) seconds, then this time will be counted (as a lower bound for the true computation time) to build the averages. Any model was coded in C++ and solved by Gurobi (version 9) with default settings on a computer having 8 GB RAM and a dual-core Intel Core i7-4510U with 2.6 GHz.

At first glance, the numerical results reported in Tab. 7 and Tab. 8 seem to be very surprising and a bit “chaotic”. To this end, before going into a more detailed assessment of these data, let us briefly discuss what we observed as the main challenges when solving an instance with the Kantorovich-type models we use:

- The most crucial point is already determined in the preprocessing part, meaning that whenever the interval formed by the best lower bound and the best upper bound is small (meaning that there is either no difference or the difference is only one unit), then the chances of computing a solution rapidly are actually quite good. However, the fact whether such a favorable situation appears is always instance-specific. By way of example, increasing the parameter \( \varepsilon \) can also lead to a more challenging instance because the interval given by the two bounds can be enlarged, as already reported in Tab. 6.

- Even if the two bounds possess a very small (but positive) distance, solving the instance can still be very cumbersome. The main reason for this is the poor quality of the LP relaxation mostly simply mimicking the lower bound \( \eta \) at many nodes of the branch-and-bound tree. With this in mind, also passing a feasible point to the solver does not necessarily have to be helpful since we observed that, for these type of assignment models, finding integer points is much less problematic than rising the bounds.

- In general, a larger number of variables and constraints is connected to an increase of the numerical efforts required for the solution of an instance. However, any of the two previous points can easily influence this observation and also turn it into the opposite effect.

All these points contribute to the fact that we cannot always see a clear trend in the tables corresponding to the exact approaches. Roughly speaking, in many cases there seem to be two major classes of instances: those that are solved almost immediately in (or close to) the root node, and those that really enter the branch-and-bound algorithm (mostly without being finished within the time limit). Moreover, we would like to further stress that at least two random factors are also relevant within the solution process. On the one hand, the Gurobi solver is based on some randomization (e.g., in terms of which internal steps are performed and in which sequence); on the other hand, a randomly drawn set of 20 instances can always contain an arbitrary number of challenging instances.

Apart from these general facts to justify the possibly unexpected behavior of the numerical data, the main observations related to Tab. 7 and 8 are the following:
Table 7: Numerical results for the exact approaches applied to the instances of Category (A). Given the very small solution times, boldface is only used for \( n \geq 16 \) to indicate the best formulation.
Table 8: Numerical results for the exact approaches applied to the instances of Category (B). Given the very small solution times, boldface is only used for \( n \geq 16 \) to indicate the best formulation.
In both categories, any instance with up to \( n = 14 \) items could be solved in much less than the given time limit. For Category (A), this also holds for instances with \( n = 16 \), while in Category (B) the models having a cubic number of variables and constraints already start to struggle with a few instances. Besides the reasons previously mentioned, we again underline that the mean values in Category (B) are much smaller, thus leading to much more feasible item combinations and optimization problems typically harder to solve.

In any scenario, the second group of linearizations (i.e., those techniques only requiring a quadratic number of additional constraints and variables) is able to solve at least the same number of instances (partly even more) as the first group. Moreover, even if both groups manage to tackle the same number of instances successfully, the solution times within the second group are usually better, see the case \( n = 16 \) in Tab. 7.

We did not find a single instance, that could be solved without initialization, but became impossible to solve (within the given time limit) after having added a feasible starting point. However, for two instances and formulation (OLD) in Tab. 8, the opposite effect could be noticed, meaning that passing an initial starting point to the solver made the instances easier to handle.

By and large, (CPP) can be considered as the most appropriate formulation for almost all instance sets from Category (A), while in Category (B) also (GLO) and (OK1) performed best (on average) for some sets of instances. Actually, these were the three approaches possessing the fewest variables and constraints (see Fig. 9), so the numerical behavior observed here is based on their theoretical properties.

Remark 22. To discuss some further aspects of the exact solution approaches, in Tab. 7 we summarize the average results (with respect to 20 instances each) for \( n = 20 \) items. Note that, to account for the larger instance sizes, here we selected a time limit of \( t_{\text{max}} = 600 \) seconds. However, as clearly to be seen, extending the allowed solution time does not lead to a remarkable increase in the number of instances solved to optimality, in general. Having in mind that an unsolved instance contributes with \( 600/20 = 30 \) seconds to any average value, we conclude that in many cases, finding the exact solution of an instance is either done within roughly the first 30 seconds or impossible within the given time limit\(^{11}\). In fact, only two instances benefited from doubling the time limit, meaning that we detected a solution time between 5 and 10 minutes. Furthermore, the (CPP) linearization seems to be the most suitable on average, since it almost always belongs to those methods that solve most instances to optimality, and, in many cases, it also offers the best (or one of the best) computing times. Only for \( \varepsilon = 0.01 \), (CPP) is considerably worse than (OK1) or (OK2), respectively. Due to the very strict error bound, these instances typically require the largest number of servers to be considered in the integer model (leading to both, more variables and constraints compared to other choices of \( \varepsilon \)). Hence, the fact that for (OK1) and (OK2), the model complexity does not rise so sharply as for other formulations, see Fig. 9, can be one possible reason for their convincing numerical results.

As a last point, we mention that, except for (OK1), any column contains at least one instance where adding a feasible starting point turned out to have negative effects (in such a way, that after having done the initialization, the instance could not be solved to optimality anymore). We attribute this phenomenon to the high degree of randomization in the internal Gurobi solution steps.

Our final experiment is, so to speak, in the tradition of the computations performed in [59]. As already mentioned, the authors of that article were able to solve instances having up to

\(^{11}\)By way of example, let us consider the solution times obtained for \( \varepsilon = 0.05 \) in Category (B). Obviously, any of the eight setups was able to solve a total number of 18 (out of 20) instances. Having a look at the average times reported in the table, then it becomes obvious that all of them are very close to 60 seconds which is exactly the contribution of the two instances attempted without success.
Table 9: Numerical results for the most promising linearizations applied to instances with $n = 20$ items

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>Init.</th>
<th>(GLO)</th>
<th>(OK1)</th>
<th>(OK2)</th>
<th>(CPP)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Category (A)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td></td>
<td>39.805 (19)</td>
<td>43.628 (19)</td>
<td>8.604</td>
<td>25.365</td>
</tr>
<tr>
<td></td>
<td></td>
<td>12.277</td>
<td>22.515</td>
<td>61.880 (19)</td>
<td>36.870 (19)</td>
</tr>
<tr>
<td>0.05</td>
<td></td>
<td>121.85 (17)</td>
<td>129.398 (16)</td>
<td>144.573 (16)</td>
<td>126.919 (17)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>125.953 (16)</td>
<td>124.053 (16)</td>
<td>31.316 (19)</td>
<td>33.991 (19)</td>
</tr>
<tr>
<td>0.10</td>
<td></td>
<td></td>
<td>30.202</td>
<td>38.313 (19)</td>
<td>29.151 (19)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>30.196 (19)</td>
<td>51.042 (19)</td>
<td>31.316 (19)</td>
</tr>
<tr>
<td>0.20</td>
<td></td>
<td></td>
<td></td>
<td>0.696</td>
<td>1.484</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.650</td>
<td>6.104</td>
</tr>
</tbody>
</table>

| **Category (B)** | | | | | |
| 0.01 | | 30.291 (19) | 4.844 | 31.064 (19) | 30.302 (19) |
| | | 13.134 | 25.103 | 30.316 | 10.669 |
| 0.05 | | 62.546 (18) | 61.336 (18) | 64.369 (18) | 62.959 (18) |
| | | 60.874 (18) | 66.192 (18) | 64.080 (18) | 60.269 (18) |
| 0.10 | | 56.140 (19) | 56.140 (19) | 49.710 (19) | 30.373 (19) |
| | | 32.227 (19) | 47.120 (19) | 34.966 (19) | 30.378 (19) |
| 0.20 | | | 0.041 | 0.047 | 0.096 |
| | | | | 0.007 | 0.004 |

Table 10: Numerical results for the most promising setup applied to larger instances

|$n = 18$ items in more than 10 minutes (on average) although using the rather favorable error bound of $\varepsilon = 0.25$. To this end, we now investigate the size of instances that can be solved with the probably best setup we obtained so far. More precisely, we only consider the linearization (CPP) together with a warm start setting and a time limit of 300 seconds, the results of which can be found in Tab. 10. Even for these more challenging instance sizes we see that most of the instances can be solved to proven optimality. Having in mind that an unsolved instance contributes with $300/20 = 15$ seconds to an average value, we further notice that the solution times of the instances successfully attempted are very small, in general. On the other hand, as indicated by the counter $opt$, solving an instance to proven optimality becomes more and more difficult (on average) when $n$ increases, especially for the typically harder sets from Category (B). Nevertheless, Tab. 10 also underlines the benefits of the various approaches presented in this article, as we are able to solve instances larger than those reported in [59] in much less time.

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>$n = 22$</th>
<th>$n = 24$</th>
<th>$n = 26$</th>
<th>$n = 28$</th>
<th>$n = 30$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Category (A)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>30.290 (18)</td>
<td>52.368 (17)</td>
<td>58.091 (17)</td>
<td>72.414 (16)</td>
<td>75.732 (15)</td>
</tr>
<tr>
<td>0.05</td>
<td>15.139 (19)</td>
<td>45.015 (17)</td>
<td>0.004</td>
<td>31.062 (18)</td>
<td>15.400 (19)</td>
</tr>
<tr>
<td>0.10</td>
<td>32.014 (18)</td>
<td>42.108 (18)</td>
<td>0.545</td>
<td>30.005 (18)</td>
<td>41.768 (18)</td>
</tr>
<tr>
<td>0.20</td>
<td>15.192 (19)</td>
<td>17.872 (19)</td>
<td>0.279</td>
<td>15.790 (19)</td>
<td>16.049 (19)</td>
</tr>
<tr>
<td>$opt$</td>
<td>72</td>
<td>71</td>
<td>77</td>
<td>72</td>
<td>71</td>
</tr>
</tbody>
</table>

| **Category (B)** | | | | | |
| 0.01 | 71.265 (16) | 61.107 (16) | 46.800 (17) | 79.217 (15) | 42.120 (18) |
| 0.05 | 4.589 | 0.035 | 60.116 (16) | 75.114 (15) | 105.005 (13) |
| 0.10 | 0.411 | 32.332 (18) | 16.943 (19) | 30.005 (18) | 60.451 (16) |
| 0.20 | 60.079 (16) | 30.006 (18) | 15.026 (19) | 0.004 | 19.337 (19) |
| $opt$ | 72 | 72 | 71 | 68 | 66 |

Table 10: Numerical results for the most promising setup applied to larger instances

We have already mentioned several times that the absolute distance between the lower and
upper bound values (used in the ILP models) is of great importance for the success of our solution methods, but – in view of the rather small instance sizes considered so far – we have not elaborated on this further. To this end, collecting the data from the 960 instances (with $20 \leq n \leq 30$) contributing to Tab. 9 and Tab. 10, we first state that the absolute difference $\Delta = \min\{ub\} - \max\{lb\}$ between both bounds was either 0 or 1 for every single instance. More precisely, a total number of 109 randomly generated instances (from 480 in total) possessed $\Delta = 1$, and 58 of them (i.e., approximately 63.7%) could be solved to optimality within the given time limit. For the real-world instances, we noted 43 successfully attempted instances (out of 97 with $\Delta = 1$), resulting in a rate of roughly 44.3%. This again underlines the fact that Category (B) typically contains the more challenging instances. A slightly more detailed presentation of these results can be found in Tab. 11, where the precise numbers for both categories are listed for any value of $\varepsilon$.

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>Category (A)</th>
<th>Category (B)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta = 1$</td>
<td>$\Delta = 1$</td>
</tr>
<tr>
<td></td>
<td>$opt$</td>
<td>ratio</td>
</tr>
<tr>
<td>0.01</td>
<td>36</td>
<td>18</td>
</tr>
<tr>
<td>0.05</td>
<td>25</td>
<td>17</td>
</tr>
<tr>
<td>0.10</td>
<td>27</td>
<td>19</td>
</tr>
<tr>
<td>0.20</td>
<td>21</td>
<td>17</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>109</td>
<td>58</td>
</tr>
</tbody>
</table>

Table 11: Number and ratio of instances with $\Delta = 1$ solved to optimality (depending on $\varepsilon$)

In the majority of the cases, we see that (for both categories) rising the parameter $\varepsilon$ leads to a fewer number of cases with $\Delta = 1$. As we already observed earlier, a larger tolerance of overloading the servers is expected to lead to smaller optimal values and, thus, normally smaller values of the bounds, so that the probability of differences (between the lower and upper bounds) is reduced. However, as clearly pointed out in Tab. 6, this is only a very rough explanation since there is no general relationship between $\varepsilon$ and the development of the bounds for a fixed instance. At least for Category (A), a further regular structure is related to the ratio of instances solved to optimality. Typically, it should be expected that larger values of $\varepsilon$ lead to easier instances, so that they can still be tackled, even if $\Delta = 1$ is satisfied. In terms of the more challenging problems from Category (B), this trend cannot be validated. However, all the instance sets are drawn independently, so that we cannot fully control the total number of hard instances per group of 20 instances used for the tables.

Remark 23. Very recently, a remarkably easy alternative strategy to deal with the information provided by an upper bound (in the case of minimization problems) has been proposed in [3]. Roughly speaking, when $ub$ is the heuristic value, the cardinality of $K$ (i.e., the number of possibly required servers) can be set to $ub - 1$ in advance. If this new problem becomes infeasible, then the heuristic solution was in fact optimal, otherwise we obtain a slightly smaller ILP to solve. This can be particularly relevant in our current experimental setting since we observed that the difference between the best lower and upper bound is at most one for those instances. More precisely, when $\Delta = 1$ holds, reducing the heuristic value by one unit would always match the lower bound. To investigate the benefits of this technique we considered all the 105 instances with $\Delta = 1$ (from Tab. 11) that could not be solved to optimality previously. Note that passing a modified upper bound to the solver also means that we cannot use a feasible starting point anymore, so that we always had to run the cold start mode. Having chosen the same time limit as before, we noticed that roughly 5% of the unsolved instances (i.e., 5 out of 105) were tackled successfully by the new method. Even if this percentage is rather low, we would consider the methodology itself to be useful. To be more accurate, the optimal value of the vast majority of the instances coincides with the heuristic upper bound $ub$. Having initialized only $ub - 1$
servers now, finding a feasible point becomes impossible for the solver so that the branch-and-bound algorithm has to visit (almost) every node before observing infeasibility. Hence, for these instances, the computation times cannot be expected to decrease significantly, in general.

6. Conclusions

In this manuscript, we considered an extension of the classical bin packing problem to normally distributed item sizes. For this optimization problem, being particularly relevant in the context of energy-efficient job-to-server scheduling, we first introduced new lower and upper bounding concepts and extensively discussed their approximation guarantee. As a consequence of these theoretical investigations, in both areas we succeeded in finding approaches that are superior to state-of-the-art techniques from the current literature. Furthermore, these (mathematically) advantageous properties also proved to be beneficial within numerical experiments, covering both randomly generated and real-world instances. Since the SBPP is a nonlinear and non-convex minimization problem, finding an exact solution is very challenging, in general. To facilitate the solution process, we proposed and discussed the application of various potentially helpful strategies including

- five alternative linearization techniques (compared to the original formulation from [59]),
- pre-processing techniques (like fixing variables) based on the information provided by the lower and upper bounds,
- a warm start setup for the commercial solver.

As a main contribution, we saw that the improved bounds form very narrow intervals for the optimal value, thus representing a key element to obtain ILP models easier to handle. On top of that, our numerical results also show that computationally less complex linearization techniques (like (OK1) or (CPP)) additionally boost the solution procedure, in general. Altogether, the methods and results presented in this article significantly extend the range of instances that can be tackled (either exactly or with high-quality approximate solutions) in reasonably short amounts of time.

Regarding future directions of research, we would like to point out two important challenges. On the one hand, the numerical performance of the lower and upper bounds was typically much better than the corresponding approximation results we obtained in our theoretical part. By a much deeper analysis of the applied algorithms, we expect that the constant factors of some approaches can be considerably improved. On the other hand, from a more practical point of view scalability is one of the major issues. So far, any of the currently available exact formulations is of Kantorovich-type, containing some well-known drawbacks. To pave the way for the next stage of growth in the size of instances that can be solved to optimality, alternative modeling frameworks have to be applied. Even if an efficient implementation does not seem to be straightforward, we see high potentials in transferring column generation or flow-based approaches from the BPP to the new stochastic scenario.
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Let us start with an auxiliary result which will be used in the proof of our main theorem:

**Lemma 24.** Let real numbers $A, B, C \in \mathbb{R}$ with $A \geq B \geq C > 0$ be given. Then we have

$$\sqrt{A+C} + \sqrt{B-C} - \sqrt{A} < \sqrt{B}. \quad (A.1)$$

**Proof.** Based on the given assumptions, we first observe that $C \cdot (B - A) - C^2 < 0$ has to hold. Adding $A \cdot B$ on both sides of this inequality leads to $(A + C) \cdot (B - C) < A \cdot B$. Due to $B \geq C$, the left hand side is nonnegative (and so is the right hand side). Consequently, we obtain

$$\sqrt{A+C} \cdot \sqrt{B-C} < \sqrt{AB}.$$ Multiplying both sides by 2 and adding the term $A + B$ afterwards leads to

$$A + 2 \cdot \sqrt{A+C} \cdot \sqrt{B-C} + B < A + 2 \cdot \sqrt{A \cdot B} + B.$$ By means of a little trick, this inequality can be written as

$$(A + C) + 2 \cdot \sqrt{A+C} \cdot \sqrt{B-C} + (B-C) < A + 2 \cdot \sqrt{A \cdot B} + B$$ which entails

$$\sqrt{A+C} + \sqrt{B-C} < \sqrt{A} + \sqrt{B}$$ thanks to the assumptions of this lemma. Finally, we end up with the claim by rearranging the terms. \hfill \square

Before proceeding with the theoretical consideration, two special types of solutions shall be highlighted:

**Definition 3.** Let $E$ be an instance of the SBPP, and let $z$ denote the optimal value of $\Phi(E)$. An optimal solution $(x, y)$ of $\Phi(E)$ is called perfect, if only the first $z$ bins are active and if \[16\] holds with equality for $k = 1, \ldots, z - 1$, i.e., all bins (possibly except for the very last active bin) are packed without any unused space. The set of all perfect solutions will be referred to as $S_{\Phi_{\text{perf}}}(E)$.

Obviously, any optimal solution $(x, y)$ of $\Phi(E)$ can be transferred to a corresponding perfect solution by iteratively shifting (fractions of) items from bin $k$ to bin $k - 1$, if bin $k - 1$ is not completely filled. Hence, considering perfect solutions does not represent an actual restriction.

**Definition 4.** Let $E$ be an instance of the SBPP, and let $z$ denote the optimal value of $\Phi(E)$. An optimal solution $(x, y)$ of $\Phi(E)$ is called ordered, if only the first $z$ bins are active and if the implication

$$x_{ik} > 0 \implies x_{j,k+1} = 0 \quad (A.2)$$ holds for any $k \in \{1, \ldots, z - 1\}$ and any $i, j \in I$ with $\sigma_j^2 / \mu_j > \sigma_i^2 / \mu_i$. The set of all ordered solutions will be referred to as $S_{\Phi_{\text{ord}}}(E)$.
In an ordered solution, the items are packed into the bins in a successive way, following a non-increasing order of the fractions $\sigma_i^2 / \mu_i$. In particular, we have:

**Remark 25.** For any perfect solution of $\Phi(E)$, Condition (A.3) is equivalent to the property that

$$x_{ik} > 0 \implies x_{jl} = 0$$

(A.3)

holds for any $k, l \in \{1, \ldots, z\}$ with $l > k$ and any $i, j \in I$ with $\sigma_j^2 / \mu_j > \sigma_i^2 / \mu_i$. While it is clear that for $l = k + 1$ Condition (A.3) is implied by (A.4), the reverse direction can be verified by an iterated application of (A.3) in the following manner: By way of example, let $x_{ik} > 0$ and $x_{j,k+2} > 0$ hold for some $i, j \in I$ with

$$\frac{\sigma_j^2}{\mu_j} > \frac{\sigma_i^2}{\mu_i}.$$ 

(A.4)

Due to (A.4), all items $p \in I$ in bin $k + 1$ satisfy

$$\frac{\sigma_p^2}{\mu_p} \leq \frac{\sigma_i^2}{\mu_i}.$$ 

(A.5)

Using (A.4) again for bin $k + 1$ now leads to the fact, that there is no item $q \in I$ in bin $k + 2$ with $\sigma_q^2 / \mu_q > \sigma_p^2 / \mu_p$. But remember that, by hypothesis, we have $q = j$ in bin $k + 2$ leading to the following contradiction

$$\frac{\sigma_q^2}{\mu_q} = \frac{\sigma_j^2}{\mu_j} \geq \frac{\sigma_p^2}{\mu_p}.$$ 

(A.6)

In a similar way, the proof can be done for arbitrary $l > k$.

The next contribution shows that there is a perfect solution of $\Phi(E)$ that is ordered, too.

**Theorem 26.** We have $S_{\text{perf}}(E) \cap S_{\text{ord}}^\Phi(E) \neq \emptyset$.

*Proof.* Let $z$ denote the optimal value of $\Phi(E)$, and let us assume that $K = \{1, \ldots, z\}$ holds for simplicity (i.e., we do not consider additional empty bins). For the sake of contradiction, let us assume that the claim is not true. As already mentioned, we cannot have $S_{\text{perf}}(E) = \emptyset$, and so we can actually choose the perfect solution $(x, y) \in S_{\text{perf}}^\Phi(E)$ having the lexicographically largest vector

$$\left(\sum_{i \in I} x_{i1} \sigma_i^2, \sum_{i \in I} x_{i2} \sigma_i^2, \ldots, \sum_{i \in I} x_{iz} \sigma_i^2\right).$$

(A.6)

Since it is possible to permute the items between the bins, note that this particularly implies

$$\sum_{i \in I} x_{i1} \sigma_i^2 \geq \sum_{i \in I} x_{i2} \sigma_i^2 \geq \ldots \geq \sum_{i \in I} x_{iz} \sigma_i^2.$$ 

(A.7)

Because of $(x, y) \notin S_{\text{ord}}^\Phi(E)$, there is some $k \in \{1, \ldots, z - 1\}$ and $i, j \in I$ with

$$x_{ik} > 0, \quad x_{j,k+1} > 0, \quad \frac{\sigma_j^2}{\mu_j} > \frac{\sigma_i^2}{\mu_i}.$$ 

(A.8)

**Step 1: Constructing a candidate**

Let us consider

$$\rho := \min \left\{ x_{ik}, x_{j,k+1} \cdot \frac{\mu_j}{\mu_i} \right\},$$

(A.9)

and let us start defining an alternative solution $(x^*, y^*)$ of $\Phi(E)$ by $x^*_{ik} := x_{ik} - \rho$ and $x^*_{i,k+1} := x_{i,k+1} + \rho$. As we decreased the fraction of item $i$ in bin $k$ a bit, this bin is not completely filled anymore. Hence, we add a small portion of item $i$ to bin $k$ by means of $x^*_{jk} := x_{jk} + \tau$ with

$$\tau := \max \left\{ t \geq 0 : \sum_{i \in I} x_{ik} \mu_i - \rho \cdot \mu_i + t \cdot \mu_j + q_{1-\varepsilon} \cdot \sqrt{\sum_{i \in I} x_{ik} \sigma_i^2 - \rho \sigma_i^2 + t \sigma_j^2} \leq 1 \right\},$$

(A.10)
i.e., \( \tau \) is defined in such a way, that Condition (16) is satisfied with equality also for the components of \( x^* \) belonging to bin \( k \). Consequently, we need to decrease the fraction of item \( j \) appearing in bin \( k+1 \) in the same way, leading to \( x^*_{j,k+1} := x_{j,k+1} - \tau \). All other components of \( x^* \) and \( y^* \) stay the same as in the original solution \( (x, y) \).

### Step 2: Feasibility check

Now, let us consider two cases:

- **Case 1:** \( \tau \mu_j \geq \rho \mu_i \)
  
  In this case, the capacity constraint of bin \( k \) is violated due to the following calculation:

  \[
  \sum_{i \in I} x^*_{i,k} \mu_i + q_1 - \rho \mu_i \geq \sum_{i \in I} x^*_{i,k} \sigma^2_i + \tau \sigma^2_j - \rho \sigma^2_i
  \]

  \[
  \geq \sum_{i \in I} x^*_{i,k} \mu_i + \tau \mu_j - \rho \mu_i + q_1 - \varepsilon \sqrt{\sum_{i \in I} x^*_{i,k} \sigma^2_i} + \tau \sigma^2_j - \rho \sigma^2_i
  \]

  \[
  \geq \sum_{i \in I} x^*_{i,k} \mu_i + q_1 - \varepsilon \sqrt{\sum_{i \in I} x^*_{i,k} \sigma^2_i} = 1.
  \]

  Hence, this case cannot occur.

- **Case 2:** \( \tau \mu_j < \rho \mu_i \)
  
  First of all, we prove that the new candidate \((x^*, y^*)\) is feasible (and thus optimal, since the number of required bins did not change). To this end, it is sufficient to concentrate on those conditions that involve variables which actually have changed (compared to the original point \((x, y)\)). This leads to the following observations:

  - We have
    
    \( x^*_{i,k} = x_{i,k} - \rho \geq x_{i,k} - x_{i,k} = 0 \),
    
    i.e., Condition (18) is true for \((i, k)\).

  - We have \( x^*_{i,k+1} = x_{i,k+1} + \rho \geq x_{i,k+1} \geq 0 \) and \( x^*_{j,k} = x_{j,k} + \tau \geq x_{j,k} \geq 0 \), i.e., Condition (18) is true for \((i, k+1)\) and \((j, k)\).

  - By means of the hypothesis of the current case, we obtain
    
    \[
    x^*_{j,k+1} = x_{j,k+1} - \tau > x_{j,k+1} - \rho \cdot \frac{\mu_i}{\mu_j} \geq x_{j,k+1} - x_{j,k+1} - \frac{\mu_i}{\mu_j} = 0,
    \]

    i.e., Condition (18) is true for \((j, k+1)\).

  - Obviously, Conditions (15) are satisfied for items \( i \) and \( j \), since (in each case) one corresponding variable is increased by exactly the same amount which is subtracted from another variable.

  - By construction of \( \tau \), see (A.10), we know that Condition (16) holds with equality for bin \( k \).

  - The only thing which remains to be checked now is Condition (16) for bin \( k+1 \). As this requires some further preparation, we refer the reader to Step 4 of this proof.
**Step 3: Two auxiliary results**

As we observed, bin \( k \) satisfies Condition [16] with equality for both considered points, i.e., for \((x, y)\) and \((x^*, y^*)\). Hence, we have

\[
1 = \sum_{i \in I} x_{ik} \mu_i + q_{1-\varepsilon} \cdot \sqrt{\sum_{i \in I} x_{ik}^2 \sigma_i^2} \\
1 = \sum_{i \in I} x_{ik}^* \mu_i + q_{1-\varepsilon} \cdot \sqrt{\sum_{i \in I} x_{ik}^2 \sigma_i^2} \\
= \sum_{i \in I} x_{ik} \mu_i - \rho \mu_i + \tau \mu_j + q_{1-\varepsilon} \sqrt{\sum_{i \in I} x_{ik}^2 \sigma_i^2 - \rho^2 + \tau \sigma_j^2}
\]

In particular, we obtain the following two observations:

i) Since we are still in the second case of Step 2, \(-\rho \mu_i + \tau \mu_j < 0\) is true. This leads to

\[
\sum_{i \in I} x_{ik}^* \mu_i < \sum_{i \in I} x_{ik} \mu_i \quad \text{and} \quad \sum_{i \in I} x_{ik}^2 \sigma_i^2 > \sum_{i \in I} x_{ik}^2 \sigma_i^2.
\]

In particular, the latter also implies \(-\rho^2 + \tau \sigma_j^2 > 0\).

ii) By subtracting the first line from the last line (in the system of equations at the beginning of Step 3), we obtain

\[
-\rho \mu_i + \tau \mu_j + q_{1-\varepsilon} \cdot \left( \sqrt{\sum_{i \in I} x_{ik}^2 \sigma_i^2 - \rho \sigma_i^2 + \tau \sigma_j^2} - \sqrt{\sum_{i \in I} x_{ik}^2 \sigma_i^2} \right) = 0, \\
\iff q_{1-\varepsilon} \cdot \left( \sqrt{\sum_{i \in I} x_{ik}^2 \sigma_i^2 - \rho \sigma_i^2 + \tau \sigma_j^2} - \sqrt{\sum_{i \in I} x_{ik}^2 \sigma_i^2} \right) = \rho \mu_i - \tau \mu_j.
\]

**Step 4: Finishing the feasibility check from Step 2**

For bin \( k + 1 \), we now obtain

\[
\sum_{i \in I} x_{i,k+1}^* \mu_i + q_{1-\varepsilon} \cdot \sqrt{\sum_{i \in I} x_{i,k+1}^2 \sigma_i^2} \\
= \sum_{i \in I} x_{i,k+1} \mu_i + \rho \mu_i - \tau \mu_j + q_{1-\varepsilon} \sqrt{\sum_{i \in I} x_{i,k+1}^2 \sigma_i^2 + \rho \sigma_i^2 - \tau \sigma_j^2} \\
\leq \sum_{i \in I} x_{i,k+1} \mu_i + q_{1-\varepsilon} \cdot \sqrt{\sum_{i \in I} x_{i,k+1}^2 \sigma_i^2} \leq 1.
\]

As regards the application of Lemma [24], we have to choose

\[
A := \sum_{i \in I} x_{ik} \sigma_i^2, \quad B := \sum_{i \in I} x_{i,k+1} \sigma_i^2, \quad C := -\rho \sigma_i^2 + \tau \sigma_j^2.
\]
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Then, the requirements of the lemma are satisfied: Indeed, we have $A \geq B$ due to $A \geq B$, $B \geq C$ since $\sum_{i \in I} x_{i,k+1}^2 \sigma_i^2 \geq 0$ has to hold and $C > 0$ as a consequence of Step 3, i).

Altogether, also bin $k + 1$ does respect the capacity constraint, so that $(x^*, y^*)$ is feasible (and also optimal). Our calculation did not answer, whether bin $k + 1$ is actually completely filled for this new solution. However, even in the case that equality does not hold in the capacity constraint (16), we can iteratively shift items forward from the higher-indexed bins (if any), to obtain again a perfect solution. (Of course, if $k + 1 = z$ is the last bin, then it does not have to be perfectly filled.)

**Step 5: The contradiction**

Now we have built a new perfect solution (for simplicity, also referred to as $(x^*, y^*)$). Moreover, given the observation in Step 3, i), this new solution satisfies

$$\sum_{i \in I} x_{ik}^2 \sigma_i^2 > \sum_{i \in I} x_{ik}^2 \sigma_i^2.$$ 

As we did not touch bins with indices smaller than $k$, the solution $(x^*, y^*)$ actually represents a perfect solution whose vector

$$\left(\sum_{i \in I} x_{i1}^2 \sigma_i^2, \sum_{i \in I} x_{i2}^2 \sigma_i^2, \ldots, \sum_{i \in I} x_{iz}^2 \sigma_i^2\right)$$

is lexicographically larger than that corresponding to the original solution $(x, y)$. This contradicts to the initial assumption also making Case 2 impossible to happen. Altogether, our initial assumption has to be wrong, and we have $S_{\Phi}^\text{perf}(E) \cap S_{\Phi}^\text{ord}(E) \neq \emptyset$, i.e., there is a perfect and ordered solution of $\Phi(E)$. \(\square\)

**Remark 27.** Note that we need $q_1 - \varepsilon > 0$ in this proof (e.g., in Case 1 of Step 2), so these considerations only hold for $0 \leq \varepsilon < 1/2$.

At last, we notice that an optimal solution having both required properties is precisely computed by the NFD heuristic presented in Alg. 1.