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Abstract. A typical data-driven stochastic program seeks the best decision that minimizes the sum of a deterministic4
cost function and an expected recourse function under a given distribution. Recently, much success has been witnessed in5
the development of Distributionally Robust Optimization (DRO), which considers the worst-case expected recourse function6
under the least favorable probability distribution from a distributional family. However, in the presence of endogenous outliers7
such that their corresponding recourse function values are very large or even infinite, the commonly-used DRO framework8
alone tends to over-emphasize these endogenous outliers and cause undesirable or even infeasible decisions. On the contrary,9
Distributionally Favorable Optimization (DFO), concerning the best-case expected recourse function under the most favorable10
distribution from the distributional family, can serve as a proper measure of the stochastic recourse function and mitigate11
the effect of endogenous outliers. We show that DFO recovers many robust statistics, suggesting that the DFO framework12
might be appropriate for the stochastic recourse function in the presence of endogenous outliers. A notion of decision outlier13
robustness is proposed for selecting a DFO framework for data-driven optimization with outliers. We also provide a unified way14
to integrate DRO with DFO, where DRO addresses the out-of-sample performance, and DFO properly handles the stochastic15
recourse function under endogenous outliers. We further extend the proposed DFO framework to solve two-stage stochastic16
programs without relatively complete recourse. The numerical study demonstrates the framework is promising.17
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1 Introduction. In many stochastic programs, their underlying probability distribution P may not19

be precisely characterized, whereas empirical data or historical information is often available. Therefore,20

to hedge against distributional uncertainty, instead of committing to a particular probability distribution,21

the decision-makers can find their best decisions by first figuring out a family of probability distributions,22

termed “ambiguity set” (denoted as set P), then optimizing the sum of a deterministic function c⊤x and23

the worst-case expected recourse function EP[Q(x, ξ̃)] with respect to the least favorable distribution P ∈ P.24

This type of model is known as Distributionally Robust Optimization (DRO) of the form25

(1.1) min
x∈X

{
c⊤x+ sup

P∈P
EP

[
Q(x, ξ̃)

]}
,26

where X ⊆ Rn is a deterministic set and P ⊆ {P : P{ξ̃ ∈ U} = 1} with support U ⊆ Rm (also known as27

“uncertainty set” throughout this paper). The DRO model (1.1) has successfully addressed many decision-28

making problems under uncertainty to achieve decision robustness, and better out-of-sample performance29

guarantees (see the discussions in [20, 47, 62, 68]). The inherent assumption in DRO is that the expectation30

of the recourse function is finite for any distribution P from the ambiguity set P. This assumption may not31

hold when the data used to construct the ambiguity set are contaminated, i.e., in the presence of outliers.32

We first introduce two notions of outliers, which are formally defined below:33

• For a given ball B(ξ̂, δ) around a scenario ξ̂ with radius δ > 0, the scenario ξ̂ is an “exogenous34

outlier” when P0{ξ̃ : ξ̃ ∈ B(ξ̂, δ)} = 0 for a given probability distribution P0;35

• For a given large number M1, a scenario ξ̂ is an “endogenous outlier” when the recourse function36

value Q(x, ξ̂) > M1 for some x ∈ X .37

Notice that exogenous outliers are independent from the decision variable x ∈ X , i.e., exogenous outliers38

are caused by abnormal data measurement or intentional data distortion. The definition of exogenous39

outliers dates back to the work [5] and we rephrase the definition based on the statistical properties. The40

endogenous outliers are from the intrinsic property of the problem itself and are latently dependent on the41

decision variable x ∈ X , i.e., the recourse function value may be very large or even unbounded under some42

extreme scenarios for certain decisions. Since exogenous outliers can be easily detected by preprocessing43

via a properly-selected robust statistic, in this regard, this work mainly focuses on endogenous outliers.44

Under such circumstances, the DRO model (1.1) tends to over-emphasize the endogenous outliers and causes45

undesirable or infeasible decisions. In light of this issue, this paper studies the following Distributionally46
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Favorable Optimization (DFO) by providing a proper measure to mitigate the effect of endogenous outliers47

(1.2) v∗ = min
x∈X

{
c⊤x+ inf

P∈P
EP

[
Q(x, ξ̃)

]}
,48

which instead seeks the best decision under the most favorable distribution. We formally define a notion of49

decision outlier robustness for selecting a proper DFO in Section 3. It is worthy of mentioning that since50

DRO can achieve better out-of-sample performance guarantees, Section 4 studies the worst-case DFO which51

integrates DRO with DFO.52

Note that if there is only support information U available (i.e., P = {P : P{ξ̃ ∈ U} = 1}), then the DFO53

(1.2) degenerates to a regular one (rDFO), i.e.,54

v∗ = min
x∈X

{
c⊤x+ inf

ξ∈U
Q(x, ξ)

}
.(1.3)55

56

The special cases of the rDFO (1.3) have been successfully applied in bandit and reinforcement learning57

literature such as Upper Confidence Bound (UCB) algorithm (see, e.g., [4]), where the DFO framework has58

been demonstrated to be useful as a tool for uncertainty exploration. However, a thorough study of DFO is59

missing, in particular, for the decision-making problems under uncertainty. More importantly, our results in60

Section 2 show that DFO, especially, rDFO, naturally recovers many robust statistics, evidencing that DFO61

might be desirable for stochastic programming under endogenous outliers. As illustrated in Figure 1, in the62

presence of endogenous outliers, i.e., Q(x, ξ) ≈ ∞, DRO may over-emphasize the endogenous outliers, while63

DFO can mitigate the effect of endogenous outliers.64

DRO (1.1)
DFO (1.2)

Q(x, ξ) ≈ ∞
A

Value of Q(x, ξ)

p
d
f
o
f
ξ

DFO

DRO

Fig. 1: Illustration of DFO vs. DRO in the Presence of Endogenous Outliers. In region A, due to the effect
of endogenous outliers, the recourse function value can be very large or even infinite, where we denote it as
“Q(x, ξ) ≈ ∞.”

As mentioned above, the study of DFO is motivated by optimization problems highly affected by en-65

dogenous outliers. Throughout the paper, we make the following assumptions for DFO (1.2).66

Assumption 1. (i) Set X is convex, compact, and has a non-empty interior; and67

(ii) The recourse function Q(x, ξ) is bounded below by a constant −M for all x ∈ X and ξ ∈ U .68

Both parts in Assumption 1 are standard in literature (see, e.g., section 5 in [7] and chapter 12 in [53]).69

Part (i) in Assumption 1 is useful to derive big-M coefficients. Part (ii) in Assumption 1 ensures that any70

expectation of the recourse function is bounded from below, which is particularly useful for the notion of71

decision outlier robustness in Section 3.72

1.1 Motivating Examples. In this subsection, we provide two examples to illustrate the importance73

of the DFO framework. The first example uses the DFO framework to explain the connection between chance74

constrained programming and robust optimization.75

Example 1. Chance Constrained Programming. Some endogenous outliers can make the problem76

infeasible in the robust optimization, thus causing the decisions to be practically meaningless (see more77

discussions in [6]). However, since some extreme scenarios are highly unlikely to occur, to avoid such over-78

conservatism in robust optimization, the authors in [6] mentioned that “there is no need to care about79

such highly improbable scenarios” and suggested using the chance constrained programming as a better80

alternative, which can be well justified through the lens of DFO. In the DFO (1.2), if the objective of the81

recourse function is 0 with the uncertain inequalities G(x, ξ) ≤ 0, where G(·, ·) : Rn×Rm → R is a continuous82

function, i.e., Q(x, ξ̃) = min{0: G(x, ξ̃) ≤ 0} and ξ̃ follows distribution P0, then the corresponding DFO83

(1.2) resorts to84

(1.4a) min
x∈X

{
c⊤x : G(x, ξ) ≤ 0,∀ξ ∈ U

}
= min

x∈X

{
c⊤x : EP0

[
I
(
G(x, ξ̃) > 0

)]
≤ 0

}
.85

where support U := supp(P0). This is indeed a conventional robust optimization problem. Applying the86
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following interval ambiguity set, i.e., PI = {P : P(U) = 1, 0 ⪯ P ⪯ P0/(1 − ε)} with ε ∈ (0, 1), the DFO87

counterpart of the robust optimization (1.4a) can be written as88

(1.4b) v∗ = min
x∈X

{
c⊤x : inf

P∈PI

EP

[
I
(
G(x, ξ̃) > 0

)]
≤ 0

}
,89

and can be further reduced to a regular chance constrained program. The formal derivations can be found90

in Proposition A.1 of Appendix A. ⋄91

The link between chance constrained programming and robust optimization shows that applying the DFO92

framework reduces the over-conservatism of robust optimization and explains why a chance constrained93

program can be less conservative.94

The second example focuses on a two-stage stochastic program without relatively complete recourse,95

where endogenous outliers can cause the underlying problem to be infeasible. The condition of relatively96

complete recourse states that given a reference distribution P0, the finiteness of recourse functionQ(x, ξ̃) < ∞97

holds for every x ∈ X and P0-almost every ξ̃ ∈ U . This condition guarantees the feasibility of the second-stage98

problem, and this concept has been elaborated in [56, 65]. However, many problems in practice genuinely99

fail to have relatively complete recourse, i.e., warehouses may not fulfill the demand due to the disruptions100

of extreme scenarios. When the second-stage problem can be infeasible, i.e., for the two-stage stochastic101

program without relatively complete recourse, the optimal objective value of that two-stage problem does102

not exist. In this case, we adopt the convention that EP0 [Q(x, ξ̃)] = ∞ for a given reference distribution103

P0. We show that DFO serves as a proper measure to address infeasibility, reduces the effect of endogenous104

outliers, and delivers desirable decisions. It is worth mentioning that our DFO framework does not remove105

the endogenous outliers, but we change the corresponding probability measures of the endogenous outliers106

to ensure that the corresponding objective value is finite.107

Example 2. Endogenous Outliers in Two-stage Stochastic Programs without Relatively108

Complete Recourse. Consider the following two-stage stochastic program:109

min
x≥1

{
x+ EP0

[
Q(x, ξ̃) := min

y∈Y

{
y : |ξ̃|y ≥ x

}]}
,110

111

where the set Y = {y : 0 ≤ y ≤ 10} and ξ̃ follows the standard Gaussian distribution P0, i.e., ξ̃ ∼ N (0, 1)112

(see, e.g., Figure 2). Under this setting, due to the lack of relatively complete recourse, the two-stage113

stochastic program is infeasible, and so is its DRO counterpart. If the machine learning techniques were114

employed to preprocess the data ξ to resolve the infeasibility, one may simply relegate the region A or region115

C or both as outliers since they belong to light-tail parts. However, the problem remains infeasible, and the116

actual endogenous outliers (i.e., region B) may not be detected unless exploring the optimization problem117

structure. On the other hand, applying DFO can properly mitigate the effect of the endogenous outliers and118

address the infeasibility issue using the similar interval ambiguity set in Example 1, i.e., PI = {P : P(U) =119

1, 0 ⪯ P ⪯ P0/(2− 2Φ(0.1))} and Φ(·) denotes the cumulative distribution function of the standard normal120

distribution. Thus, let us consider the following DFO:121

min
x≥1

{
x+ inf

P∈PI

EP

[
Q(x, ξ̃) := min

y∈Y

{
y : |ξ̃|y ≥ x

}]}
= 1 +

1

2− 2Φ(0.1)
2

[∫ ∞

0.1

1

ξ

1√
2π

e−
ξ2

2 dξ

]
= 3.049.122

123

Thus, the resulting favorable two-stage problem is feasible and mitigates the effect of endogenous outliers.124

We provide more detailed discussions in Section 2.3. ⋄125

A

B, [−0.1, 0.1]

C

−3 −2 −1 0 1 2 3

Realization of ξ̃

p
d
f
o
f
ξ̃

Fig. 2: Illustration of Example 2.

1.2 Literature Review. In literature, in contrast to DRO (see more details in [54]), researchers tend126

to use optimistic optimization (i.e., special cases of DFO) to tackle learning problems in various areas such127

as reinforcement learning [1, 67], Bayesian optimization [49–51], classification [10], image reconstruction128

[26], machine learning [52], etc. For instance, the authors in [67] applied the optimistic DRO approach129

to the trust-region constrained optimization problem in reinforcement learning and obtained the globally130
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optimal policy in each iteration. The trade-off between exploration and exploitation in reinforcement learning131

has been discussed using optimistic optimization in [1]. In [50], the authors found that when using the132

Wasserstein distance, the optimistic likelihood problem can be interpreted as solving a linear program using133

a greedy heuristic, where the decay pattern is an exponential kernel approximation. They also provided134

the theoretical guarantees for the variational posterior inference problems under the KL divergence and135

the Wasserstein distance. The work [51] introduced a novel moment-based divergence ambiguity set and136

proposed a Bayesian contextual classification model using an optimistic score ratio. The researchers in [49]137

developed the optimistic likelihood, which can be reduced to a one-dimensional convex optimization problem.138

In [26], the authors investigated the favorable chance constrained problem, derived the conic reformulation,139

demonstrated the limits of tractability, and showed its effectiveness in image reconstruction. However, all140

of these works lack evidence to connect robust statistics and DFO, where a robust statistic aims to yield a141

good performance when the data are contaminated, as discussed in the literature for decades [34, 45].142

There are also a few works focusing on special classes of the rDFO problems (see, e.g., [10, 52]). The143

work [10] proposed a novel formulation of support vector classification and derived a geometric interpretation144

of the proposed formulation to handle the uncertainty in classification. In [52], the authors argued that the145

optimistic assumption could be easier to realize regarding real-world economic resources compared with the146

pessimistic or worst-case one. However, the literature lacks a framework for DFO or optimistic optimization,147

and the connection to robust statistics is also missing. This paper fills the gap.148

While this paper was prepared to submit, we became aware of the independent works from [12, 21], which149

discussed the class of distributionally optimistic optimization problems and their applications to contextual150

bandit problems. The fundamental difference between this work and theirs is that we focus on data-driven151

optimization with endogenous outliers, connecting to and motivating from robust statistics.152

1.3 Summary of Contributions. In this paper, we study DFO (1.2) via various perspectives from153

statistics, machine learning, and optimization. Each perspective justifies and extends DFO. Particularly, we154

show the following two fundamental aspects of DFO: framework and unification.155

• For the framework aspect, we show that DFO can recover many robust statistics. We also show156

that in the presence of endogenous outliers, DFO can be a proper framework for decision-making.157

We introduce a new notion of decision outlier robustness that is easy to check and is useful to158

characterize whether a DFO model is indeed decision outlier robust.159

• For the unification aspect, we integrate DRO with DFO, termed “worst-case DFO,” since DRO160

improves the out-of-sample performance given that the sample size is finite. We show a proper way161

to integrate both. In particular, we focus on the data-driven ambiguity set for DRO and decision162

outlier robust ambiguity set for DFO. The convergence analysis shows that the error of the worst-case163

DFO decreases proportionally to the square root of the sample size. On the other hand, the decision164

outlier robustness notion also suggests that while the same rate of convergence can be guaranteed,165

the ambiguity set of DRO should not be too large (i.e., never be overly pessimistic).166

The roadmap of contributions in our paper is shown in Figure 3.167

Organization. The remainder of the paper is organized as follows. Section 2 shows the equivalence between168

DFO and many robust statistics and introduces the DFO framework for data-driven optimization with169

endogenous outliers. Section 3 introduces the notion of decision outlier robustness and Section 4 integrates170

distributional robustness with DFO to achieve better out-of-sample performance guarantees. Section 5171

numerically illustrates the proposed methods. Section 6 concludes the paper.172

Notation. The following notation is used throughout the paper. We use bold letters (e.g., x,A) to denote173

vectors and matrices and use corresponding non-bold letters to denote their components. We let ∥·∥∗ denote174

the dual norm of a general norm ∥·∥. We let e be the vector or matrix of all ones, and let ei be the ith standard175

basis vector. Given an integer n, we let [n] := {1, 2, . . . , n}, and use Rn
+ := {x ∈ Rn : xi ≥ 0,∀i ∈ [n]}.176

Given a real number t, we let (t)+ := max{t, 0} and (t)− := min{t, 0}. Given a finite set I, we let |I|177

denote its cardinality. We let ξ̃ denote a random vector and denote its realizations by ξ. Given a vector178

x ∈ Rn, let supp(x) be its support, i.e., supp(x) := {i ∈ [n] : xi ̸= 0}. Given a probability distribution179

P defined on support U with sigma-algebra F and a P-measurable function g(ξ), we use P{A} to denote180

P{ξ̃ : condition A(ξ̃) holds} when A(ξ̃) is a condition on ξ, and to denote P{ξ̃ : ξ̃ ∈ A} when A ∈ F is181

P-measurable, and we let ess.supP(g(ξ̃)) denote the essential supremum of the deterministic function g(ξ̃).182

We define a nonnegative measure µ as µ ⪰ 0 when µ(A) ≥ 0 for any A ∈ F , and further define µ2 ⪰ µ1183
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Fig. 3: A Roadmap of the Main Results in This Paper.

if µ2 − µ1 ⪰ 0 for any two measures µ1,µ2. We use ⊗ to denote the Kronecker product. Given a set R,184

the characteristic function χR(x) = 0 if x ∈ R, and ∞, otherwise; the indicator function I(x ∈ R) = 1 if185

x ∈ R, and 0, otherwise. We let δω denote for the Dirac distribution that places unit mass on the realization186

ω. We use ⌊x⌋ to denote the largest integer y satisfying y ≤ x, for any x ∈ R. Additional notations will be187

introduced as needed.188

2 DFO: A Framework to Handle Data-driven Stochastic Programs with Endogenous Out-189

liers. Different from DRO, in this section, we show that DFO can be useful in mitigating the effect of190

endogenous outliers. We first show that DFO, especially, rDFO, recovers many robust statistics, which can191

be more desirable for decision-making under uncertainty in the presence of endogenous outliers.192

2.1 DFO Recovers Many Robust Statistics. In the literature, robust statistical approaches can193

effectively provide stable portfolio strategies [19, 74]. For example, the authors in [74] introduced several194

robust statistical methods to reduce the influence of outliers. Coincidently, DFO can recover many robust195

statistics, which are detailed in this subsection.196

Case I. Least Trimmed Squares. The least trimmed squares (LTS) is a robust regression method that197

learns from a subset of data not being affected by endogenous outliers (see, e.g., [58]). Given N data points198

{x̄i, ȳi}i∈[N ] ⊆ Rd × R, LTS aims to find an estimator β that minimizes the sum of squared residuals over199

the most favorable size-k subset with an integer k ∈ [N ], i.e., suppose the squared residuals r2(β), defined200

as r2i (β) := (ȳi− x̄⊤
i β)

2 for each i ∈ [N ], are sorted in ascending order r2(1)(β) := (ȳ(1)− x̄⊤
(1)β)

2 ≤ r2(2)(β) ≤201

· · · ≤ r2(N)(β) := (ȳ(N) − x̄⊤
(N)β)

2, where {(i)}i∈[N ] denotes a permutation of set [N ]. Then the LTS is202

equivalent to203

min
β

1

k

∑
i∈[k]

r2(i)(β).204

205

We can apply the following DFO to recover the LTS, that is,206

v∗ = min
β

min
p∈PI

∑
i∈[N ]

pir
2
i (β),(2.1)207

208

where the interval ambiguity set PI is written as PI = {p ∈ RN
+ :

∑
i∈[N ] pi = 1, 0 ≤ pi ≤ 1/k}. A simple209

calculation shows that the corresponding DFO indeed returns the LTS, that is,210

v∗ = min
β

min
p∈PI

∑
i∈[N ]

pir
2
i (β) = min

β

1

k

∑
i∈[k]

r2(i)(β).211

212

We remark that in the above formulation, the DFO recovers LTS by selecting k favorable scenarios and213

increasing their probability from 1/N to 1/k. Motivated by this case, we show in Section 3 that DFO with214

interval ambiguity set is equivalent to favorable conditional value-at-risk (FCVaR).215

Case II. Winsorized Regression. Winsorized regression (see, e.g., [78]), an effective alternative to the216
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ordinary least-square regression, can reduce the effect of outliers. It involves the calculation of the residual217

values by replacing the extremal residual values that are beyond an interval with the nearest boundary values.218

For a fixed β and N data points {x̄i, ȳi}i∈[N ] ⊆ Rd × R, let the squared residuals r2i (β) := (ȳi − x̄⊤
i β)

2219

for each i ∈ [N ] and let r2(k)(β) be the kth smallest squared residual with an integer number k ∈ [N ]. The220

Winsorized regression can be formulated as221

min
β

1

N

∑
i∈[N ]

min
{
r2i (β), r

2
(k)(β)

}
.222

223

The following DFO recovers the Winsorized regression:224

v∗ = min
β

min
P∈P(β)

EP[ξ̃],225
226

where the decision-dependent ambiguity set P(β) is defined as227

P(β) =

 1

N

∑
i∈[N ]

Pi :
Pi

{
ξ̃ : ξ̃ = r2i (β)

}
+ Pi

{
ξ̃ : ξ̃ = r2(k)(β)

}
= 1,∀i ∈ [N ],

Pi(U) = 1,∀i ∈ [N ]

 ,228

229

with support U = R+. The result can also be extended to recover the Ramp loss support vector machine,230

where the latter was studied in work [33].231

Case III. Huber-skip Estimator [34]. Given N data points {x̄i, ȳi}i∈[N ] ⊆ Rd ×R, suppose the residual232

ri(β) = (ȳi−x̄⊤
i β) for each i ∈ [N ]. The Huber-skip estimator truncates the observations with large residuals233

to mitigate the influence of endogenous outliers, which admits the following formulation234

min
β

1

N

∑
i∈[N ]

min{r2i (β), H},235

236

where H ≥ 0 is the given threshold.237

We can apply the following DFO to recover the Huber-skip estimator238

v∗ = min
β

min
P∈P(β)

EP[ξ̃],239
240

where the decision-dependent ambiguity set P(β) is defined as241

P(β) =

 1

N

∑
i∈[N ]

Pi :
Pi

{
ξ̃ : ξ̃ = r2i (β)

}
+ Pi

{
ξ̃ : ξ̃ = H

}
= 1,∀i ∈ [N ],

Pi(U) = 1,∀i ∈ [N ]

 ,242

243

with support U = R+.244

We conclude this section by remarking that DFO can recover many other robust statistics and some245

machine learning problems. Due to page limit and in agreement with the editor, we relegate additional246

examples to this extended online technical report version [38], i.e., median in Appendix B.1, Huber estimator247

and Tukey’s bisquare estimator in Appendix B.3, quantile regression in Appendix B.4, and other machine248

learning examples in Appendix B.5 of [38]. As far as the authors are concerned, there is no prior work249

on recovering robust statistics using DFO or optimistic optimization. The connections between the DFO250

framework and robust statistics further show that DFO can be a proper way to handle decision-making251

under uncertainty in the presence of endogenous outliers, which is illustrated below in detail.252

2.2 From Robust Statistics to Decision-making under Uncertainty: DFO Mitigates the253

Effect of Endogenous Outliers for Stochastic Programming. For a stochastic program with endoge-254

nous outliers, motivated by robust statistics, this subsection focuses on a special family of DFO with the255

interval ambiguity set–the Favorable Conditional Value-at-Risk (FCVaR) as a demonstration and briefly256

introduces its alternatives. For a given random variable X̃ with probability distribution P0, cumulative257

distribution function FP0
(·), and risk level ε ∈ (0, 1), the VaR of X̃ is defined as258

P0-VaR1−ε(X̃) := min
s

{s : FP0
(s) ≥ 1− ε} ,259

260

the corresponding FCVaR of X̃ is defined as261

P0-FCVaR1−ε(X̃) := max
β

{
β +

1

1− ε
EP0

[(
X̃ − β

)
−

]}
.(2.2)262

263

Roughly speaking, FCVaR (2.2) can be interpreted as the average of the values no larger than P0-VaR1−ε(X̃).264

6

This manuscript is for review purposes only.



Proposition 2.1. (i) Given an interval ambiguity set PI = {P : P(U) = 1, 0 ⪯ P ⪯ P0/(1 − ε)}265

with support U = supp(P0), we have266

inf
P∈PI

EP

[
X̃

]
= max

β

{
β +

1

1− ε
EP0

[(
X̃ − β

)
−

]}
= P0-FCVaR1−ε

(
X̃

)
;(2.3a)267

268

(ii) An optimal solution of the right-hand side optimization problem (2.2) is β∗ = P0-VaR1−ε(X̃); and269

(iii) The P0-FCVaR1−ε(X̃) can be bounded by two conditional expectations:270

EP

[
X̃

∣∣X̃ < P0-VaR1−ε

(
X̃

)]
≤ P0-FCVaR1−ε

(
X̃

)
≤ EP

[
X̃

∣∣X̃ ≤ P0-VaR1−ε

(
X̃

)]
.(2.3b)271

272

Proof. See Appendix A.1.273

Notice that FCVaR can be viewed as a special case of In-CVaR from work [41] or RangeVaR from work274

[18] (i.e., P0-FCVaR1−ε(X̃) = In-CVaR1−ε
0 (X̃)) and a special case of an optimized certainty equivalent from275

work [8] (i.e., P0-FCVaR1−ε(X̃) = maxβ [β+EP0
[µ(X̃−β)]] with µ(t) = −[−t]+/(1−ε)). We can also apply276

DFO to recover the In-CVaR from [41]. That is, for 0 ≤ α < β ≤ 1,277

In-CVaRβ
α(X̃) = inf

P∈P
EP

[
X̃

]
,278

279

and the ambiguity set P is defined as280

P =

{
P :

P(U) = 1, 0 ⪯ P ⪯ P0/(β − α),

P
{
X̃ ≥ P0-VaRα(X̃)

}
= 1

}
.281

282

The equivalence (2.3a) shows that FCVaR (2.2) can be a special case of DFO (1.2). That is, letting283

X̃ := Q(x, ξ̃), c = 0 and choosing the same interval ambiguity set as Proposition 2.1, DFO (1.2) reduces284

to the following FCVaR optimization285

v∗ = min
x∈X

inf
P∈PI

EP

[
Q(x, ξ̃)

]
= min

x∈X
P0-FCVaR1−ε

[
Q(x, ξ̃)

]
.(2.4)286

287

We remark that the LTS introduced in Section 2.1 can be viewed as a special case of FCVaR (2.4).288

That is, suppose that the random vector ξ̃ has an equiprobable distribution over a finite support U =289

{ξi}i∈[N ] = {x̄i, ȳi}i∈[N ] ⊆ Rd × R. Let ε = (N − k)/N with an integer k ∈ [N ] and the recourse function290

be Q(x, ξi) = (ȳi − x̄⊤
i x)

2 for each i ∈ [N ]. Then the interval ambiguity set in Proposition 2.1 reduces to291

PI = {p ∈ RN
+ :

∑
i∈[N ] pi = 1, 0 ≤ pi ≤ 1/k} and DFO (2.4) reduces to LTS (2.1).292

Interestingly, if one replaces the inner infimum operator with the supremum operator on the left-hand293

side of (2.4), then the left-hand side reduces to the CVaR minimization problem, a well-known DRO model,294

i.e.,295

sup
P∈PI

EP

[
Q(x, ξ̃)

]
= P0-CVaR1−ε(Q(x, ξ̃)) : = min

β

{
β +

1

ε
EP0

[(
Q(x, ξ̃)− β

)
+

]}
.296

297

Compared with FCVaR, CVaR takes the conditional expectation of unfavorable scenarios. This further298

demonstrates the non-robustness of DRO models in the existence of outliers. On the other hand, applying299

the DFO framework can circumvent these outliers. Thus, we remark that FCVaR can be more meaningful300

and ideal than CVaR in the presence of outliers.301

Note that the connection between FCVaR and LTS motivates us to consider the other two alternatives302

based on the robust statistics in Section 2.1. For example, instead of using LTS, we can use Winsorized303

approach, e.g., replacing the recourse function values of unfavorable scenarios with the (1 − ε)-quantile304

VaR1−ε(·). Similarly, we can also consider the Huber-skip method. That is, we can specify an allowable305

upper bound for the recourse function value and replace the recourse function value with this bound if going306

beyond.307

Alternative I. Winsorized CVaR. Winsorized CVaR, denoted as WCVaR, is the weighted average be-308

tween FCVaR and VaR, providing a reasonable estimate of the central tendency of the objective value.309

Notably, the WCVaR admits the following form:310

P0-WCVaR1−ε(X̃) : = (1− ε)P0-FCVaR1−ε(X̃) + εP0-VaR1−ε(X̃),(2.5)311312

for a given random variable X̃. As explained in Section 2, the WCVaR admits a DFO interpretation. An313

interesting side product is that if we choose a penalty function to be P0-VaR1−ε(X̃), then WCVaR recovers314

the two-stage chance constrained program studied in [42].315
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Alternative II. Huber-skip CVaR. The Huber-skip CVaR, denoted as HCVaR, is to compute the ex-316

pectation of the minimum of the recourse function value and a given upper bound H, i.e.,317

P0-HCVaR(X̃, H) : = EP0

[
min

{
X̃, H

}]
.(2.6)318

319

As explained in Section 2, the HCVaR admits a DFO interpretation. Notice that a proper choice of the value320

H decides the quality of Huber-skip CVaR (see, e.g., [29]). We also remark that if we let H be P0-VaR1−ε(·),321

then HCVaR (2.6) and WCVaR (2.5) coincide.322

The following Example 3 and Example 4 illustrate the differences among VaR, CVaR, FCVaR, WCVaR,323

HCVaR, and the conventional expectation. We see that compared with CVaR, the proposed methods based324

on DFO (i.e., FCVaR, WCVaR, and HCVaR) can serve as better alternatives to the expectation, especially325

when the stochastic recourse function may not be integrable.326

Example 3. Let us assume X̃ to be a truncated Cauchy distribution P0 with a probability density327

function f(x) := 2/(π(1 + x2)), x ≥ 0. For the demonstration purpose, we let ε = 0.1. Then, we are able to328

compute the values of P0-FCVaR1−ε, P0-WCVaR1−ε, P0-VaR1−ε, and P0-HCVaR(·, H) with H = 3, while329

the expectation and P0-CVaR1−ε do not exist. Please see Figure 4 for an illustration. ⋄330

VaR1−ε

FCVaR1−ε

WCVaR1−ε

HCVaR(·, 3)

CVaR1−ε = ∞
Expectation = ∞

0 1 2 3 4 5 6

Realization of X̃

p
d
f
o
f
X̃

Fig. 4: Illustration of Expectation, FCVaR, WCVaR, HCVaR, VaR, and CVaR with Truncated Cauchy
Distribution.

Example 4. Let us assume X̃ to be a truncated Gaussian distribution P0 with a probability density331

function f(x) :=
√
2/π exp(−x2/2), x ≥ 0. For the demonstration purpose, we let ε = 0.10. Then, we332

are able to find the value of expectation, P0-CVaR1−ε, P0-FCVaR1−ε, P0-WCVaR1−ε, P0-VaR1−ε, and333

P0-HCVaR(·, H) with H = 2, which are illustrated in Figure 5. ⋄334

CVaR1−ε

VaR1−ε

FCVaR1−ε

WCVaR1−ε

Expectation

HCVaR(·, 2)

0 1 2 3 4 5 6

Realization of X̃

p
d
f
o
f
X̃

Fig. 5: Illustration of Expectation (solid line), FCVaR, WCVaR, HCVaR, VaR, and CVaR with Truncated
Gaussian Distribution.

Next, we apply DFO (i.e., FCVaR, WCVaR, and HCVaR) in the two-stage stochastic programs without335

relatively complete recourse.336

2.3 Two-stage Stochastic Programs without Relatively Complete Recourse. Motivated from337

the examples in Section 1.1, this subsection focuses on a two-stage stochastic program, which, in general, is338

defined as339

min
x∈X

c⊤x+ EP0

[
Q(x, ξ̃)

]
,(2.7a)340

341

where for a realization ξ of ξ̃, the recourse function Q(x, ξ) is defined as342

Q(x, ξ) = inf
y∈Y

[
(Qξq + q)⊤y : T (x)ξT + ξWy ≥ h(x)

]
,(2.7b)343

344

where y denotes the wait-and-see decisions in the second-stage problem, Q : Rn2×m1 , T : Rn → Rℓ×m2 and345

h : Rn → Rℓ represent the technology affine mapping and the right-hand-side affine mapping, separately,346

and ξ = (ξq, ξT , ξW ) ∈ Rm1 × Rm2 × Rℓ×n2 , q ∈ Rn2 . Set Y ⊆ Rn2 denotes the constraints for y, e.g., the347
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boundary constraints of the wait-and-see decisions. In this section, we assume that the set Y is compact348

and nonempty, which ensures that infy∈Y [(Qξ̃q + q)⊤y] > −∞ almost surely. Following the discussions in349

Section 2.2, we apply DFO to select favorable scenarios, where the distributionally favorable counterpart of350

the two-stage programs is defined in (1.2) and Q(x, ξ̃) is defined in (2.7b).351

Suppose that the empirical distribution P̂ of the second-stage problem consists of N i.i.d. samples352

{ξ̂i}i∈[N ] and assume Nε is an integer, we apply FCVaR to the second-stage problem to focus on some353

favorable scenarios. This leads to the following favorable two-stage stochastic problem, which can be written354

as355

v∗ = min
x∈X ,z

c⊤x+
1

N −Nε

∑
i∈[N ]

ziQ(x, ξ̂i) :
∑
i∈[N ]

zi = N −Nε, z ∈ {0, 1}N
 ,(2.8)356

357

where we assume that ∞ × 0 = 0. In problem (2.8), for each i ∈ [N ], the product ziQ(x, ξ̂i) can be358

represented as the following MILP359

ziQ(x, ξ̂i) = min
yi∈Y

[
(Qξ̂iq + q)⊤yi − Li(1− zi) : T (x)ξ̂iT + ξ̂iWyi ≥ h(x)−M i(1− zi)

]
.(2.9)360

361

Above, M i is a vector of large numbers for each i ∈ [N ], and can be computed as362

M i
j ≥ max

x∈X ,yi∈Y
hj(x)− (T (x)ξ̂iT + ξ̂iWyi)j363

for each j ∈ [ℓ] and i ∈ [N ], and Li is the value of the trivial second-stage problem Li := infyi∈Y [(Qξ̂iq +364

q)⊤yi] > −∞ for each i ∈ [N ].365

The purpose of using z variables in the constraints of the second-stage problem (2.8) is to resolve the366

infeasibility issue and to ensure that the second-stage problem is solvable. For example, when the second-367

stage problem is infeasible, then zi = 0, and the only non-trivial constraint is the boundary constraint, i.e.,368

yi ∈ Y. However, the big-M coefficients {M i}i∈[N ] are not easy to derive and can be very large. Thus, we369

further explore the structure of the problem and discuss sufficient conditions under which we can obtain the370

big-M free formulations. That is, we show that under some conditions, we can represent the bilinear terms371

{ziQ(x, ξ̂i)}i∈[N ] in problem (2.8) using the big-M free formulations.372

Theorem 2.2. Suppose that the set Y := {y : Dy ≥ d,y ≥ 0} and T (x) = T̂1x⊗e+T̂2,h(x) = Ĥx+ĥ,373

T̂1 ∈ Rℓ×n, T̂2 ∈ Rℓ×m2 , Ĥ ∈ Rℓ×n, ĥ ∈ Rℓ, vector 0 is contained in the polyhedron {yi : T̂1x ⊗ eξ̂iT +374

ξ̂iWyi−Ĥx ≥ 0} for each x ∈ X and i ∈ [N ], and Qξ̂iq+q ≥ 0 for all i ∈ [N ]. Then, the favorable two-stage375

stochastic problem (2.8) is equivalent to376

v∗ = min
x∈X ,z

c⊤x+
1

N −Nε

∑
i∈[N ]

Q̂(x, zi, ξ̂
i) :

∑
i∈[N ]

zi ≥ N −Nε, z ∈ {0, 1}N
 ,(2.10)377

378

where Q̂(x, zi, ξ̂
i) = ziQ(x, ξ̂i) and379

Q̂(x, zi, ξ̂
i) = min

yi≥0

{
(Qξ̂iq + q)⊤yi : T̂1x⊗ eξ̂iT + ξ̂iWyi − Ĥx ≥

[
ĥ− T̂2ξ̂

i
T

]
zi,Dyi ≥ dzi

}
.380

381

Proof. In problem (2.10), we first consider zi = 0. Since the vector 0 is contained in the polyhedron382

{yi : T̂1x⊗ eξ̂iT + ξ̂iWyi − Ĥx ≥ 0} for each x ∈ X and i ∈ [N ], then the optimal value of the second-stage383

problem Q̂(x, zi, ξ̂
i) is 0, which is as the same as the value of ziQ(x, ξ̂i). If zi = 1, then Q̂(x, zi, ξ̂

i) is384

identical to Q(x, ξ̂i).385

Notice that there is no big-M coefficient in the formulation (2.10) and we use the following example to386

illustrate Theorem 2.2.387

Example 5. Let us consider a two-stage resource planning (TRP) problem, which consists of a set388

of resources (e.g., server types), denoted by s ∈ [n], that can be used to meet the demand of a set of389

customer types, denoted by j ∈ [n1]. Note that similar problems have been studied in many works (see, e.g.,390

[14, 42, 43]). Following the notation, the TRP problem can be formulated as391

min
x≥0,z

c⊤x+
1

N −Nε

∑
i∈[N ]

ziQ(x, ξ̂i) :
∑
i∈[N ]

zi ≥ N −Nε, z ∈ {0, 1}N
 ,(2.11a)392
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where for a random ξ̂i = (qi,pi,ui,λi),393

Q(x, ξ̂i) = min
yi≥0

∑
s∈[n]

∑
j∈[n1]

qisjy
i
sj :

∑
j∈[n1]

yisj ≤ pisxs,∀s ∈ [n],
∑
s∈[n]

ui
sjy

i
sj ≥ λi

j ,∀j ∈ [n1]

 .(2.11b)394

395

In this model, cs represents the unit cost of resource s ∈ [n]. For each s ∈ [n], variable xs denotes the396

amount of resource s to purchase and for s ∈ [n] and j ∈ [n1], variable ysj represents the allocation amount397

of resource s to customer type j. Parameters q̃, p̃, ũ, λ̃ are random, where q̃sj represents the random cost of398

allocating resource s ∈ [n] to customer type j ∈ [n1], p̃s represents the random utilization rate of resource399

s ∈ [n], ũsj represents the random service rate of resource s ∈ [n] for customer type j ∈ [n1] and λ̃j is the400

random demand of customer type j ∈ [n1].401

Note that the TRP (2.11a) is a two-stage stochastic program without relatively complete recourse.402

Besides, when λi
j = λi

jzi with zi = 0 for each j ∈ [n1] and i ∈ [N ], for any x ≥ 0, yi = 0 is always feasible403

to (2.11b) for each i ∈ [N ]. Hence, we can apply the result in Theorem 2.2. Using the binary variables z,404

we can rewrite the bilinear term as405

ziQ(x, ξ̂i) = min
yi≥0

∑
s∈[n]

∑
j∈[n1]

qisjy
i
sj : p

i
sxs −

∑
j∈[n1]

yisj ≥ 0,∀s ∈ [n],
∑
s∈[n]

ui
sjy

i
sj ≥ λi

jzi,∀j ∈ [n1]

 .(2.11c)406

407

Thus, we arrive at a big-M free formulation for (2.11a). ⋄408

As a direct corollary of Theorem 2.2, we can provide big-M free formulations for the Winsorized CVaR and409

the Huber-skip CVaR type of the two-stage problem.410

Corollary 2.3. Under the same assumptions as in Theorem 2.2:411

(i) favorable two-stage stochastic program (2.8) with WCVaR admits the following formulation412

min
x∈X ,

z∈{0,1}N

c⊤x+
1

N

∑
i∈[N ]

ziQ(x, ξ̂i) + ηε :
η ≥ ziQ(x, ξ̂i) + (1− zi)Li,∀i ∈ [N ],∑

i∈[N ] zi ≥ N −Nε

 ,(2.12a)413

414

where Li denotes the value of the trivial second-stage problem Li := infyi∈Y [(Qξ̂iq + q)⊤yi] > −∞415

for each i ∈ [N ];416

(ii) favorable two-stage stochastic program (2.8) with HCVaR admits the following formulation417

min
x≥0,z∈{0,1}N

c⊤x+
1

N

∑
i∈[N ]

(
ziQ(x, ξ̂i) + (1− zi)H

) ,(2.12b)418

419

where H denotes the preset upper bound of the second-stage problem.420

Notice that the bilinear terms {ziQ(x, ξ̂i)}i∈[N ] in (2.12a) and (2.12b) can be linearized by applying the result421

in (2.9) or using Theorem 2.2.422

We remark that we show the strength of these big-M free formulations in the numerical study section.423

3 Decision Outlier Robustness. To provide an effective means of evaluating the performance of424

DFO models, we first review the definition of “outlier robust” in the statistical robustness. In light of its425

drawbacks, we propose the notion of “decision outlier robust” to address these limitations in evaluating DFO426

models.427

3.1 Counterexamples that Some Well-known Robust Statistics May Not Have Bounded428

Influence Curve. In statistical robustness (see the details in [24, 45]), if the influence curve of a statistic429

estimator is bounded, then that estimator is called “outlier robust.” Let P0 denote the reference probability430

measure of ξ̃ and δξo is the Dirac measure for the perturbation data ξo ∈ supp(P0). For any decision x ∈ X431

with corresponding function values Q(x, ξ̃), the statistic estimator P0-T (·) is “outlier robust” if the following432

condition is satisfied:433

lim
γ→0

1

γ

[
[(1− γ)P0 + γδξo ]-T

(
Q(x, ξ̃)

)
− P0-T

(
Q(x, ξ̃)

)]
< ∞.(3.1)434

435

Then, based on condition (3.1), we first illustrate that P0-VaR1−ε{Q(x, ξ̃)} (i.e., a quantile) may not be436

outlier robust.437
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Example 6. Suppose P0{ξ̃ : ξ̃ = ξi} = 1/N for each i ∈ [N ] and the perturbation Q(x, ξo),
P0-VaR1−ε{Q(x, ξ̃)} is “outlier robust” if the condition (3.1) is satisfied. Suppose ε = 0.1, N = 10N̄ ,
N̄ = 10, and Q(x, ξj) = i for each j ∈ [10(i− 1) + 1, 10i] and i ∈ [N̄ ] and Q(x, ξo) = N̄ + 1. When γ → 0,

[(1− γ)P0 + γδξo ]-VaR1−ε{Q(x, ξ̃)} = N̄ ,

and P0-VaR1−ε{Q(x, ξ̃)} = N̄ − 1. Then, condition (3.1) is simplified as438

lim
γ→0

1

γ

[
N̄ − (N̄ − 1)

]
= ∞,439

440

which shows that P0-VaR1−ε{Q(x, ξ̃)} may not be outlier robust. ⋄441

Under the similar setting of Example 6, we can show that P0-FCVaR1−ε{Q(x, ξ̃)} (i.e., LTS) may not be442

outlier robust.443

Example 7. Suppose P0{ξ̃ : ξ̃ = ξi} = 1/N for each i ∈ [N ] and the perturbation Q(x, ξo),444

P0-FCVaR1−ε{Q(x, ξ̃)} is “outlier robust” if the condition (3.1) is satisfied. Suppose ε = 0.1, N = 10N̄ ,445

N̄ = 10, and Q(x, ξj) = i for each j ∈ [10(i − 1) + 1, 10i] and i ∈ [N̄ ] and Q(x, ξo) = N̄ + 1. Then, when446

γ → 0, condition (3.1) is simplified as447

lim
γ→0

1

γ

1

1− ε

[
N̄(N̄ + 1)

2N̄
− N̄(N̄ − 1)

2N̄

]
= ∞,448

449

which demonstrates that P0-FCVaR1−ε{Q(x, ξ̃)} may not be outlier robust. ⋄450

The notion of the influence curve has the following two major drawbacks: (i) it focuses on the smoothness451

of a favorable measure (i.e., a robust statistic), which is quite restrictive; for instance, neither quantiles452

nor LTS can be well explained due to their nonsmooth nature under a discrete reference distribution (e.g.,453

Example 6). However, in many decision-making problems, the objective function may not be necessarily454

smooth (e.g., two-stage stochastic integer programming studied in [2]); and (ii) it requires a known reference455

distribution, which may not be a case in the ambiguity set P (e.g., a moment ambiguity set). Thus, the456

influence curve is not appropriate to analyze the outlier robustness of DFO.457

3.2 Decision Outlier Robustness. To remedy the issues mentioned in the previous subsection,458

this subsection proposes a generic way to properly evaluate the decision outlier robustness of a DFO model,459

motivated by the influence curve from robust statistics. We first define the notion of an unamenable decision.460

Definition 3.1. For a reference distribution P0, a decision x ∈ X is an “unamenable decision” when461

there exists an outlier ξo ∈ supp(P0) such that the recourse function Q(x, ξo) = +∞. The collection of such462

unamenable decisions is denoted by set X̂ .463

Note that the set of unamenable decisions X̂ is associated with a reference distribution P0. Now we are464

ready to introduce the notion of “decision outlier robust,” which mainly focuses on unamenable decisions465

with the reference distribution P0. In this section, we mainly focus on stochastic programs with unamenable466

decisions.467

Definition 3.2. The DFO (1.2) is called“decision outlier robust” when the following condition is sat-468

isfied:469

inf
P∈P

[
(1− γ)EP

[
Q(x, ξ̃)

]
+ γQ(x, ξo)I (ξo ∈ supp(P))

]
< ∞,(3.2a)470

471

for each unamenable decision x ∈ X̂ , each outlier ξo ∈ supp(P0), and for any γ ∈ [0, 1]. Here, we let472

∞× 0 = 0.473

Note that condition (3.2a) can also be equivalently written as474

inf
P∈P

[
(1− γ)EP

[
Q(x, ξ̃)

]
+ γess.supP

{
Q(x, ξ̃)

}]
< ∞,(3.2b)475

476

which implies that by adjusting the probability measure P, a DFO model is decision outlier robust if there477

exists one probability measure P such that the left-hand side of condition (3.2b) is bounded. We make the478

following remarks about Definition 3.2.479

(i) In Definition 3.2, for the DFO (1.2) to be decision outlier robust, there exists a probability measure480

P ∈ P such that an unamenable decision for any mixture distribution of P and a Dirac measure on an481

outlier ξo ∈ supp(P) yields a bounded objective function value. This should hold for any unamenable482
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decision x ∈ X̂ .483

(ii) The purpose of introducing the decision outlier robustness concept is to resolve all issues from the484

influence curve in the theoretical perspective.485

(iii) Although it may require the unamenable decision set beforehand, in practice, one can simply check all486

the decisions. Besides, the results in Proposition 3.3 can further help simplify the verification process.487

Proposition 3.3. The following statements hold:488

(i) The DFO (1.2) is decision outlier robust if for any unamenable decision x ∈ X̂ , there exists a probability489

measure P ∈ P such that EP[Q(x, ξ̃)] < ∞; and490

(ii) The DFO (1.2) is not decision outlier robust if there exists an unamenable decision x ∈ X̂ with its491

outlier ξo such that Q(x, ξo) = ∞ and for any probability measure P ∈ P, we have ξo ∈ supp(P).492

The proof of Proposition 3.3 follows directly from Definition 3.2 and thus is omitted.493

Using Proposition 3.3, we can immediately demonstrate that the expectation operator with a singleton494

ambiguity set P is not decision outlier robust.495

Corollary 3.4. Suppose P is a singleton, and there exists an unamenable decision x ∈ X . Then, the496

corresponding DFO, i.e., a regular stochastic program without relatively complete recourse, is not decision497

outlier robust.498

Proof. Suppose that P = {P0}. Since there exists an unamenable decision x ∈ X , according to Defi-499

nition 3.1, there exists an outlier ξo ∈ supp(P0) with Q(x, ξo) = ∞. Using part (ii) of Proposition 3.3, we500

know that the corresponding DFO is not decision outlier robust.501

Therefore, without relatively complete recourse, simply taking the expectation with respect to a par-502

ticular distribution (i.e., sticking to a singleton ambiguity set) may not be ideal (see the discussions in503

Example 2). A richer and nontrivial ambiguity set is more desirable and is demonstrated in the following504

subsections.505

Moreover, we show that the DFO framework (1.4b) (i.e., the corresponding chance constrained program)506

is decision outlier robust. In contrast, the robust optimization framework (1.4a) may not be when there are507

unamenable decisions.508

Theorem 3.5. Suppose that the unamenable decision set X̂ is non-empty and for any x ∈ X̂ , we have509

P0{ξ̃ : G(x, ξ̃) > 0} ≤ ε, where P0 denotes the reference distribution and function G(x, ξ̃) is measurable for510

any x ∈ X . Then, the DFO (1.4b) is decision outlier robust, while the robust optimization (1.4a) is not.511

Proof. We split the proof into two parts by checking the DFO (1.4b) and the robust optimization512

framework (1.4a) separately.513

Part I. According to Proposition 3.3, for the DFO framework (1.4b), it is sufficient to show that for any514

unamenable decision x ∈ X̂ , there exists a probability measure P∗ ∈ PI such that EP∗ [I(G(x, ξ̃) > 0)] ≤ 0515

and P∗{ξ̃ : G(x, ξ̃) > 0} = 0.516

Let us denote set U1 = {ξ : G(x, ξ) ≤ 0}, which is measurable (see, e.g., proposition 1 in section 3.1517

of [59]). According to our presumption, we know that P{U1} ≥ 1 − ε. Now let us construct P∗(dξ) =518

P0(dξ)/P0{U1} for each ξ ∈ U1, 0, otherwise. Note that by our construction, we have P∗(U1) = 1, 0 ⪯519

P∗ ⪯ P0/(1 − ε). Hence, P∗ ∈ PI and P∗{ξ̃ : ξ̃ = ξo} = 0, where the recourse function can be written as520

Q(x, ξo) = min{0: G(x, ξo) > 0}. On the other hand, we have521

EP∗

[
I(G(x, ξ̃) > 0)

]
= 1− P0{U1}/P0{U1} = 0, P∗

{
ξ̃ : G(x, ξ̃) > 0

}
= 0.522

523

This proves that P∗ is a desirable probability measure.524

Part II. For the robust optimization (1.4a), we have P = {P0}. According to Proposition 3.3, it is sufficient525

to show that G(x, ξo) > 0 for some x ∈ X̂ and ξo ∈ supp(P0), which holds due to our preassumption in526

Proposition 3.3. This proves that the robust optimization framework (1.4a) may not be decision outlier527

robust.528

We make the following remarks on Theorem 3.5:529

(i) The result of Theorem 3.5 implies that the value-of-risk (VaR) can also be decision outlier robust.530

Moreover, letting ε = 1/2 in (A.1) shows that the median is also decision outlier robust;531

(ii) For general quantiles, the notion of “outlier robust” based on the influence curve from statistical532

robustness may not work, as implied in Example 6.533
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Decision Outlier Robustness of FCVaR and Its Alternatives. Next, we prove the decision outlier534

robustness of the proposed FCVaR and its alternatives.535

Theorem 3.6. Suppose that the unamenable decision set X̂ is non-empty and for any x ∈ X̂ , there exists536

an M ∈ R such that P0{ξ̃ : Q(x, ξ̃) > M} ≤ ε, where P0 denotes the reference distribution and ε ∈ (0, 1)537

and function Q(x, ξ̃) is measurable for any x ∈ X . Then minx∈X P0-FCVaR1−ε{Q(x, ξ̃)} is decision outlier538

robust.539

Proof. Based on Proposition 3.3, for P0-FCVaR1−ε{Q(x, ξ̃)} defined in (2.3a), it is sufficient to show that540

for any unamenable decision x ∈ X̂ , there exists a probability measure P∗ ∈ PI such that EP∗ [Q(x, ξ̃)] < ∞541

and P∗{ξ̃ : Q(x, ξ̃) = ∞} = 0.542

Denote set U1 = {ξ̃ : Q(x, ξ̃) ≤ M}, which is P0-measurable (see, e.g., proposition 1 in section 3.1 of543

[59]). Given the presumption, we have P0{U1} ≥ 1 − ε. Let us construct P∗(dξ) = P0(dξ)/P0{U1} for each544

ξ ∈ U1, 0, otherwise. Note that by our construction, we have P∗(U1) = 1, 0 ⪯ P∗ ⪯ P0/(1 − ε) and hence545

P∗ ∈ PI . On the other hand, we also have546

EP∗

[
Q(x, ξ̃)

]
≤ M < ∞, P∗

{
ξ̃ : Q(x, ξ̃) = ∞

}
= 0.547

548

This proves that P∗ is a desirable probability measure. Hence, minx∈X P0-FCVaR1−ε{Q(x, ξ̃)} is decision549

outlier robust.550

We make the following remarks about Theorem 3.6:551

(i) The assumption that P0{ξ̃ : Q(x, ξ̃) > M} ≤ ε is crucial to our analysis, which ensures that552

EP∗ [Q(x, ξ̃)] < ∞ for some P∗ ∈ PI .553

(ii) Similar to the chance constrained program (A.1), when the reference distribution is discrete, outlier554

robustness using the influence curve may not work based on the explanation in Example 7.555

We conclude this section by remarking that the result in Theorem 3.6 can be extended to Winsorized CVaR556

and Huber-skip CVaR. The proofs are similar and thus are omitted.557

Corollary 3.7. Suppose that the unamenable decision set X̂ is non-empty. For the reference distribu-558

tion P0 and ε ∈ (0, 1), we have559

(i) the minx∈X P0-WCVaR1−ε{Q(x, ξ̃)} is decision outlier robust if for any x ∈ X̂ , there exists an560

M ∈ R such that P0{ξ̃ : Q(x, ξ̃) > M} ≤ ε; and561

(ii) the minx∈X P0-HCVaR{Q(x, ξ̃), H} is decision outlier robust.562

The detailed comparisons among FCVaR,WCVaR, and HCVaR can be found in the numerical study section.563

4 Achieving Out-of-Sample Performance Guarantees: Worst-case DFO. To effectively use564

i.i.d. samples to approximate the DFO models and achieve better out-of-sample performance guarantees,565

in this section, we propose applying data-driven distributional robustness (e.g., type−∞ Wasserstein am-566

biguity set) to the corresponding DFO models. For the first special case of DFO in Section 1.1 (i.e.,567

a chance constrained program), its worst-case counterpart, known as distributionally robust chance con-568

strained programs (DRCCPs), has previously been investigated in the literature, aiming to attain better569

out-of-sample performance guarantees under conditions of limited available samples (see more discussions570

in [15, 25, 26, 28, 37, 66, 76]). It is worthy of mentioning that a DRCCP can be viewed as the combina-571

tion of DFO and DRO, where the underlying chance constrained program aims to reduce the undesirable572

endogenous outliers and the distributional robustness improves the out-of-sample performances. Hence, to573

complement the existing results, this section focuses on the other special case of DFO–FCVaR, and studies574

its worst-case counterpart under the Wasserstein ambiguity set. While, at first glance, the DFO and DRO575

may seem to behave in opposite directions, in fact, they can be complementary. In an integrated model (the576

worst-case DFO), DFO and DRO can work together to improve both decision outlier robustness (reduce577

the effect of endogenous outliers) and out-of-sample performance. By doing so, the integrated model can578

coordinate the two approaches to achieve better overall performance. Particularly, we study the minimum579

of the worst-case FCVaR of the form580

v∗W = min
x∈X

{
c⊤x+ sup

P∈PW
∞

P-FCVaR1−ε

[
Q(x, ξ̃)

]}
,(4.1)581

582

where we focus on type−∞ Wasserstein ambiguity set583

PW
∞ = {P : P{ξ̃ ∈ U} = 1,W∞(P, P̂) ≤ θ}.584
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Recall that P̂ is a discrete empirical reference distribution of random parameters ξ̃ generated by N i.i.d. sam-585

ples with support U such that P̂{ξ̃ = ξ̂i} = 1/N , i.e., P̂ = 1/N
∑

i∈[N ] δξ̂i and δξ̂i is the Dirac function that586

places unit mass on the realization ξ̃ = ξ̂i for each i ∈ [N ], θ ≥ 0 is the Wasserstein radius, and the587

∞−Wasserstein distance between two probability distributions P1,P2 with ℓp norm is defined as588

W∞(P1,P2) = inf

{
ess.supQ

∥∥ξ1 − ξ2
∥∥
p
:
Q is a joint distribution of ξ̃1 and ξ̃2

with marginals P1 and P2, respectively

}
.589

Le PT be the true distribution of random parameters ξ̃ and let x̂∗ denote an optimal solution of the minimum590

of the worst-case FCVaR (4.1). Motivated by [20], the out-of-sample probability, which is often small, is591

defined as592

PT
{
ξ̃ : v∗W < c⊤x̂∗+PT -FCVaR1−ε

[
Q(x̂∗, ξ̃)

]}
.(4.2)593

594

That is, it ensures that the probability that the optimal value from the minimum of the worst-case FCVaR595

(4.1) is smaller than the true objective is small. In the numerical study, we let the probability (4.2) be no596

larger than 5%.597

4.1 Worst-case FCVaR is Equivalent to DRO with Favorable Sample-selection. We first598

show that the minimum of the worst-case FCVaR (4.1) admits a neat representation.599

Theorem 4.1. The minimum of the worst-case FCVaR (4.1) is equivalent to600

v∗W = min
x∈X

{
c⊤x+ P̂-FCVaR1−ε

[
Q̄(x, ξ̂)

]}
,(4.3)601

602

where the robustified recourse function is defined as Q̄(x, ξ̂) := maxξ{Q(x, ξ) : ∥ξ − ξ̂∥p ≤ θ}.603

Proof. According to the definition of FCVaR1−ε (2.2), the minimum of the worst-case FCVaR (4.1) is604

equivalent to605

min
x∈X

{
c⊤x+ sup

P∈PW
∞

P-FCVaR1−ε

[
Q(x, ξ̃)

]}
= min

x∈X

{
c⊤x+ sup

P∈PW
∞

max
β

{
β +

1

1− ε
EP

[(
Q(x, ξ̃)− β

)
−

]}}
.606

607

Interchanging the supremum operator and the maximum operator, we have608

min
x∈X

{
c⊤x+ sup

P∈PW
∞

P-FCVaR1−ε

[
Q(x, ξ̃)

]}
= min

x∈X

{
c⊤x+max

β
sup

P∈PW
∞

{
β +

1

1− ε
EP

[(
Q(x, ξ̃)− β

)
−

]}}
.609

610

Recall the following equivalent representation in type−∞ Wasserstein ambiguity set with discrete empirical611

reference distribution P̂ and its corresponding random vector ξ̂ (see, e.g., proposition 3 in [9]):612

sup
P∈PW

∞

EP

[
Q(x, ξ̃)

]
= EP̂

[
max

ξ

{
Q(x, ξ) : ∥ξ − ξ̂∥p ≤ θ

}]
= EP̂

[
Q̄(x, ξ̂)

]
,613

614

which implies that615

v∗W = min
x∈X

{
c⊤x+ sup

P∈PW
∞

P-FCVaR1−ε

[
Q(x, ξ̃)

]}
= min

x∈X

{
c⊤x+max

β

{
β +

1

1− ε
EP̂

[(
Q̄(x, ξ̂)− β

)
−

]}}
.616

617

Plugging back the definition of FCVaR1−ε (2.2), we have the desired formulation.618

It turns out that when Nε is an integer (this can always be done in practice by carefully choosing the619

sample size or using bootstrapping), the minimum of the worst-case FCVaR (4.1) in fact can be interpreted620

as the minimum of the a DRO model with sample-selection Wasserstein ambiguity set, i.e., it both selects the621

most favorable scenarios and guarantees the out-of-sample performance. The key idea of the sample-selection622

Wasserstein ambiguity set is to optimally select the most favorable k := N −Nε out of N empirical samples623

and then construct the corresponding Wasserstein ambiguity set based on selected k empirical samples. For624

example, given a collection S of k samples, we denote its corresponding type−∞ Wasserstein ambiguity set625

as PW
∞ (S), which is defined as626

PW
∞ (S) = {P : P{ξ̃ ∈ U} = 1,W∞(P, P̂(S)) ≤ θ}.627628

Here, P̂(S) denotes an equiprobable discrete probability distribution supported on a size-k subset of samples629

{ξ̂i}i∈S⊆[N ] such that P̂{ξ̃ = ξ̂i} = 1/k for i ∈ S. Intuitively, the DRO with sample-selection Wasserstein630
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ambiguity set can be written as631

v∗R = min
x∈X ,
S∈S

{
c⊤x+ sup

P∈PW
∞ (S)

EP

[
Q(x, ξ̃)

]}
,(4.4)632

633

where S denotes all the size-k subsets of samples.634

Letting the binary variable zi indicate whether the ith sample is selected or not, according to the result635

in [9, 75], under type−∞ Wasserstein ambiguity set, problem (4.4) can be represented as636

v∗R = min
x∈X ,
S∈S

{
c⊤x+ sup

P∈PW
∞ (S)

EP

[
Q(x, ξ̃)

]}
= min

x∈X ,

z∈{0,1}N

c⊤x+

1

k

∑
i∈[N ]

ziQ̄(x, ξ̂i) :
∑
i∈[N ]

zi = k


 ,(4.5)637

638

which is exactly the minimum of the worst-case FCVaR. This result is summarized below.639

Proposition 4.2. Given that type−∞ Wasserstein ambiguity set is considered and Nε is an integer,640

the minimum of the worst-case FCVaR (4.1) is equivalent to the DRO with a favorable sample-selection641

Wasserstein ambiguity set (4.4), i.e., v∗W = v∗R.642

This result shows that applying distributional robustness essentially selects favorable samples optimally,643

consistent with the findings in the previous sections that are beyond the simple preprocessing and are644

important to eliminate endogenous outliers.645

We note that, because of the translation invariance property, we can shift the first-stage objective646

function c⊤x to the second stage, that is,647

c⊤x+ P̂-FCVaR1−ε

[
Q(x, ξ̂)

]
= P̂-FCVaR1−ε

[
c⊤x+Q(x, ξ̂)

]
.(4.6)648

649

For ease of notation in the following discussions within this section, we absorb the linear objective function650

c⊤x into the recourse function Q(x, ξ̃), i.e., we redefine Q(x, ξ̃) := Q(x, ξ̃) + c⊤x.651

4.2 Confidence Bounds and Decision Outlier Robustness of the Worst-case FCVaR. Given652

a discrete empirical reference distribution P̂ generated byN i.i.d. samples of random parameters ξ̃, we proceed653

in this subsection by comparing the objective value of (4.3) with the optimal value obtained from the true654

distribution. This analysis further motivates us on how to select the Wasserstein radius θ. Before deriving655

the confidence bounds, we define the following important quantities. We let vT denote the minimum FCVaR656

under the true distribution PT , that is,657

vT = min
x∈X

max
β

{
β +

1

1− ε
EPT

[(
Q(x, ξ̃)− β

)
−

]}
,658

659

and for any decision x ∈ X , we let β∗(x) denote an optimal solution of inner maximization, i.e., according660

to Proposition 2.1, we have β∗(x) = PT -VaR1−ε{Q(x, ξ̃)}.661

We make the following additional assumptions, which are quite standard in the literature.662

Assumption 2. (i) (Truncated Concentration Bound) There exists a positive σ such that663

EPT [exp(([(Q(x, ξ̃)− β∗(x))−]− EPT [(Q(x, ξ̃)− β∗(x))−])
2/σ2)] ≤ e a.s. for each x ∈ X ;664

(ii) (Lipschitz Continuity of Recourse Function within a Truncated Support) There exists a665

positive parameter ∆1 > 0 such that within a PT -measurable set Û(∆1) := {ξ : Q(x, ξ) ≤ β∗(x) +666

∆1}, the function Q(x, ξ) is Lipschitz continuous with respect to both x and ξ, i.e., |Q(x, ξ1) −667

Q(y, ξ2)| ≤ L∥(x, ξ1)− (y, ξ2)∥p for all x,y ∈ X , ξ1, ξ2 ∈ Û(∆1); and668

(iii) (Local Smoothness of True Cumulative Distribution Function (CDF) around Quantile669

β∗(x)) There exist ∆2 > 0 and ℓ > 0 such that |PT {ξ̃ : Q(x, ξ̃) ≤ β∗(x) + ∆̂} − PT {ξ̃ : Q(x, ξ̃) ≤670

β∗(x)}| ≥ ℓ|∆̂| for any ∆̂ ∈ [−∆2,∆2] and for all x ∈ X .671

Note that in Assumption 2, Part (i) is standard in the concentration inequality literature (see, e.g., chapter672

2 of [72]). Part (ii) is a common way of addressing the Lipschitz continuity of functions that are smooth673

within a smaller sub-domain (see more details in [27]). Part (iii) follows from the existing literature on the674

sample size estimation of the chance constrained programs (see, e.g., [31, 44]), which guarantees that the675

true underlying distribution has a positive probability density around a neighborhood of the (1−ε)-quantile.676

We then develop the non-asymptotic confidence bounds of the minimum of the worst-case FCVaR under677

type−∞ Wasserstein ambiguity set.678
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Theorem 4.3. (Confidence Bounds) Suppose that Assumption 2 holds. Then for any given γ̂ ∈ (0, 1), we679

have: (i) PT {v∗W ≤ vT+2Lθ} ≥ 1−γ̂; and (ii) PT {v∗W ≥ vT−Lθ} ≥ 1−γ̂, where θ = O(1)N−1/2
√

n log(γ̂−1)680

for a discrete compact set X , and θ = O(1)N−1/2
√

n log(nN) log(γ̂−1) for a general compact set X .681

Proof. The proof of Part (ii) is similar to that of Part (i) and thus is omitted. We split the proof into682

five steps.683

Step I. Let us use vSAA
N to denote the sampling average approximation (SAA) counterpart of the FCVaR684

with N i.i.d. samples {ξ̂i}i∈[N ], which admits the following form685

vSAA
N = min

x∈X
P̂-FCVaR1−ε

[
Q(x, ξ̂)

]
= min

x∈X
max
βN

βN +
1

N −Nε

∑
i∈[N ]

[(
Q(x, ξ̂i)− βN

)
−

] .686

687

Under the true distribution PT , let us define the FCVaR with the decision x ∈ X as688

vT (x) = PT -FCVaR1−ε

[
Q(x, ξ̃)

]
= max

β(x)

{
β(x) +

1

1− ε
EPT

[(
Q(x, ξ̃)− β(x)

)
−

]}
.689

690

Recall that an optimal β∗(x) = F−1(1− ε), where we let F (·) denote the CDF of random parameter Q(x, ξ̃)691

with respect to true distribution PT . We also denote the SAA counterpart as692

vSAA
N (x) = P̂-FCVaR1−ε

[
Q(x, ξ̃)

]
= max

βN (x)

βN (x) +
1

N −Nε

∑
i∈[N ]

[(
Q(x, ξ̂i)− βN (x)

)
−

] ,693

694

with an optimal β∗
N (x) = F−1

N (1 − ε), where FN (·) denotes the CDF of random parameter Q(x, ξ̂) with695

respect to empirical distribution P̂.696

According to Hoeffding’s inequality (see, e.g., [30]), for a small ∆̄ > 0 and 0 < ∆̂N ≤ ∆2, we have697

PT
{
FN

(
β∗(x) + ∆̂N

)
− F

(
β∗(x) + ∆̂N

)
≥ −∆̄

}
≥ 1− exp{−2N∆̄2}.(4.7a)698

699

According to Part (iii) of Assumption 2, for some ℓ > 0, we have700

F
(
β∗(x) + ∆̂N

)
− F (β∗(x)) ≥ ℓ∆̂N .701

702

Using this result, inequality (4.7a) implies that703

PT
{
FN

(
β∗(x) + ∆̂N

)
≥ 1− ε+ ℓ∆̂N − ∆̄

}
≥ 1− exp{−2N∆̄2}.704

705

By letting ℓ∆̂N = ∆̄, we have706

PT
{
FN

(
β∗(x) + ∆̂N

)
< 1− ε

}
≤ exp{−2N(ℓ∆̂N )2}.707

708

On the other hand, we have PT {FN (β∗(x)− ∆̂N ) > 1− ε} ≤ exp{−2N(ℓ∆̂N )2}. Then, recall the definitions709

of β∗
N (x) and β∗(x), by simple calculations, we have710

PT
{
|β∗

N (x)− β∗(x)| ≤ ∆̂N

}
= PT {FN (β∗(x) + ∆) ≥ 1− ε, FN (β∗(x)−∆) ≤ 1− ε}711

≥1− PT
{
FN

(
β∗(x) + ∆̂N

)
< 1− ε

}
− PT

{
FN

(
β∗(x)− ∆̂N

)
> 1− ε

}
≥ 1− 2 exp

{
−2N(ℓ∆̂N )2

}
.

(4.7b)

712
713

Step II. According to Part (ii) of Assumption 2, we have714

v∗W ≤ min
x∈X

max
βN

βN +
1

N −Nε

∑
i∈[N ]

[(
Q(x, ξ̂i) + max

ξ

{
L∥ξ − ξ̂i∥ : ∥ξ − ξ̂i∥p ≤ θ

}
− βN

)
−

] .715

716

Optimizing over ξ and invoking the definition of vSAA
N , we have717

v∗W ≤ min
x∈X

max
βN

βN +
1

N −Nε

∑
i∈[N ]

[(
Q(x, ξ̂i) + Lθ − βN

)
−

] ≤ vSAA
N + Lθ.718

719

Then, it is sufficient to prove720

PT
{
vSAA
N ≤ vT + Lθ

}
≥ 1− γ̂.721722
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Step III. Given that the quantile is close to the true quantile (i.e., the inequalities from Step I hold), we723

derive the bounds of the difference of the objective functions.724

There are two subcases to consider: whether β∗
N (x)− β∗(x) is negative or not.725

Case (a). When 0 ≤ β∗
N (x)− β∗(x) ≤ ∆̂N , we have726

β∗
N (x)− β∗(x) +

1

N −Nε

∑
i∈[N ]

[[(
Q(x, ξ̂i)− β∗

N (x)
)
−

]
− EPT

[(
Q(x, ξ̃)− β∗(x)

)
−

]]
727

≤ 1

N −Nε

∑
i∈[N ]

[[(
Q(x, ξ̂i)− β∗(x)

)
−

]
− EPT

[(
Q(x, ξ̃)− β∗(x)

)
−

]]
+

∆̂N

1− ε
.728

729

where the inequality is due to the conditions β∗
N (x)− β∗(x) ≤ ∆̂N and ε ∈ (0, 1).730

Case (b). When −∆̂N ≤ β∗
N (x)− β∗(x) < 0, we have731

β∗
N (x)− β∗(x) +

1

N −Nε

∑
i∈[N ]

[[(
Q(x, ξ̂i)− β∗

N (x)
)
−

]
− EPT

[(
Q(x, ξ̃)− β∗(x)

)
−

]]
732

≤ 1

N −Nε

∑
i∈[N ]

[[(
Q(x, ξ̂i)− β∗(x)

)
−

]
− EPT

[(
Q(x, ξ̃)− β∗(x)

)
−

]]
+

∆̂N

1− ε
.733

734

where the inequality is due to the conditions β∗
N (x) − β∗(x) < 0, ∆̂N/(1 − ε) > 0, and β∗

N (x) ≥735

β∗(x)− ∆̂N .736

Therefore, when |β∗
N (x)− β∗(x)| ≤ ∆̂N , we have737

β∗
N (x)− β∗(x) +

1

N −Nε

∑
i∈[N ]

[[(
Q(x, ξ̂i)− β∗

N (x)
)
−

]
− EPT

[(
Q(x, ξ̃)− β∗(x)

)
−

]]
738

≤ 1

N −Nε

∑
i∈[N ]

[[(
Q(x, ξ̂i)− β∗(x)

)
−

]
− EPT

[(
Q(x, ξ̃)− β∗(x)

)
−

]]
+

∆̂N

1− ε
.(4.7c)739

740

Now, we are going to apply lemma A.1 in [22] to provide the probability bound for PT {vN (x)−λ2σ/
√
N ≤741

vT (x)} for any λ2 > 0. Given a positive parameter λ1 > 0, let us define λ2 = 2λ1/(1 − ε) and ∆̂N =742

λ1σ/
√
N ≤ min{∆1,∆2}, that is,743

∆̂N

1− ε
=

λ1σ

(1− ε)
√
N

=
λ2σ

2
√
N

.(4.7d)744

745

According to equation (4.7d), we have746

PT

{
vN (x)− λ2σ√

N
≤ vT (x)

}
= PT

{
vN (x)− λ1σ

(1− ε)
√
N

− ∆̂N

1− ε
≤ vT (x)

}
.(4.7e)747

748

Invoking the definition of vT (x) and vN (x), we can rewrite (4.7e) as749

PT

{
vN (x)− λ2σ√

N
≤ vT (x)

}
750

=PT

β∗
N (x)− β∗(x) +

1

N −Nε

∑
i∈[N ]

[[(
Q(x, ξ̂i)− β∗

N (x)
)
−

]
− EPT

[(
Q(x, ξ̃)− β∗(x)

)
−

]]
− ∆̂N

1− ε
751

≤ λ1σ

(1− ε)
√
N

}
.752

753

By the law of total probability (see, e.g., appendix A of [70]), we have754

PT

{
vN (x)− λ2σ√

N
≤ vT (x)

}
755

≥PT

{
β∗
N (x)− β∗(x) +

1

N −Nε

∑
i∈[N ]

[[(
Q(x, ξ̂i)− β∗

N (x)
)
−

]
− EPT

[(
Q(x, ξ̃)− β∗(x)

)
−

]]
− ∆̂N

1− ε
756
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≤ λ1σ

(1− ε)
√
N

, |β∗
N (x)− β∗(x)| ≤ ∆̂N

}
.757

758

According to inequality (4.7c), we have759

PT

{
vN (x)− λ2σ√

N
≤ vT (x)

}
760

≥PT

{
1

N −Nε

∑
i∈[N ]

[[(
Q(x, ξ̂i)− β∗(x)

)
−

]
− EPT

[(
Q(x, ξ̃)− β∗(x)

)
−

]]
761

≤ λ1σ

(1− ε)
√
N

, |β∗
N (x)− β∗(x)| ≤ ∆̂N

}
762

≥PT

 1

N

∑
i∈[N ]

[[(
Q(x, ξ̂i)− β∗(x)

)
−

]
− EPT

[(
Q(x, ξ̃)− β∗(x)

)
−

]]
≤ λ1σ√

N

763

+ PT
{
|β∗

N (x)− β∗(x)| ≤ ∆̂N

}
− 1,764

765

where the second equality is due to the union bound (see, e.g., [11]).766

Defining ci = [Q(x, ξ̂i)− β∗(x)]− and cT = EPT [Q(x, ξ̃)− β∗(x)]− and applying lemma A.1 in [22] with767

di = ci − cT for each i ∈ [N ], together with inequalities (4.7b), for any x ∈ X , we have768

PT

{
vN (x)− λ2σ√

N
≤ vT (x)

}
≥

[
1− exp{λ2

1/3}
]
+
[
1− 2 exp{−2N(ℓ∆̂N )2}

]
− 1769

≥1− exp{−λ2
1/3} − 2 exp{−ℓ2(1− ε)2λ2

1σ
2/2}.770771

Step IV. When set X is discrete, then applying the union bound, we have772

PT

{
vSAA
N − λ2σ√

N
≤ vT

}
≥ 1− |X | exp{−λ2

1/3} − 2|X | exp{−ℓ2(1− ε)2λ2
1σ

2/2},773
774

with sample size N at least to be log(2/γ̂)/(2(ℓ∆N )2).775

Assume that |X | ≤ rn and let γ̂/3 = rn max
{
exp{−λ2

1/3}, exp{−l2(1− ε)2λ2
1σ

2/2}
}
, which implies that776

γ̂

3
≥ rn exp{−λ2

1/3},
γ̂

3
≥ rn exp{−ℓ2(1− ε)2λ2

1σ
2/2}.777

778

By simple calculation, we have779

λ1 = max

{√
3nlog(r)− 3log(γ̂/3),

√
2nlog(r)− 2log(γ̂/3)

ℓ2(1− ε)2σ2

}
.780

781

We can choose θ := 2λ1σL
−1N−1/2(1− ε)−1 = O(1)N−1/2

√
n log(γ̂−1) and we have the conclusion.782

Step V. We are going to analyze the more general setting, i.e., when set X is not discrete. Suppose783

X ⊆ [−M,M ]n, by discretization, where for any x̂ ∈ X , there exists ŷ ∈ X ν , such that ∥x̂ − ŷ∥∞ ≤ ν and784

|X ν | ≤ |2M/ν|n. For notational convenience, we let785

vSAA
N (ν) = min

x∈Xν
P̂-FCVaR1−ε

[
Q(x, ξ̂)

]
, vT (ν) = min

x∈Xν
PT -FCVaR1−ε

[
Q(x, ξ̃)

]
.786

787

According to Part (iii) of Assumption 2, when Lν q
√
n ≤ min{∆1,∆2}, we have788

|β∗(x̂)− β∗(ŷ)| ≤ Lν q
√
n.789790

We then bound the difference between objective functions. There are two subcases to consider: whether791

β∗(ŷ)− β∗(x̂) is negative or not.792

Case (a). When −Lν q
√
n ≤ β∗(ŷ)− β∗(x̂) ≤ 0, we have793

β∗(ŷ)− β∗(x̂) +
1

1− ε

[
EPT

[(
Q(ŷ, ξ̃)− β∗(ŷ)

)
−

]
− EPT

[(
Q(x̂, ξ̃)− β∗(x̂)

)
−

]]
794

≤β∗(ŷ)− β∗(x̂) +
1

1− ε

[
EPT

[(
Q(x̂, ξ̃) + L∥ŷ − x̂∥∞ − β∗(ŷ)

)
−

]
− EPT

[(
Q(x̂, ξ̃)− β∗(x̂)

)
−

]]
795

≤β∗(ŷ)− β∗(x̂) +
1

1− ε

[
EPT

[(
Q(x̂, ξ̃) + Lν − β∗(ŷ)

)
−

]
− EPT

[(
Q(x̂, ξ̃)− β∗(x̂)

)
−

]]
796
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≤ 1

1− ε

[
EPT

[(
Q(x̂, ξ̃) + Lν(1 + q

√
n)− β∗(x̂)

)
−

]
− EPT

[(
Q(x̂, ξ̃)− β∗(x̂)

)
−

]]
797

≤ 1

1− ε

[
Lν(1 + q

√
n)
]
,798

799

where the first inequality is due to Part (ii) of Assumption 2, the second one is based on the800

discretization, the third one is due to the presumption in this case, the last one is due to subadditivity801

of the concave function h(t) = min{t, 0}.802

Case (b). When 0 < β∗(ŷ)− β∗(x̂) ≤ Lν q
√
n, we have803

β∗(ŷ)− β∗(x̂) +
1

1− ε

[
EPT

[(
Q(ŷ, ξ̃)− β∗(ŷ)

)
−

]
− EPT

[(
Q(x̂, ξ̃)− β∗(x̂)

)
−

]]
804

≤β∗(ŷ)− β∗(x̂) +
1

1− ε

[
EPT

[(
Q(x̂, ξ̃) + Lν − β∗(ŷ)

)
−

]
− EPT

[(
Q(x̂, ξ̃)− β∗(ŷ)

)
−

]]
805

≤Lν( q
√
n) +

1

1− ε
Lν ≤ 1

1− ε

[
Lν(1 + q

√
n)
]
,806

807

where the first inequality is due to Part (ii) of Assumption 2, discretization, and β∗(x̂) < β∗(ŷ), the808

second one is due to subadditivity of concave function h(t) = min{t, 0}, and the last one is due to809

ε ∈ (0, 1).810

Therefore, when |β∗(x̂)− β∗(ŷ)| ≤ Lν q
√
n, we have811

β∗(ŷ)− β∗(x̂) +
1

1− ε

[
EPT

[(
Q(ŷ, ξ̃)− β∗(ŷ)

)
−

]
− EPT

[(
Q(x̂, ξ̃)− β∗(x̂)

)
−

]]
≤ 1

1− ε

[
Lν(1 + q

√
n)
]
,812

813

which implies that vT (ν) ≤ vT + [Lν(1 + q
√
n)]/(1− ε) holds a.s..814

Together with the fact that the inequality vSAA
N ≤ vSAA

N (ν) holds a.s. and the inequality vSAA
N (ν) ≤815

vT (ν) + λ2σ/
√
N with probability 1− exp{−λ2

1/3} − 2 exp{−ℓ2(1− ε)2λ2
1σ

2/2} from Step III, we have816

PT

{
vSAA
N (ν)− λ2σ√

N
− 1

1− ε

[
Lν(1 + q

√
n)
]
≤ vT (ν)

}
≥ 1−

[
exp{−λ2

1/3}+ 2 exp{−ℓ2(1− ε)2λ2
1σ

2/2}
]
.817

818

Then, the confidence bound can be written as819

PT

{
vSAA
N − λ2σ√

N
− 1

1− ε

[
Lν(1 + q

√
n)
]
≤ vT

}
820

≥ 1− (2M/ν)n
[
exp{−λ2

1/3}+ 2 exp{−ℓ2(1− ε)2λ2
1σ

2/2}
]
.821822

Letting γ̂/3 = |2M/ν|n max
{
exp{−λ2

1/3}, exp{−l2(1− ε)2λ2
1σ

2/2}
}
, which implies that823

γ̂

3
≥ |2M/ν|n exp{−λ2

1/3},
γ̂

3
≥ |2M/ν|n exp{−ℓ2(1− ε)2λ2

1σ
2/2},824

825

and we have826

λ1 = max

{√
3n log(2M/ν)− 3 log(γ̂/3),

√
2n log(2M/ν)− 2 log(γ̂/3)

ℓ2(1− ε)2σ2

}
.827

828

Letting λ2σ/
√
N = Lν(1 + q

√
n)(1− ε) and setting829

θ := 4λ1σL
−1N−1/2(1− ε)−1 = O(1)N−1/2

√
n log(nN) log(γ̂−1),830

we arrive at the conclusion.831

We make the following remarks on Theorem 4.3:832

(i) Parts (i) and (ii) together show that with high probability, the value of the minimum of the worst-833

case FCVaR is at most Lθ less than the true value vT and 2Lθ larger than vT , implying that the834

Wasserstein radius θ in O(N−1/2
√
log(N)) or O(N−1/2) suffices;835

(ii) Due to the discretization error, the non-asymptotic Wasserstein radius for the general compact836

support is in the order of O(N−1/2
√

log(N)), which is slightly larger than the one with the discrete837

compact support one (i.e., O(N−1/2));838

(iii) In our numerical study, we numerically verify the order magnitude of the proposed confidence bound.839

We observe that the appropriate Wasserstein radius θ is nearly proportional to 1/
√
N , where N840

denotes the sample size.841
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We then demonstrate that the worst-case FCVaR can also be decision outlier robust when Part (ii) of842

Assumption 2 holds. To begin with, let us define the following two constants. For a given α1 ∈ (0, ε) and a843

set Û(∆1) defined in Part (ii) of Assumption 2, we define844

∆L
1 = inf

{
∆1 : PT

{
Û(∆1) ≥ 1− ε+ α1

}}
, ∆U

1 = sup
{
∆1 : PT

{
Û(∆1) ≥ 1− ε+ α1

}}
,845

846

which represent the smallest and largest perturbations, respectively, that preserve the Lipschitz continuity847

property in Part (ii) of Assumption 2.848

Theorem 4.4. (Decision Outlier Robustness) Suppose that for any unamenable decision x ∈ X̂ , there849

exists a ∆1 ∈ (∆L
1 ,∆

U
1 ) such that Part (ii) of Assumption 2 holds and PT {Û(∆1)} ≥ 1 − ε + α1 for some850

α1 ∈ (0, ε]. Then, if ∆1 + Lθ < ∆U
1 and sample size N ≥ log(γ̂−1)/(2α2

1), then with probability 1 − γ̂, the851

worst-case FCVaR is decision outlier robust.852

Proof. We split the proof into two steps.853

Step I. First of all, we need to ensure that with probability at least 1− γ̂, the number of N i.i.d. empirical854

samples {ξ̂i}i∈[N ] is large enough, such that the number of the samples which fall outside the set Û(∆1) is855

at most ⌊Nε⌋. Since α1 ∈ (0, ε], by applying Hoeffding’s inequality (see, e.g., [30]), we have856

PT

 ∑
i∈[N ]

I
(
ξ̂i /∈ Û(∆1)

)
≤ ⌊Nε⌋

 ≤ exp

{
−2N

(
α1 +

⌊Nε⌋
N

− ε

)2
}

≈ exp
{
−2Nα2

1

}
.857

858

Letting exp
{
−2Nα2

1

}
≤ γ̂, the sample size is at least N ≥ log(γ̂−1)/(2α2

1).859

Step II. Note that ∆L
1 < ∆1 + Lθ < ∆U

1 and the function Q̄(x, ξ̂) is defined as860

Q̄(x, ξ̂) = max
ξ

{
Q(x, ξ) : ∥ξ − ξ̂∥p ≤ θ

}
.861

862

According to the definition of set Û(∆1), we conclude that if Q(x, ξ̂) is finite and ξ̂ ∈ Û(∆1), then Q̄(x, ξ̂)

must also be finite by the Lipschitz continuity and is bounded by Q(x, ξ̂) + Lθ. According to the definition

of set Û(∆U
1 ), ∆1 + Lθ < ∆U

1 , and the result in Step I, with probability at least 1− γ̂, we have

η = P̂
{
Q̄(x, ξ̂) < ∞

}
≥ P̂

{
Q̄(x, ξ̃) ≤ β∗(x) + ∆1 + Lθ

}
≥ 1− ε.

Step III. For the worst-case distribution P̄ ∈ PW
∞ , according to [9], it can be represented as

P̄ =
∑
i∈[N ]

δ(ξ̃=ξ̄i)/N

with ξ̄i ∈ argmaxξ{Q(x, ξ) : ∥ξ − ξ̂i∥p ≤ θ} for each i ∈ [N ].863

Next, we construct the favorable distribution P∗ such that P∗{ξ̃ = ξ̄i} = I{Q̄(x, ξ̂i) < ∞}/(Nη) for864

each i ∈ [N ]. By our construction, we have P∗{U} = 1, 0 ⪯ P∗ ⪯ P̄/(1− ε). On the other hand, we have865

EP∗

[
Q̄(x, ξ̃)

]
< ∞, P∗

{
ξ̃ : Q̄(x, ξ̃) = ∞

}
= 0.866

867

This proves that P∗ is a desirable probability measure, such that the condition in Proposition 3.3 is satisfied.868

Hence, we conclude that with probability 1− γ̂, the worst-case FCVaR is decision outlier robust.869

According to Theorem 4.4, to preserve the decision outlier robustness, we need to guarantee that the radius870

of type−∞ Wasserstein ambiguity set θ is small, i.e., 0 ≤ θ < (∆U
1 − ∆L

1 )/L. In fact, to simultaneously871

achieve out-of-sample performance guarantees and decision outlier robustness, since θ ∝ 1/
√
N according to872

Theorem 4.3, it is expected that the sample size should not be too small.873

We conclude this section by remarking that the results in Theorem 4.3 and Theorem 4.4 can be extended874

to Winsorized CVaR and Huber-skip CVaR. The proofs are similar and thus are omitted.875

4.3 Achieving Out-of-Sample Performance Guarantees in Favorable Two-stage Stochastic876

Programs. In this subsection, to achieve the out-of-sample performance, we provide one robustified favor-877

able two-stage stochastic program by applying type−∞ Wasserstein ambiguity set. First of all, if we apply878

the worst-case FCVaR to a two-stage stochastic program, we have879

min
x∈X ,
S∈S

{
c⊤x+ sup

P∈PW
∞ (S)

{
EP

[
Q(x, ξ̃)

]}}
,880
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881

which can be written as882

min
x∈X ,

z∈{0,1}N

c⊤x+

 1

N −Nε

∑
i∈[N ]

zi max
ξ

{
Q(x, ξ) : ∥ξ − ξ̂i∥p ≤ θ

}
:

∑
i∈[N ]

zi = N −Nε

 ,(4.8)883

884

Notice that in general, for a given z, the optimization problem above is NP-hard (see the details in [75]).885

Therefore, instead of focusing on (4.8), by exploring the structure of the problem, we consider the following886

special case of the worst-case favorable two-stage stochastic program. For example, if the recourse function887

Q(x, ξ) is monotone in ξ for any x ∈ X and the norm is L∞, then (4.8) is equivalent to888

min
x∈X ,

z∈{0,1}N

c⊤x+

 1

N −Nε

∑
i∈[N ]

ziQ(x, ξ̂i ± θe) :
∑
i∈[N ]

zi = N −Nε

 ,(4.9)889

890

where we choose −θ if the recourse function is monotone non-decreasing over a particular parameter, and891

+θ if the recourse function is monotone non-increasing over a parameter. Then, we can apply the result892

in Theorem 2.2 or the MILP (2.9) to derive a proper formulation. Notice that this monotonicity structure893

has been studied in several recent works (see, e.g., [16, 75, 77]). In order to illustrate the formulation (4.8),894

we use the two-stage recourse planning problem in Example 5 and apply the worst-case DFO under type-∞895

Wasserstein ambiguity set.896

Example 8. Consider Example 5 under type−∞ Wasserstein ambiguity set equipped with weighted897

L∞ norm (i.e., ∥ξ∥∞ := max{wq∥q∥∞, wu∥u∥∞, wp∥p∥∞, wλ∥λ∥∞} with positive weights wq, wu, wp, wλ)898

constructed based on N i.i.d. samples {ξ̂i}i∈[N ] on the nonnegative support U . Then, the minimum of the899

worst-case FCVaR (4.9) is equivalent to900

min
x≥0,z

c⊤x+
1

N −Nε

∑
i∈[N ]

ziQ(x, ξ̂i ± θe) :
∑
i∈[N ]

zi ≥ N −Nε, z ∈ {0, 1}N
 ,(4.10a)901

902

where for each i ∈ [N ], we have903

ziQ(x, ξ̂i ± θe) = min
yi≥0


∑
s∈[n]

∑
j∈[n1]

(qisj +
θ

wq
)yisj :

∑
j∈[n1]

yisj ≤ (pis − θ/wp)+xs,∀s ∈ [n],∑
s∈[n]

(ui
sj − θ/wu)+y

i
sj ≥ (λi

j + θ/wλ)zi,∀j ∈ [n1]

 .

(4.10b)

904

905

Similarly, the minimum of the worst-case WCVaR in this example can be formulated as follows:906

min
x∈X ,

z∈{0,1}N

c⊤x+
1

N

∑
i∈[N ]

ziQ(x, ξ̂i ± θe) + ηε :
η ≥ ziQ(x, ξ̂i ± θe) + (1− zi)Li,∀i ∈ [N ],∑

i∈[N ] zi ≥ N −Nε

 ,(4.10c)907

908

where, for each i ∈ [N ], the scalar Li is defined in Corollary 2.3 and the product ziQ(x, ξ̂i ± θe) is defined909

in (4.10b). ⋄910

The comprehensive process for selecting θ in Example 8 can be found in the numerical study section. We911

remark that interested readers are referred to [75] for many reformulation results in the two-stage stochastic912

program with type−∞ Wasserstein ambiguity set, which can be useful to derive the reformulation of the913

worst-case DFO.914

5 Numerical Study. This section presents the numerical results to compare the strengths of FCVaR915

and its alternatives based on Example 5 in Section 2.3, where the relatively complete recourse assumption916

may not be satisfied.917

We generate random instances with varying sample sizes N for the numerical experiments. All the918

random variables (i.e., the customer demands λ̃, random costs q̃, random utilization rates p̃, and random919

service rates ũ) are truncated to be nonnegative. Particularly, for each instance, we suppose that the920

components of the cost vector c are i.i.d. truncated Gaussian ones with means 1 and variances 0.2, the921

components of random utilization rate p̃ are independent truncated Gaussian ones with means uniformly922
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distributed in (0.9, 1) and variance being 0.05, and we let qisj = pis for all s ∈ [n], j ∈ [n1], and i ∈ [N ]923

to let the reliable servers are more expensive in the second-stage cost. The components of the nominal924

customer demand λ̃ are i.i.d. truncated Gaussian ones with means 10 and variances 0.2 and the random925

service rates ũ are i.i.d. truncated Gaussian ones with means 1 and variances 0.2. We also assume that there926

exist some outliers in the customer demand information and service rate information, denoted by λ̃o and ũo,927

respectively. We assume the components of random vector λ̃o are i.i.d. truncated Gaussian distributed with928

mean 30 and variance 5 and the components of random vector ũo are i.i.d. truncated Gaussian distributed929

with means 0.02 and variances 0.01, which may cause the underlying two-stage problem infeasible. The930

observed demand vector follows the following distribution 0.85λ̃ + 0.15λ̃o, and the observed service rate931

vector follows 0.95ũ+0.05ũo. We let the number of resources n = 20 and the number of customers n1 = 20.932

In the numerical implementation, since the original SAA problem (2.7a) may be infeasible, we resolve the933

infeasibility issue from the original SAA by removing the infeasible scenarios until the remaining problem934

is solvable. This procedure is known as “Trimmed SAA” (see more discussions in chapter 7 of [17] and935

chapter 2.3 of [23]). After solving the corresponding Trimmed SAA, FCVaR, WCVaR, and HCVaR models,936

we generate additional 50 random testing cases to evaluate the solution performances, i.e., to assess the937

performance of the first-stage decision in each method. For the worst-case models, we follow Example 8 and938

focus on type−∞ Wasserstein ambiguity set equipped with weighted infinity norm. All the instances in this939

section are coded in Python 3.9 with calls to solver Gurobi (version 9.1.1 with default settings) on a personal940

PC with an Apple M1 Pro processor and 16G of memory. We set the time limit of each instance to be 3600s.941

Experiment 1. Model Comparisons When the Testing Distribution is the Same as Training.942

For each method (i.e., Trimmed SAA, FCVaR, WCVaR, HCVaR, and In-CVaR models), when evaluating the943

first-stage decision using 50 random generated test instances, i.e., the components of the random utilization944

rate vector p̃ are i.i.d. truncated Gaussian ones with means sampled uniformly from (0.9, 1) and variances945

all being 0.05. we record all the 50%, 60%, 70%, 80%, 90% quantiles of the second-stage values, respectively.946

We then report the 95% confidence interval (C.I.) of each quantile among these 50 testing instances. We947

set ε = 0.10 in both FCVaR (2.11a) and WCVaR (2.12a) and consider the sample size with N ∈ {100, 200}.948

To avoid any trivial solution in HCVaR (i.e., x = 0, z = 0 may be a trivial optimal solution in (2.12b)949

when H is relatively small), we solve the trimmed SAA model first and then select its (1 − ε)-quantile as950

the value of H. We use In-CVaRβ
α from [41] with α = 0.1, β = 0.9 for comparisons. Notice that based on951

Example 5 in Section 2.3, we may not provide a big-M free formulation for In-CVaR model and therefore,952

we may not be able to solve all the instances of In-CVaR model to optimality within the time limit. We953

use “GAP” to denote its optimality gap as GAP(%) = (|UB − LB|)/|LB| × 100, where “UB” and “LB”954

denote the best upper bound and the best lower bound found by the In-CVaR model, respectively. For each955

testing instance, we assume the components of customer demand λ̃ are i.i.d. truncated Gaussian ones with956

means 10 and variance 0.2, the components of service rate ũ are i.i.d. truncated Gaussian ones with means957

1 and variances 0.2, and the remaining parameters follow the same assumptions described in the training958

procedure. The result is shown in Table 1. It is seen that, in a reasonable time, FCVaR, WCVaR, and959

In-CVaR can consistently provide a favorable solution with a lower cost than the trimmed SAA. However,960

In-CVaR takes much longer than the other methods and HCVaR performs worst among the four models.961

Additionally, it is worth noting that when we set the parameter H in the HCVaR to be the (1−ε)-quantile of962

the trimmed SAA model, we observe that the performances of HCVaR and trimmed SAA are quite similar.963

We continue to discuss the performance of HCVaR in the next experiment.964

Table 1: Quantile Comparisons among Trimmed SAA, FCVaR, WCVaR, HCVaR, and In-CVaR in Experi-
ment 1.

N Model Time (s)
Quantile

GAP 50% C.I. 60% C.I. 70% C.I. 80% C.I. 90% C.I.

100

Trimmed SAA 5.58 0.00% [532.04,535.40] [535.60,538.94] [539.16,542.54] [543.21,546.72] [549.31,552.89]
FCVaR (2.11a) 8.05 0.00% [473.75,477.56] [478.41,482.40] [483.97,487.93] [490.13,494.00] [498.34,502.26]
WCVaR (2.12a) 11.05 0.00% [474.33,477.99] [478.79,482.69] [484.10,487.95] [489.84,493.60] [497.46,501.31]
HCVaR (2.12b) 2.44 0.00% [532.05,535.40] [535.61,538.94] [539.14,542.53] [543.20,546.71] [549.28,552.86]
In-CVaR [41] 1740.39 0.00% [473.97,477.68] [478.52,482.45] [483.88,487.77] [489.75,493.59] [497.66,501.52]

200

Trimmed SAA 16.93 0.00% [575.99,579.47] [579.40,582.74] [583.24,586.55] [587.25,590.59] [593.10,596.41]
FCVaR (2.11a) 41.36 0.00% [492.34,495.64] [495.90,499.15] [499.92,503.21] [504.47,507.74] [510.37,513.74]
WCVaR (2.12a) 47.10 0.00% [492.78,496.11] [496.21,499.55] [500.31,503.62] [504.95,508.28] [511.03,514.46]
HCVaR (2.12b) 5.06 0.00% [575.99,579.29] [579.40,582.68] [583.24,586.51] [587.25,590.58] [593.10,596.41]
In-CVaR [41] 3600 0.91% [492.42,495.71] [495.96,499.24] [500.03,503.34] [504.49,507.79] [510.59,514.02]
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Experiment 2. Model Comparisons When the Testing Distribution is Different From the965

Training one. We follow the same procedure described in Experiment 1, i.e., we record all the 50%,966

60%, 70%, 80%, 90% quantiles in the second-stage scenarios for each method (e.g., Trimmed SAA, FCVaR,967

WCVaR, and HCVaR) in each testing instance, respectively, and report the average of each quantile among968

these 50 random generated testing instances. The testing setting is the same as that of Experiment 1, except969

that we assume that the utilization rates have been perturbed, i.e., the components of the random utilization970

rate vector p̃ are i.i.d. truncated Gaussian ones with means being 0.6 and variances being 0.3. The result is971

shown in Table 2. As expected, both FCVaR and WCVaR can consistently provide a favorable solution with972

a lower cost than the trimmed SAA. On the other hand, HCVaR surprisingly performs worse than FCVaR,973

WCVaR, and In-CVaR. This may be because that HCVaR is very sensitive to its trimmed parameter H. In974

this experiment, we let the parameter H in HCVaR be (1− ε)-quantile of trimmed SAA model to avoid any975

trivial solution; that is, when H is small, e.g., H is less than the first-stage cost, it provides a trivial solution976

is x = 0, z = 0 in (2.12b) . In the following discussions, we focus on FCVaR and WCVaR that have small977

differences and may not be comparable. Therefore, to measure their relative performances, we report the978

running time of FCVaR and WCVaR in the following discussions.979

Table 2: Quantile Comparisons among Trimmed SAA, FCVaR, WCVaR, HCVaR, and In-CVaR in Experi-
ment 2.

N Model Time (s)
Quantile

GAP 50% C.I. 60% C.I. 70% C.I. 80% C.I. 90% C.I.

100

Trimmed SAA 5.58 0.00% [578.05,582.25] [582.72,586.87] [587.70,591.98] [593.75,598.15] [601.53,605.97]
FCVaR (2.11a) 8.05 0.00% [540.41,545.57] [547.32,552.56] [554.86,560.01] [563.72,569.06] [577.85,583.22]
WCVaR (2.12a) 11.05 0.00% [537.08,542.16] [543.62,548.53] [550.62,555.61] [558.62,563.52] [571.84,576.99]
HCVaR (2.12b) 2.44 0.00% [577.96,582.16] [582.61,586.76] [587.56,591.84] [593.55,597.95] [601.37,605.82]
In-CVaR [41] 1740.39 0.00% [538.27,543.37] [544.88,550.01] [552.17,557.15] [560.47,565.57] [574.09,579.40]

200

Trimmed SAA 16.93 0.00% [621.98,626.08] [626.28,630.41] [631.40,635.46] [637.22,641.33] [645.12,649.30]
FCVaR (2.11a) 41.36 0.00% [543.94,548.07] [549.06,553.12] [554.58,558.74] [560.62,564.77] [569.90,574.13]
WCVaR (2.12a) 47.10 0.00% [544.62,548.82] [549.41,553.53] [554.76,558.82] [561.22,565.40] [570.29,574.54]
HCVaR (2.12b) 5.06 0.00% [621.88,625.95] [626.24,630.36] [631.33,635.37] [637.17,641.28] [644.95,649.15]
InCVaR [41] 3600 0.91% [544.29,548.45] [549.24,553.33] [554.73,558.84] [560.93,565,13] [570.30,574.55]

Experiment 3. Comparisons in the Worst-case FCVaR and WCVaR and Finding a Proper980

Wasserstein Radius. Since HCVaR is quite sensitive to the parameter H and does not work well in981

general, we focus on FCVaR and WCVaR for the remaining experiments. We follow the same setting and982

derivation of Example 8 in Section 4.3 for both worst-case FCVaR and worst-case WCVaR models and adopt983

the same training parameter setting as that in Experiment 1 for training and testing in this experiment. We984

also let the risk parameter ε = 0.10 and sample size N = 200. To choose a proper Wasserstein radius θ, based985

on out-of-sample probability (4.2), we suggest selecting the smallest θ such that its corresponding training986

costs of FCVaR and WCVaR are beyond the 95% one-sided testing confidence interval (similar procedure987

for the out-of-sample performances can be found in section 7.3 of [68]). In the numerical study, we choose988

the weight of each random vector used in the weighted L∞ norm to be proportional to the inverse of the989

average of all the samples of the corresponding random vector, i.e., we let wq in Example 8 as θ/q̄, where q̄ is990

the average of q in that particular instance. Then, following the same procedure as described in Experiment991

2, the result is shown in Table 3. The optimal Wasserstein radius is θ = 0.10 for FCVaR and θ = 0.01 for992

WCVaR, and we observe that the running time of FCVaR is slightly less than that of WCVaR.993

Experiment 4. Value of Confidence Bound. In this experiment, we test the order magnitude of994

the proposed confidence bound presented in Section 4.2. Since Example 8 lacks a fixed recourse structure,995

the computation of the required Lipschitz coefficient for Assumption 2 (ii) of Theorem 4.3 is not possible.996

Instead, we present the asymptotic trend of the optimal θ. In this experiment, we follow the same setting as997

that in Experiment 3. Then, we follow the same procedure described in Experiment 3 to choose a proper θ998

for each sample size. We repeat this process 10 times and the result is shown in Figure 6, where we observe999

that the optimal Wasserstein radius θ decreases when sample size N increases. The curve can well fit the1000

results in the order of 1/
√
N , which validates our discussions in Section 4.2.1001

Experiment 5. Value of Big-M Free Formulations. In this experiment, we follow the same setting1002

as Experiment 1 and compare the Big-M and Big-M free formulations between FCVaR and WCVaR with1003

different choices of θ. The big-M free formulations can be found in Section 2.3. We let the risk parameter1004

ε = 0.10 and generate instances with the varying sample sizes N ∈ {200, 300, 400, 500}. The proposed big-M1005
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Table 3: Comparisons in the Worst-case of FCVaR (2.11a) andWCVaR (2.12a) and θ Selection in Experiment
3.

θ
FCVaR (2.11a) WCVaR (2.12a) Testing

Opt. Val. Time (s) Opt. Val. Time (s) FCVaR (2.11a) C.I. WCVaR (2.12a) C.I.
0.00 508.78 41.36 545.81 47.11 [540.49.543.33] [544.01,546.85]
0.01 519.43 44.68 559.43 52.91 [546.81,550.95] [550.28,554.42]
0.02 530.39 49.69 569.32 54.82 [553.71,557.86] [557.18,561.34]
0.03 541.55 52.87 579.48 55.28 [560.88,565.04] [564.31,568.48]
0.04 552.96 56.18 589.94 58.75 [576.07,580.65] [574.38,578.60]
0.05 564.63 57.76 600.71 60.88 [583.33,587.92] [582.05,586.28]
0.06 576.62 63.25 611.78 64.29 [590.34,594.93] [589.91,594.15]
0.07 588.93 66.21 623.16 69.38 [597.82,602.40] [598.05,602.31]
0.08 601.59 68.48 634.89 80.39 [605.69,610.27] [606.50,610.76]
0.09 614.59 71.36 646.96 81.72 [613.83,618.41] [615.15,619.43]
0.10 627.97 73.33 659.41 83.68 [622.07,626.64] [624.05,628.33]
0.11 641.73 74.71 672.24 86.25 [630.71,635.25] [633.32,637.60]
0.12 655.90 77.86 685.49 92.26 [639.90,644.45] [642.99,647.28]
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Fig. 6: Optimal θ vs. Sample Size N in Experiment 4.

free formulations can effectively identify better feasible solutions than the exact Big-M model with a much1006

shorter solution time. Recall that we let “UB” and “LB” denote the best upper bound and the best lower1007

bound found by the Big-M model. Since we cannot solve the Big-M model to optimality within the time1008

limit, we use “GAP” to denote its optimality gap as GAP(%) = (|UB−LB|)/|LB|×100. In the corresponding1009

big-M formulations, to select a proper value of the big-M coefficient, we first run the trimmed SAA model1010

and then let the value of the big-M coefficient be the feasible scenario with the largest recourse value. We1011

repeat this process for 10 times, and the average performance can be found in Table 4. Notably, we show1012

that big-M free formulation can improve the running time. We anticipate that the differences will be more1013

striking for larger-scale instances.1014

6 Conclusion. This paper studied distributionally favorable optimization (DFO) for data-driven op-1015

timization with endogenous outliers, where the conventional data-driven stochastic programs may fail. No-1016

tably, we showed its connection to robust statistics, established decision outlier robustness concept, and1017

integrated distributional robustness to achieve out-of-sample performance guarantees. Exploring the con-1018

textual information in DFO or studying the worst-case regret bound of the FCVaR can be promising future1019

research directions.1020
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[42] X. Liu, S. Küçükyavuz, and J. Luedtke, Decomposition algorithms for two-stage chance-constrained1103

programs, Mathematical Programming, 157 (2016), pp. 219–243.1104

[43] J. Luedtke, A branch-and-cut decomposition algorithm for solving chance-constrained mathematical1105

programs with finite support, Mathematical Programming, 146 (2014), pp. 219–244.1106

[44] J. Luedtke and S. Ahmed, A sample approximation approach for optimization with probabilistic1107

constraints, SIAM Journal on Optimization, 19 (2008), pp. 674–699.1108

[45] R. A. Maronna, R. D. Martin, V. J. Yohai, and M. Salibián-Barrera, Robust statistics:1109

theory and methods (with R), John Wiley & Sons, 2019.1110

[46] D. L. Massart, L. Kaufman, P. J. Rousseeuw, and A. Leroy, Least median of squares: a robust1111

method for outlier and model error detection in regression and calibration, Analytica Chimica Acta, 1871112

(1986), pp. 171–179.1113

[47] P. Mohajerin Esfahani, S. Shafieezadeh-Abadeh, G. A. Hanasusanto, and D. Kuhn,1114

Data-driven inverse optimization with imperfect information, Mathematical Programming, 167 (2018),1115

pp. 191–234.1116

[48] N. Naimipour, S. Khobahi, and M. Soltanalian, Upr: A model-driven architecture for deep phase1117

retrieval. arXiv preprint arXiv:2003.04396, 2020.1118

[49] V. A. Nguyen, S. S. Abadeh, M.-C. Yue, D. Kuhn, and W. Wiesemann, Calculating optimistic1119

likelihoods using (geodesically) convex optimization, in Advances in Neural Information Processing Sys-1120

tems, 2019, pp. 13942–13953.1121

[50] V. A. Nguyen, S. S. Abadeh, M.-C. Yue, D. Kuhn, and W. Wiesemann, Optimistic distribution-1122

ally robust optimization for nonparametric likelihood approximation, in Advances in Neural Information1123

Processing Systems, 2019, pp. 15872–15882.1124

[51] V. A. Nguyen, N. Si, and J. Blanchet, Robust bayesian classification using an optimistic score1125

ratio, in International Conference on Machine Learning, PMLR, 2020, pp. 7327–7337.1126

[52] M. Norton, A. Takeda, and A. Mafusalov, Optimistic robust optimization with applications to1127

machine learning. arXiv preprint arXiv:1711.07511, 2017.1128
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Appendix A. Formal Proof of the Connections Between Chance Constrained1178

Programming and Robust Optimization Using DFO (1.2).1179

Proposition A.1. Suppose the interval ambiguity set is PI = {µ : µ(U) = 1, 0 ⪯ µ ⪯ P0/(1− ε)}, then1180

the DFO counterpart of a robust optimization (1.4a) is equivalent to a chance constrained program1181

v∗ = min
x∈X

{
c⊤x : EP0

[
I
(
G(x, ξ̃) > 0

)]
≤ ε

}
.(A.1)1182

1183

Proof. According to the duality result in [64], we have1184

inf
µ∈PI

Eµ

[
I
(
G(x, ξ̃)>0

)]
= max

λ0

{
F (x, λ0) := λ0 +

1

1− ε
EP0

[(
I
(
G(x, ξ̃) > 0

)
− λ0

)
−

]}
.1185

1186

Since1187

F (x, λ0) =


λ0, if λ0 ≤ 0,

λ0 +
1−λ0

1−ε EP0

[
I
(
G(x, ξ̃) > 0

)]
, if 0 < λ0 < 1,

− ελ0

1−ε + 1
1−εEP0

[
I
(
G(x, ξ̃) > 0

)]
, if λ0 ≥ 1,

1188

1189

by optimizing over λ0, we further have1190

max
λ0

F (x, λ0) = max

{
max
λ0≤0

F (x, λ0), max
0<λ0<1

F (x, λ0),max
λ0≥1

F (x, λ0)

}
1191

= max
{
0,−ε+ EP0

[
I
(
G(x, ξ̃) > 0

)]}
.1192

1193

Therefore, the conclusion follows by substituting the last equality into the left-hand side of the constraint in1194

DFO (1.4b).1195

A.1 Proof of Proposition 2.11196

Proposition A.2. (i) Given an interval ambiguity set PI = {P : P(U) = 1, 0 ⪯ P ⪯ P0/(1 − ε)}1197
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with support U = supp(P0), we have1198

inf
P∈PI

EP

[
X̃

]
= max

β

{
β +

1

1− ε
EP0

[(
X̃ − β

)
−

]}
= P0-FCVaR1−ε

(
X̃

)
;(2.3a)1199

1200

(ii) An optimal solution of the right-hand side optimization problem (2.2) is β∗ = P0-VaR1−ε(X̃); and1201

(iii) The P0-FCVaR1−ε(X̃) can be bounded by two conditional expectations:1202

EP

[
X̃

∣∣X̃ < P0-VaR1−ε

(
X̃

)]
≤ P0-FCVaR1−ε

(
X̃

)
≤ EP

[
X̃

∣∣X̃ ≤ P0-VaR1−ε

(
X̃

)]
.(2.3b)1203

1204

Proof. We split the proof into three parts by checking these three statements separately.1205

(i) The proof of the first statement is similar to that of Proposition A.1 and thus is omitted.1206

(ii) Since the right-hand side optimization problem (2.2) is an unconstrained concave minimization, let1207

us consider the first-order condition of FCVaR (2.2) for an optimal solution β∗, that is,1208

0 ∈ ∂P0-FCVaR1−ε(X̃)

∂β

∣∣∣
β=β∗

= 1 +
1

1− ε
∂β

[
EP0

[(
X̃ − β

)
−

]] ∣∣∣∣∣
β=β∗

.1209

1210

According to the continuity of function f(t) = min(t, 0) and theorem 1 in [57], we can interchange1211

the subdifferential operator and expectation, that is,1212

0 = 1 +
1

1− ε
EP0

[
∂β

[(
X̃ − β

)
−

] ∣∣∣
β=β∗

]
= 1− 1

1− ε
P0

{
X̃ < β∗

}
− ω

1− ε
P0

{
X̃ = β∗

}
,(A.2)1213

1214

for some ω ∈ [0, 1]. Letting ω = 0 and 1, we have the following inequalities1215

1− ε ≥ P0

{
X̃ < β∗

}
, 1− ε ≤ P0

{
X̃ ≤ β∗

}
.1216

1217

Above, the second inequality implies that β∗ ≥ P0-VaR1−ε(X̃). Suppose that β∗ > P0-VaR1−ε(X̃).1218

Then the first inequality together and the definition of P0-VaR1−ε(X̃) implies that1219

1− ε ≥ P0

{
X̃ < β∗

}
≥ P0

{
X̃ ≤ P0-VaR1−ε(X̃)

}
≥ 1− ε.1220

1221

Thus, all inequalities become equalities. Letting ω = 1 in the optimality condition (A.2), we have1222

0 = 1− 1

1− ε
P0

{
X̃ < P0-VaR1−ε(X̃)

}
− 1

1− ε
P0

{
X̃ = P0-VaR1−ε(X̃)

}
,1223

which implies that β∗ = P0-VaR1−ε(X̃) is another optimal solution.1224

(iii) Let us first prove the lower bound. According to the definition of conditional expectation, we have1225

EP0

[
X̃

∣∣X̃ < P0-VaR1−ε(X̃)
]

1226

=P0-VaR1−ε(X̃) +
EP0

[(
X̃ − P0-VaR1−ε(X̃)

)
I{X̃ < P0-VaR1−ε(X̃)}

]
P0

{
X̃ < P0-VaR1−ε(X̃)

} .1227

1228

Since P0{X̃ < P0-VaR1−ε(X̃)} ≤ 1 − ε and EP0
[(X̃ − P0-VaR1−ε(X̃))I{X̃ < P0-VaR1−ε(X̃)}] =1229

EP0
[min{X̃ − P0-VaR1−ε(X̃), 0}] ≤ 0, we have1230

EP0

[
X̃

∣∣X̃ < P0-VaR1−ε(X̃)
]

1231

≤
EP0

[
min

{
X̃ − P0-VaR1−ε(X̃), 0

}]
1− ε

+ P0-VaR1−ε

(
X̃

)
= P0-FCVaR1−ε

(
X̃

)
.1232

1233

Thus, the lower bound is valid.1234

Similarly, we can write the upper bound as1235

EP0

[
X̃

∣∣X̃ ≤ P0-VaR1−ε(X̃)
]

1236

=P0-VaR1−ε(X̃) +
EP0

[(
X̃ − P0-VaR1−ε(X̃)

)
I{X̃ ≤ P0-VaR1−ε(X̃)}

]
P0

{
X̃ ≤ P0-VaR1−ε(X̃)

} .1237

1238

Since P0{X̃ ≤ P0-VaR1−ε(X̃)} ≥ 1 − ε and EP0
[(X̃ − P0-VaR1−ε(X̃))I{X̃ ≤ P0-VaR1−ε(X̃)}] =1239
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EP0 [min{X̃ − P0-VaR1−ε(X̃), 0}], we have1240

EP0

[
X̃

∣∣X̃ ≤ P0-VaR1−ε(X̃)
]
≥ P0-VaR1−ε(X̃) +

1

1− ε
EP0

[
min

{
X̃ − P0-VaR1−ε(X̃), 0

}]
1241

= P0-FCVaR1−ε

(
X̃

)
.1242

1243

This completes the proof.1244

We remark that existing works (see, e.g., [55] and [61]) focus on CVaR, while our result in the proof above1245

holds for a distinct notion FCVaR. Our proof is also different from the CVaR literature.1246

Appendix B. More Robust Statistics that DFO Can Recover and Beyond1247

B.1 DFO Recovers Median It is well-known that the median of a dataset is much less sensitive to1248

outliers than the mean (see more discussions in [35]). For example, one or two outlier data points with large1249

values may change the mean dramatically, while the median may not even change. By choosing a proper1250

uncertainty set, we observe that the rDFO (1.3) can recover the median of a dataset. That is, given m1251

data points {si}i∈[m] ∈ R, it is well known that the mean of {si}i∈[m] is achieved by solving the following1252

least-square optimization:1253

mean({si}i∈[m]) ∈ argmin
x

∑
i∈[m]

ξi|x− si|2,(B.1a)1254

1255

which places equal weight ξi = 1/m on each data point for all i ∈ [m]. If we consider the weight uncertainty1256

set U = {ξ ∈ Rm
+ :

∑
i∈[m] 1/ξ

i = m2}, applying rDFO to the problem (B.1a) can recover the median of data1257

points {si}i∈[m].1258

Proposition B.1. The median of data points {si}i∈[m] ∈ R can be found by1259

median({si}i∈[m]) ∈ argmin
x

min
ξ∈U

∑
i∈[m]

ξi|x− si|2,(B.1b)1260

1261

where U = {ξ ∈ Rm
+ :

∑
i∈[m] 1/ξ

i = m2}.1262

Proof. From the definition of the weight uncertainty set U , we can rewrite problem (B.1b) as1263

min
x

min
ξ∈U

1

m2

∑
i∈[m]

1

ξi

∑
i∈[m]

ξi|x− si|2.(B.2a)1264

1265

According to Cauchy-Schwarz inequality (see, e.g., thereon 1.37 in [60]), we have1266

∑
i∈[m]

1

ξi

∑
i∈[m]

ξi|x− si|2 ≥

 ∑
i∈[m]

|x− si|

2

,1267

and the equality can be achieved when ξi
∗
= c/|x− si| for each i ∈ [m] and c =

∑
j∈[m] |x− sj |/m2.1268

Thus, problem (B.2a) can be written as1269

v∗ = min
x

1

m2

 ∑
i∈[m]

|x− si|

2

=

min
x

1

m

∑
i∈[m]

|x− si|

2

,(B.2b)1270

1271

and the solution of the right-hand problem in (B.2b) can be interpreted as the median of {si}i∈[m]. This1272

completes the proof.1273

This result shows that in the presence of endogenous outliers, the DFO framework, weighing more on1274

the favorable data points, can be more desirable than its risk-neutral counterpart.1275

B.2 DFO Recovers More Robust Statistics Based on Proposition B.1 Using the same weight1276

uncertainty set U and following the similar derivation as Proposition B.1, we are able to recover more similar1277

robust statistics, such as median absolute deviation (MAD), least absolute deviation (LAD), and least median1278

of squares (LMS).1279

(i) Median absolute deviation (MAD), a robust measure of the variability of the data (see, e.g., [32]),1280

can be represented as the median of the absolute deviations from the median of the data. That is,1281
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given data points {si}i∈[m] ∈ R and their median ŝ, the MAD can be interpreted as1282

min
x

min
ξ∈U

∑
i∈[m]

ξi (x− |si − ŝ|)2 =

min
x

1

m

∑
i∈[m]

|x− |si − ŝ||

2

.1283

1284

Here, applying DFO converts the less reliable average absolute deviation (i.e., ξi = 1/m in the above1285

left-hand problem) to the desirable MAD;1286

(ii) Least absolute deviation (LAD), a special case of robust regression (see, e.g., [40]), minimizes the L11287

norm of the residuals. That is, given m data points {x̄i, yi}i∈[m] ⊆ Rd×R, suppose that the residual1288

function is defined as ri(β) = (yi − x̄⊤
i β), for each i ∈ [m]. Then, applying the DFO converts the1289

least-square regression problem to the LAD regression problem1290

v∗ = min
β

min
ξ∈U

∑
i∈[m]

ξi(ri(β))
2 =

min
β

1

m

∑
i∈[m]

|ri(β)|

2

;1291

1292

(iii) Least median of squares (LMS) is another known robust regression (see, e.g., [46]), which minimizes1293

the median of the squared residuals. Given m data points {x̄i, yi}i∈[m] ⊆ Rd × R, suppose the1294

residual ri(β) = (yi − x̄⊤
i β) for each i ∈ [m]. Then LMS can be interpreted as applying DFO to the1295

average squared residuals:1296

min
x,β

min
ξ∈U

∑
i∈[m]

ξi|x− r2i (β)|2 =

min
x,β

1

m

∑
i∈[m]

|x− r2i (β)|

2

;1297

1298

(iv) Least Absolute Error Estimation (LAEE) is an alternative to LAD when the size of the relative1299

error is a severe concern (see, e.g., [73]). Given m data points {x̄i, yi}i∈[m] ⊆ Rd × R, suppose that1300

the residual ri(β) = (yi − x̄⊤
i β) for each i ∈ [m]. Then LAEE can be interpreted as applying DFO1301

to the average squared relative residuals:1302

v∗ = min
β

min
ξ∈U

∑
i∈[m]

ξi
(
ri(β)

yi

)2

=

min
β

1

m

∑
i∈[m]

∣∣∣∣ri(β)yi

∣∣∣∣
2

.1303

1304

B.3 DFO Recovers More M-Estimators We use DFO to recover the Huber estimator [34] and1305

Tukey’s bisquare estimator [71].1306

Huber Estimator [34]. The Huber loss function is defined as1307

Lδ(x) =


1

2
x2, |x| ≤ δ

δ

(
|x| − 1

2
δ

)
, otherwise

.1308

1309

The following DFO can recover the Huber estimator:1310

v∗ = min
β

min
P∈P

EP

[
L(β, ξ̃)

]
1311
1312

where the ambiguity set P is decision-dependent as below1313

P =

 1

N

∑
i∈[N ]

Pi : Pi

{
ξ̃ : L(β, ξ̃) = 1

2
r2i (β)

}
+ Pi

{
ξ̃ : L(β, ξ̃) = δ

(
|ri(β)| −

1

2
δ

)}
= 1

 ,1314

with support U = {ξi}i∈[N ] = {x̄i, yi}i∈[N ].1315

Tukey’s Bisquare Estimator [71]. Similarly, we can use the DFO to recover the Tukey’s bisquare1316

estimator, where Tukey’s bisquare loss function is defined as1317

Lδ(x) =


x2

2
− x4

2δ2
+

x6

6δ4
, |x| ≤ δ

δ2

6
, otherwise

.1318

1319
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The Tukey’s bisquare estimator can be recovered as1320

v∗ = min
β

min
P∈P

EP

[
L(β, ξ̃)

]
1321
1322

where the ambiguity set P is decision-dependent as below1323

P =

 1

N

∑
i∈[N ]

Pi : Pi

{
ξ̃ : L(β, ξ̃) = r2i (β)

2
− r4i (β)

2δ2
+

r6i (β)

6δ4

}
+ Pi

{
ξ̃ : L(β, ξ̃) = δ2

6

}
= 1

 ,1324

with support U = {ξi}i∈[N ] = {x̄i, yi}i∈[N ].1325

B.4 DFO Recovers Quantile Regression Quantile regression can be used to estimate and conduct1326

inference on the conditional quantile functions, which is more robust against outliers in the response mea-1327

surements (see, e.g., [39, 79]). Given n data points {x̄i, yi}i∈[m] ⊆ Rd × R, the quantile regression problem1328

can be modeled as1329

min
β

τ
∑
i∈[m]

(yi − x̄⊤
i β)+ + (1− τ)

∑
i∈[m]

(x̄⊤
i β − yi)+

 ,(B.3a)1330

1331

where τ ∈ (0, 1) is the given quantile. Similarly, we can recover the quantile regression problem with the1332

following DFO:1333

v∗ = min
β

min
ξ∈UI

∑
i∈[m]

ξi(yi − x̄⊤
i β) +

∑
i∈[m]

|yi − x̄⊤
i β|,(B.3b)1334

1335

where the “interval uncertainty set” UI is defined as1336

UI =
{
ξ ∈ Rm : τ − 1 ≤ ξi ≤ τ,∀i ∈ [m]

}
.13371338

Note that in (B.3b), letting ξi = 0 for all i ∈ [m], it reduces to LAD.1339

B.5 DFO Can Recover Many Machine Learning Examples Phase Retrieval [36, 48]. Consid-1340

ering the least-square criterion, the task of recovering the signal from the measurements vector in phase1341

retrieval admits the following form1342

v∗ = min
x

1

n

∑
i∈[n]

(
yi − |a⊤

i x|
)2

,1343

1344

where A ∈ Rn×d is the sensing matrix with ai denoting its ith row, x is the task of recovering the signal of1345

interest, and y ∈ Rn
+ is the measurement.1346

Using the uncertainty U = {−1, 1}n, we can rewrite the phase retrieval problem as an equivalent DFO1347

v∗ = min
x

min
ξ∈U

1

n

∑
i∈[n]

(
yi − ξiaix

)2
,1348

1349

which can be formulated as a mixed-integer program.1350

Clusterwise Linear Regression [3]. For a given dataset with N data points and d features {x̄i, yi}i∈[N ] ⊆1351

Rd×R, for an integer k ∈ [N ], clusterwise linear regression (CLR) aims to find the partition of the data into1352

k disjoint clusters such that each cluster subjects to a linear model and the overall sum of squared errors of1353

linear regression models within each cluster is minimized. That is, CLR is equivalent to1354

min
β,Ci

∑
i∈[k]

∑
j∈Ci

(
yj − x̄⊤

j βi

)2
: ∪i∈[k] Ci = [N ], Ci ∩ Cj = ∅,∀i ̸= j

 .1355

1356

We can recast CLR problem as a DFO one. That is, suppose we choose the most favorable clusters, each1357

with the least sum of squares. That is, we can rewrite the problem as the following DFO1358

v∗ = min
β

min
ξ∈U

∑
i∈[k]

∑
j∈[N ]

ξij
(
yj − x̄⊤

j βi

)2 ,1359

1360

where U = {ξ :
∑

i∈[k] ξ
ij = 1, ξij ∈ [0, 1],∀i ∈ [k], j ∈ [N ]}.1361

The Upper Confidence Bound (UCB) Algorithm [4]. The UCB algorithm has been widely used in1362

online learning [13, 63, 69]. The UCB algorithm aims to explore the most favorable action when facing1363
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uncertainty, i.e., choose the most plausibly possible payoffs. The essence of the UCB algorithm is coincident1364

with what we propose in DFO, that is,1365

at = argmaxa∈A max
ξ∈UI(a)

Q(a) + ξ,1366
1367

where UI(a) = {ξ : −
√

(2logt)/(nta) ≤ ξ ≤
√
(2logt)/(nta)} denotes the action-dependent interval uncer-1368

tainty set with nt being the number of the action a that has been selected at time epoch t, Q(a) is the1369

expected reward with decision a, and A is the action set.1370

We conclude this section by remarking that DFO can recover many other robust statistics.1371
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