# DISTRIBUTIONALLY FAVORABLE OPTIMIZATION: A FRAMEWORK FOR DATA-DRIVEN DECISION-MAKING WITH ENDOGENOUS OUTLIERS 


#### Abstract

A typical data-driven stochastic program seeks the best decision that minimizes the sum of a deterministic cost function and an expected recourse function under a given distribution. Recently, much success has been witnessed in the development of Distributionally Robust Optimization (DRO), which considers the worst-case expected recourse function under the least favorable probability distribution from a distributional family. However, in the presence of endogenous outliers such that their corresponding recourse function values are very large or even infinite, the commonly-used DRO framework alone tends to over-emphasize these endogenous outliers and cause undesirable or even infeasible decisions. On the contrary, Distributionally Favorable Optimization (DFO), concerning the best-case expected recourse function under the most favorable distribution from the distributional family, can serve as a proper measure of the stochastic recourse function and mitigate the effect of endogenous outliers. We show that DFO recovers many robust statistics, suggesting that the DFO framework might be appropriate for the stochastic recourse function in the presence of endogenous outliers. A notion of decision outlier robustness is proposed for selecting a DFO framework for data-driven optimization with outliers. We also provide a unified way to integrate DRO with DFO, where DRO addresses the out-of-sample performance, and DFO properly handles the stochastic recourse function under endogenous outliers. We further extend the proposed DFO framework to solve two-stage stochastic programs without relatively complete recourse. The numerical study demonstrates the framework is promising.
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1 Introduction. In many stochastic programs, their underlying probability distribution $\mathbb{P}$ may not be precisely characterized, whereas empirical data or historical information is often available. Therefore, to hedge against distributional uncertainty, instead of committing to a particular probability distribution, the decision-makers can find their best decisions by first figuring out a family of probability distributions, termed "ambiguity set" (denoted as set $\mathcal{P}$ ), then optimizing the sum of a deterministic function $\boldsymbol{c}^{\top} \boldsymbol{x}$ and the worst-case expected recourse function $\mathbb{E}_{\mathbb{P}}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]$ with respect to the least favorable distribution $\mathbb{P} \in \mathcal{P}$. This type of model is known as Distributionally Robust Optimization (DRO) of the form

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathcal{X}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\sup _{\mathbb{P} \in \mathcal{P}} \mathbb{E}_{\mathbb{P}}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]\right\} \tag{1.1}
\end{equation*}
$$

where $\mathcal{X} \subseteq \mathbb{R}^{n}$ is a deterministic set and $\mathcal{P} \subseteq\{\mathbb{P}: \mathbb{P}\{\tilde{\boldsymbol{\xi}} \in \mathcal{U}\}=1\}$ with support $\mathcal{U} \subseteq \mathbb{R}^{m}$ (also known as "uncertainty set" throughout this paper). The DRO model (1.1) has successfully addressed many decisionmaking problems under uncertainty to achieve decision robustness, and better out-of-sample performance guarantees (see the discussions in [20, 47, 62, 68]). The inherent assumption in DRO is that the expectation of the recourse function is finite for any distribution $\mathbb{P}$ from the ambiguity set $\mathcal{P}$. This assumption may not hold when the data used to construct the ambiguity set are contaminated, i.e., in the presence of outliers. We first introduce two notions of outliers, which are formally defined below:

- For a given ball $\mathbb{B}(\widehat{\boldsymbol{\xi}}, \delta)$ around a scenario $\widehat{\boldsymbol{\xi}}$ with radius $\delta>0$, the scenario $\widehat{\boldsymbol{\xi}}$ is an "exogenous outlier" when $\mathbb{P}_{0}\{\tilde{\boldsymbol{\xi}}: \tilde{\boldsymbol{\xi}} \in \mathbb{B}(\widehat{\boldsymbol{\xi}}, \delta)\}=0$ for a given probability distribution $\mathbb{P}_{0}$;
- For a given large number $M_{1}$, a scenario $\widehat{\boldsymbol{\xi}}$ is an "endogenous outlier" when the recourse function value $Q(\boldsymbol{x}, \widehat{\boldsymbol{\xi}})>M_{1}$ for some $\boldsymbol{x} \in \mathcal{X}$.
Notice that exogenous outliers are independent from the decision variable $\boldsymbol{x} \in \mathcal{X}$, i.e., exogenous outliers are caused by abnormal data measurement or intentional data distortion. The definition of exogenous outliers dates back to the work [5] and we rephrase the definition based on the statistical properties. The endogenous outliers are from the intrinsic property of the problem itself and are latently dependent on the decision variable $\boldsymbol{x} \in \mathcal{X}$, i.e., the recourse function value may be very large or even unbounded under some extreme scenarios for certain decisions. Since exogenous outliers can be easily detected by preprocessing via a properly-selected robust statistic, in this regard, this work mainly focuses on endogenous outliers. Under such circumstances, the DRO model (1.1) tends to over-emphasize the endogenous outliers and causes undesirable or infeasible decisions. In light of this issue, this paper studies the following Distributionally

[^0]Favorable Optimization (DFO) by providing a proper measure to mitigate the effect of endogenous outliers

$$
\begin{equation*}
v^{*}=\min _{\boldsymbol{x} \in \mathcal{X}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\inf _{\mathbb{P} \in \mathcal{P}} \mathbb{E}_{\mathbb{P}}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]\right\} \tag{1.2}
\end{equation*}
$$

which instead seeks the best decision under the most favorable distribution. We formally define a notion of decision outlier robustness for selecting a proper DFO in Section 3. It is worthy of mentioning that since DRO can achieve better out-of-sample performance guarantees, Section 4 studies the worst-case DFO which integrates DRO with DFO.

Note that if there is only support information $\mathcal{U}$ available (i.e., $\mathcal{P}=\{\mathbb{P}: \mathbb{P}\{\tilde{\boldsymbol{\xi}} \in \mathcal{U}\}=1\}$ ), then the DFO (1.2) degenerates to a regular one (rDFO), i.e.,

$$
\begin{equation*}
v^{*}=\min _{\boldsymbol{x} \in \mathcal{X}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\inf _{\boldsymbol{\xi} \in \mathcal{U}} Q(\boldsymbol{x}, \boldsymbol{\xi})\right\} . \tag{1.3}
\end{equation*}
$$

The special cases of the rDFO (1.3) have been successfully applied in bandit and reinforcement learning literature such as Upper Confidence Bound (UCB) algorithm (see, e.g., [4]), where the DFO framework has been demonstrated to be useful as a tool for uncertainty exploration. However, a thorough study of DFO is missing, in particular, for the decision-making problems under uncertainty. More importantly, our results in Section 2 show that DFO, especially, rDFO, naturally recovers many robust statistics, evidencing that DFO might be desirable for stochastic programming under endogenous outliers. As illustrated in Figure 1, in the presence of endogenous outliers, i.e., $Q(\boldsymbol{x}, \boldsymbol{\xi}) \approx \infty$, DRO may over-emphasize the endogenous outliers, while DFO can mitigate the effect of endogenous outliers.


Fig. 1: Illustration of DFO vs. DRO in the Presence of Endogenous Outliers. In region A, due to the effect of endogenous outliers, the recourse function value can be very large or even infinite, where we denote it as $" Q(\boldsymbol{x}, \boldsymbol{\xi}) \approx \infty . "$

As mentioned above, the study of DFO is motivated by optimization problems highly affected by endogenous outliers. Throughout the paper, we make the following assumptions for DFO (1.2).

Assumption 1. (i) Set $\mathcal{X}$ is convex, compact, and has a non-empty interior; and
(ii) The recourse function $Q(\boldsymbol{x}, \boldsymbol{\xi})$ is bounded below by a constant $-M$ for all $\boldsymbol{x} \in \mathcal{X}$ and $\boldsymbol{\xi} \in \mathcal{U}$.

Both parts in Assumption 1 are standard in literature (see, e.g., section 5 in [7] and chapter 12 in [53]). Part (i) in Assumption 1 is useful to derive big-M coefficients. Part (ii) in Assumption 1 ensures that any expectation of the recourse function is bounded from below, which is particularly useful for the notion of decision outlier robustness in Section 3.
1.1 Motivating Examples. In this subsection, we provide two examples to illustrate the importance of the DFO framework. The first example uses the DFO framework to explain the connection between chance constrained programming and robust optimization.

Example 1. Chance Constrained Programming. Some endogenous outliers can make the problem infeasible in the robust optimization, thus causing the decisions to be practically meaningless (see more discussions in [6]). However, since some extreme scenarios are highly unlikely to occur, to avoid such overconservatism in robust optimization, the authors in [6] mentioned that "there is no need to care about such highly improbable scenarios" and suggested using the chance constrained programming as a better alternative, which can be well justified through the lens of DFO. In the DFO (1.2), if the objective of the recourse function is 0 with the uncertain inequalities $G(\boldsymbol{x}, \boldsymbol{\xi}) \leq 0$, where $G(\cdot, \cdot): \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}$ is a continuous function, i.e., $Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})=\min \{0: G(\boldsymbol{x}, \tilde{\boldsymbol{\xi}}) \leq 0\}$ and $\tilde{\boldsymbol{\xi}}$ follows distribution $\mathbb{P}_{0}$, then the corresponding DFO (1.2) resorts to

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathcal{X}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}: G(\boldsymbol{x}, \boldsymbol{\xi}) \leq 0, \forall \boldsymbol{\xi} \in \mathcal{U}\right\}=\min _{\boldsymbol{x} \in \mathcal{X}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}: \mathbb{E}_{\mathbb{P}_{0}}[\mathbb{I}(G(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})>0)] \leq 0\right\} \tag{1.4a}
\end{equation*}
$$

where support $\mathcal{U}:=\operatorname{supp}\left(\mathbb{P}_{0}\right)$. This is indeed a conventional robust optimization problem. Applying the
following interval ambiguity set, i.e., $\mathcal{P}_{I}=\left\{\mathbb{P}: \mathbb{P}(\mathcal{U})=1,0 \preceq \mathbb{P} \preceq \mathbb{P}_{0} /(1-\varepsilon)\right\}$ with $\varepsilon \in(0,1)$, the DFO counterpart of the robust optimization (1.4a) can be written as

$$
\begin{equation*}
v^{*}=\min _{\boldsymbol{x} \in \mathcal{X}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}: \inf _{\mathbb{P} \in \mathcal{P}_{I}} \mathbb{E}_{\mathbb{P}}[\mathbb{I}(G(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})>0)] \leq 0\right\} \tag{1.4b}
\end{equation*}
$$

and can be further reduced to a regular chance constrained program. The formal derivations can be found in Proposition A. 1 of Appendix A.

The link between chance constrained programming and robust optimization shows that applying the DFO framework reduces the over-conservatism of robust optimization and explains why a chance constrained program can be less conservative.

The second example focuses on a two-stage stochastic program without relatively complete recourse, where endogenous outliers can cause the underlying problem to be infeasible. The condition of relatively complete recourse states that given a reference distribution $\mathbb{P}_{0}$, the finiteness of recourse function $Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})<\infty$ holds for every $\boldsymbol{x} \in \mathcal{X}$ and $\mathbb{P}_{0}$-almost every $\tilde{\boldsymbol{\xi}} \in \mathcal{U}$. This condition guarantees the feasibility of the second-stage problem, and this concept has been elaborated in [56, 65]. However, many problems in practice genuinely fail to have relatively complete recourse, i.e., warehouses may not fulfill the demand due to the disruptions of extreme scenarios. When the second-stage problem can be infeasible, i.e., for the two-stage stochastic program without relatively complete recourse, the optimal objective value of that two-stage problem does not exist. In this case, we adopt the convention that $\mathbb{E}_{\mathbb{P}_{0}}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]=\infty$ for a given reference distribution $\mathbb{P}_{0}$. We show that DFO serves as a proper measure to address infeasibility, reduces the effect of endogenous outliers, and delivers desirable decisions. It is worth mentioning that our DFO framework does not remove the endogenous outliers, but we change the corresponding probability measures of the endogenous outliers to ensure that the corresponding objective value is finite.

Example 2. Endogenous Outliers in Two-stage Stochastic Programs without Relatively Complete Recourse. Consider the following two-stage stochastic program:

$$
\min _{x \geq 1}\left\{x+\mathbb{E}_{\mathbb{P}_{0}}\left[Q(x, \tilde{\xi}):=\min _{y \in \mathcal{Y}}\{y:|\tilde{\xi}| y \geq x\}\right]\right\}
$$

where the set $\mathcal{Y}=\{y: 0 \leq y \leq 10\}$ and $\tilde{\xi}$ follows the standard Gaussian distribution $\mathbb{P}_{0}$, i.e., $\tilde{\xi} \sim \mathcal{N}(0,1)$ (see, e.g., Figure 2). Under this setting, due to the lack of relatively complete recourse, the two-stage stochastic program is infeasible, and so is its DRO counterpart. If the machine learning techniques were employed to preprocess the data $\xi$ to resolve the infeasibility, one may simply relegate the region $A$ or region $C$ or both as outliers since they belong to light-tail parts. However, the problem remains infeasible, and the actual endogenous outliers (i.e., region $B$ ) may not be detected unless exploring the optimization problem structure. On the other hand, applying DFO can properly mitigate the effect of the endogenous outliers and address the infeasibility issue using the similar interval ambiguity set in Example 1, i.e., $\mathcal{P}_{I}=\{\mathbb{P}: \mathbb{P}(\mathcal{U})=$ $\left.1,0 \preceq \mathbb{P} \preceq \mathbb{P}_{0} /(2-2 \Phi(0.1))\right\}$ and $\Phi(\cdot)$ denotes the cumulative distribution function of the standard normal distribution. Thus, let us consider the following DFO:

$$
\min _{x \geq 1}\left\{x+\inf _{\mathbb{P} \in \mathcal{P}_{I}} \mathbb{E}_{\mathbb{P}}\left[Q(x, \tilde{\xi}):=\min _{y \in \mathcal{Y}}\{y:|\tilde{\xi}| y \geq x\}\right]\right\}=1+\frac{1}{2-2 \Phi(0.1)} 2\left[\int_{0.1}^{\infty} \frac{1}{\xi} \frac{1}{\sqrt{2 \pi}} e^{-\frac{\xi^{2}}{2}} d \xi\right]=3.049
$$

Thus, the resulting favorable two-stage problem is feasible and mitigates the effect of endogenous outliers. We provide more detailed discussions in Section 2.3.


Fig. 2: Illustration of Example 2.
1.2 Literature Review. In literature, in contrast to DRO (see more details in [54]), researchers tend to use optimistic optimization (i.e., special cases of DFO) to tackle learning problems in various areas such as reinforcement learning [1, 67], Bayesian optimization [49-51], classification [10], image reconstruction [26], machine learning [52], etc. For instance, the authors in [67] applied the optimistic DRO approach to the trust-region constrained optimization problem in reinforcement learning and obtained the globally
optimal policy in each iteration. The trade-off between exploration and exploitation in reinforcement learning has been discussed using optimistic optimization in [1]. In [50], the authors found that when using the Wasserstein distance, the optimistic likelihood problem can be interpreted as solving a linear program using a greedy heuristic, where the decay pattern is an exponential kernel approximation. They also provided the theoretical guarantees for the variational posterior inference problems under the KL divergence and the Wasserstein distance. The work [51] introduced a novel moment-based divergence ambiguity set and proposed a Bayesian contextual classification model using an optimistic score ratio. The researchers in [49] developed the optimistic likelihood, which can be reduced to a one-dimensional convex optimization problem. In [26], the authors investigated the favorable chance constrained problem, derived the conic reformulation, demonstrated the limits of tractability, and showed its effectiveness in image reconstruction. However, all of these works lack evidence to connect robust statistics and DFO, where a robust statistic aims to yield a good performance when the data are contaminated, as discussed in the literature for decades [34, 45].

There are also a few works focusing on special classes of the rDFO problems (see, e.g., [10, 52]). The work [10] proposed a novel formulation of support vector classification and derived a geometric interpretation of the proposed formulation to handle the uncertainty in classification. In [52], the authors argued that the optimistic assumption could be easier to realize regarding real-world economic resources compared with the pessimistic or worst-case one. However, the literature lacks a framework for DFO or optimistic optimization, and the connection to robust statistics is also missing. This paper fills the gap.

While this paper was prepared to submit, we became aware of the independent works from [12, 21], which discussed the class of distributionally optimistic optimization problems and their applications to contextual bandit problems. The fundamental difference between this work and theirs is that we focus on data-driven optimization with endogenous outliers, connecting to and motivating from robust statistics.
1.3 Summary of Contributions. In this paper, we study DFO (1.2) via various perspectives from statistics, machine learning, and optimization. Each perspective justifies and extends DFO. Particularly, we show the following two fundamental aspects of DFO: framework and unification.

- For the framework aspect, we show that DFO can recover many robust statistics. We also show that in the presence of endogenous outliers, DFO can be a proper framework for decision-making. We introduce a new notion of decision outlier robustness that is easy to check and is useful to characterize whether a DFO model is indeed decision outlier robust.
- For the unification aspect, we integrate DRO with DFO, termed "worst-case DFO," since DRO improves the out-of-sample performance given that the sample size is finite. We show a proper way to integrate both. In particular, we focus on the data-driven ambiguity set for DRO and decision outlier robust ambiguity set for DFO. The convergence analysis shows that the error of the worst-case DFO decreases proportionally to the square root of the sample size. On the other hand, the decision outlier robustness notion also suggests that while the same rate of convergence can be guaranteed, the ambiguity set of DRO should not be too large (i.e., never be overly pessimistic).
The roadmap of contributions in our paper is shown in Figure 3.
Organization. The remainder of the paper is organized as follows. Section 2 shows the equivalence between DFO and many robust statistics and introduces the DFO framework for data-driven optimization with endogenous outliers. Section 3 introduces the notion of decision outlier robustness and Section 4 integrates distributional robustness with DFO to achieve better out-of-sample performance guarantees. Section 5 numerically illustrates the proposed methods. Section 6 concludes the paper.
Notation. The following notation is used throughout the paper. We use bold letters (e.g., $\boldsymbol{x}, \boldsymbol{A}$ ) to denote vectors and matrices and use corresponding non-bold letters to denote their components. We let $\|\cdot\|_{*}$ denote the dual norm of a general norm $\|\cdot\|$. We let $\boldsymbol{e}$ be the vector or matrix of all ones, and let $\boldsymbol{e}_{i}$ be the $i$ th standard basis vector. Given an integer $n$, we let $[n]:=\{1,2, \ldots, n\}$, and use $\mathbb{R}_{+}^{n}:=\left\{\boldsymbol{x} \in \mathbb{R}^{n}: x_{i} \geq 0, \forall i \in[n]\right\}$. Given a real number $t$, we let $(t)_{+}:=\max \{t, 0\}$ and $(t)_{-}:=\min \{t, 0\}$. Given a finite set $I$, we let $|I|$ denote its cardinality. We let $\tilde{\boldsymbol{\xi}}$ denote a random vector and denote its realizations by $\boldsymbol{\xi}$. Given a vector $\boldsymbol{x} \in \mathbb{R}^{n}$, let $\operatorname{supp}(\boldsymbol{x})$ be its $\operatorname{support}$, i.e., $\operatorname{supp}(\boldsymbol{x}):=\left\{i \in[n]: x_{i} \neq 0\right\}$. Given a probability distribution $\mathbb{P}$ defined on support $\mathcal{U}$ with sigma-algebra $\mathcal{F}$ and a $\mathbb{P}$-measurable function $g(\boldsymbol{\xi})$, we use $\mathbb{P}\{A\}$ to denote $\mathbb{P}\{\tilde{\boldsymbol{\xi}}$ : condition $A(\tilde{\boldsymbol{\xi}})$ holds $\}$ when $A(\tilde{\boldsymbol{\xi}})$ is a condition on $\boldsymbol{\xi}$, and to denote $\mathbb{P}\{\tilde{\boldsymbol{\xi}}: \tilde{\boldsymbol{\xi}} \in A\}$ when $A \in \mathcal{F}$ is $\mathbb{P}$-measurable, and we let $\operatorname{ess}^{\sin } \sup _{\mathbb{P}}(g(\tilde{\boldsymbol{\xi}}))$ denote the essential supremum of the deterministic function $g(\tilde{\boldsymbol{\xi}})$. We define a nonnegative measure $\boldsymbol{\mu}$ as $\boldsymbol{\mu} \succeq 0$ when $\boldsymbol{\mu}(A) \geq 0$ for any $A \in \mathcal{F}$, and further define $\boldsymbol{\mu}_{2} \succeq \boldsymbol{\mu}_{1}$


Fig. 3: A Roadmap of the Main Results in This Paper.
if $\boldsymbol{\mu}_{2}-\boldsymbol{\mu}_{1} \succeq 0$ for any two measures $\boldsymbol{\mu}_{1}, \boldsymbol{\mu}_{2}$. We use $\otimes$ to denote the Kronecker product. Given a set $R$, the characteristic function $\chi_{R}(\boldsymbol{x})=0$ if $\boldsymbol{x} \in R$, and $\infty$, otherwise; the indicator function $\mathbb{I}(\boldsymbol{x} \in R)=1$ if $\boldsymbol{x} \in R$, and 0 , otherwise. We let $\delta_{\omega}$ denote for the Dirac distribution that places unit mass on the realization $\omega$. We use $\lfloor x\rfloor$ to denote the largest integer $y$ satisfying $y \leq x$, for any $x \in \mathbb{R}$. Additional notations will be introduced as needed.

2 DFO: A Framework to Handle Data-driven Stochastic Programs with Endogenous Outliers. Different from DRO, in this section, we show that DFO can be useful in mitigating the effect of endogenous outliers. We first show that DFO, especially, rDFO, recovers many robust statistics, which can be more desirable for decision-making under uncertainty in the presence of endogenous outliers.
2.1 DFO Recovers Many Robust Statistics. In the literature, robust statistical approaches can effectively provide stable portfolio strategies [19, 74]. For example, the authors in [74] introduced several robust statistical methods to reduce the influence of outliers. Coincidently, DFO can recover many robust statistics, which are detailed in this subsection.
Case I. Least Trimmed Squares. The least trimmed squares (LTS) is a robust regression method that learns from a subset of data not being affected by endogenous outliers (see, e.g., [58]). Given $N$ data points $\left\{\overline{\boldsymbol{x}}_{i}, \bar{y}_{i}\right\}_{i \in[N]} \subseteq \mathbb{R}^{d} \times \mathbb{R}$, LTS aims to find an estimator $\boldsymbol{\beta}$ that minimizes the sum of squared residuals over the most favorable size- $k$ subset with an integer $k \in[N]$, i.e., suppose the squared residuals $\boldsymbol{r}^{2}(\boldsymbol{\beta})$, defined as $r_{i}^{2}(\boldsymbol{\beta}):=\left(\bar{y}_{i}-\overline{\boldsymbol{x}}_{i}^{\top} \boldsymbol{\beta}\right)^{2}$ for each $i \in[N]$, are sorted in ascending order $r_{(1)}^{2}(\boldsymbol{\beta}):=\left(\bar{y}_{(1)}-\overline{\boldsymbol{x}}_{(1)}^{\top} \boldsymbol{\beta}\right)^{2} \leq r_{(2)}^{2}(\boldsymbol{\beta}) \leq$ $\cdots \leq r_{(N)}^{2}(\boldsymbol{\beta}):=\left(\bar{y}_{(N)}-\overline{\boldsymbol{x}}_{(N)}^{\top} \boldsymbol{\beta}\right)^{2}$, where $\{(i)\}_{i \in[N]}$ denotes a permutation of set $[N]$. Then the LTS is equivalent to

$$
\min _{\boldsymbol{\beta}} \frac{1}{k} \sum_{i \in[k]} r_{(i)}^{2}(\boldsymbol{\beta})
$$

We can apply the following DFO to recover the LTS, that is,

$$
\begin{equation*}
v^{*}=\min _{\boldsymbol{\beta}} \min _{\boldsymbol{p} \in \mathcal{P}_{I}} \sum_{i \in[N]} p_{i} r_{i}^{2}(\boldsymbol{\beta}), \tag{2.1}
\end{equation*}
$$

where the interval ambiguity set $\mathcal{P}_{I}$ is written as $\mathcal{P}_{I}=\left\{\boldsymbol{p} \in \mathbb{R}_{+}^{N}: \sum_{i \in[N]} p_{i}=1,0 \leq p_{i} \leq 1 / k\right\}$. A simple calculation shows that the corresponding DFO indeed returns the LTS, that is,

$$
v^{*}=\min _{\boldsymbol{\beta}} \min _{\boldsymbol{p} \in \mathcal{P}_{I}} \sum_{i \in[N]} p_{i} r_{i}^{2}(\boldsymbol{\beta})=\min _{\boldsymbol{\beta}} \frac{1}{k} \sum_{i \in[k]} r_{(i)}^{2}(\boldsymbol{\beta}) .
$$

We remark that in the above formulation, the DFO recovers LTS by selecting $k$ favorable scenarios and increasing their probability from $1 / N$ to $1 / k$. Motivated by this case, we show in Section 3 that DFO with interval ambiguity set is equivalent to favorable conditional value-at-risk (FCVaR).
Case II. Winsorized Regression. Winsorized regression (see, e.g., [78]), an effective alternative to the
ordinary least-square regression, can reduce the effect of outliers. It involves the calculation of the residual values by replacing the extremal residual values that are beyond an interval with the nearest boundary values. For a fixed $\boldsymbol{\beta}$ and $N$ data points $\left\{\overline{\boldsymbol{x}}_{i}, \bar{y}_{i}\right\}_{i \in[N]} \subseteq \mathbb{R}^{d} \times \mathbb{R}$, let the squared residuals $r_{i}^{2}(\boldsymbol{\beta}):=\left(\bar{y}_{i}-\overline{\boldsymbol{x}}_{i}^{\top} \boldsymbol{\beta}\right)^{2}$ for each $i \in[N]$ and let $r_{(k)}^{2}(\boldsymbol{\beta})$ be the $k$ th smallest squared residual with an integer number $k \in[N]$. The Winsorized regression can be formulated as

$$
\min _{\boldsymbol{\beta}} \frac{1}{N} \sum_{i \in[N]} \min \left\{r_{i}^{2}(\boldsymbol{\beta}), r_{(k)}^{2}(\boldsymbol{\beta})\right\} .
$$

The following DFO recovers the Winsorized regression:

$$
v^{*}=\min _{\boldsymbol{\beta}} \min _{\mathbb{P} \in \mathcal{P}(\boldsymbol{\beta})} \mathbb{E}_{\mathbb{P}}[\tilde{\xi}]
$$

where the decision-dependent ambiguity set $\mathcal{P}(\boldsymbol{\beta})$ is defined as

$$
\mathcal{P}(\boldsymbol{\beta})= \begin{cases}\left.\frac{1}{N} \sum_{i \in[N]} \mathbb{P}_{i}: \begin{array}{l}
\mathbb{P}_{i}\left\{\tilde{\xi}: \tilde{\xi}=r_{i}^{2}(\boldsymbol{\beta})\right\}+\mathbb{P}_{i}\left\{\tilde{\xi}: \tilde{\xi}=r_{(k)}^{2}(\boldsymbol{\beta})\right\}=1, \forall i \in[N] \\
\mathbb{P}_{i}(\mathcal{U})=1, \forall i \in[N]
\end{array}\right\}, . ~\end{cases}
$$

with support $\mathcal{U}=\mathbb{R}_{+}$. The result can also be extended to recover the Ramp loss support vector machine, where the latter was studied in work [33].
Case III. Huber-skip Estimator [34]. Given $N$ data points $\left\{\overline{\boldsymbol{x}}_{i}, \bar{y}_{i}\right\}_{i \in[N]} \subseteq \mathbb{R}^{d} \times \mathbb{R}$, suppose the residual $r_{i}(\boldsymbol{\beta})=\left(\bar{y}_{i}-\overline{\boldsymbol{x}}_{i}^{\top} \boldsymbol{\beta}\right)$ for each $i \in[N]$. The Huber-skip estimator truncates the observations with large residuals to mitigate the influence of endogenous outliers, which admits the following formulation

$$
\min _{\boldsymbol{\beta}} \frac{1}{N} \sum_{i \in[N]} \min \left\{r_{i}^{2}(\boldsymbol{\beta}), H\right\}
$$

where $H \geq 0$ is the given threshold.
We can apply the following DFO to recover the Huber-skip estimator

$$
v^{*}=\min _{\boldsymbol{\beta}} \min _{\mathbb{P} \in \mathcal{P}(\boldsymbol{\beta})} \mathbb{E}_{\mathbb{P}}[\tilde{\xi}],
$$

where the decision-dependent ambiguity set $\mathcal{P}(\boldsymbol{\beta})$ is defined as

$$
\mathcal{P}(\boldsymbol{\beta})=\left\{\begin{array}{ll}
\frac{1}{N} \sum_{i \in[N]} \mathbb{P}_{i}: & \begin{array}{l}
\mathbb{P}_{i}\left\{\tilde{\xi}: \tilde{\xi}=r_{i}^{2}(\boldsymbol{\beta})\right\} \\
\mathbb{P}_{i}(\mathcal{U})=1, \forall i \in[N]
\end{array}
\end{array} \mathbb{P}_{i}\{\tilde{\xi}: \tilde{\xi}=H\}=1, \forall i \in[N],\right.
$$

with support $\mathcal{U}=\mathbb{R}_{+}$.
We conclude this section by remarking that DFO can recover many other robust statistics and some machine learning problems. Due to page limit and in agreement with the editor, we relegate additional examples to this extended online technical report version [38], i.e., median in Appendix B.1, Huber estimator and Tukey's bisquare estimator in Appendix B.3, quantile regression in Appendix B.4, and other machine learning examples in Appendix B.5 of [38]. As far as the authors are concerned, there is no prior work on recovering robust statistics using DFO or optimistic optimization. The connections between the DFO framework and robust statistics further show that DFO can be a proper way to handle decision-making under uncertainty in the presence of endogenous outliers, which is illustrated below in detail.
2.2 From Robust Statistics to Decision-making under Uncertainty: DFO Mitigates the Effect of Endogenous Outliers for Stochastic Programming. For a stochastic program with endogenous outliers, motivated by robust statistics, this subsection focuses on a special family of DFO with the interval ambiguity set-the Favorable Conditional Value-at-Risk (FCVaR) as a demonstration and briefly introduces its alternatives. For a given random variable $\tilde{\boldsymbol{X}}$ with probability distribution $\mathbb{P}_{0}$, cumulative distribution function $F_{\mathbb{P}_{0}}(\cdot)$, and risk level $\varepsilon \in(0,1)$, the VaR of $\tilde{\boldsymbol{X}}$ is defined as

$$
\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}}):=\min _{s}\left\{s: F_{\mathbb{P}_{0}}(s) \geq 1-\varepsilon\right\}
$$

the corresponding FCVaR of $\tilde{\boldsymbol{X}}$ is defined as

$$
\begin{equation*}
\mathbb{P}_{0}-\operatorname{FCVaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}}):=\max _{\beta}\left\{\beta+\frac{1}{1-\varepsilon} \mathbb{E}_{\mathbb{P}_{0}}\left[(\tilde{\boldsymbol{X}}-\beta)_{-}\right]\right\} . \tag{2.2}
\end{equation*}
$$

Roughly speaking, $\operatorname{FCVaR}(2.2)$ can be interpreted as the average of the values no larger than $\mathbb{P}_{0}-\mathrm{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})$.

Proposition 2.1. (i) Given an interval ambiguity set $\mathcal{P}_{I}=\left\{\mathbb{P}: \mathbb{P}(\mathcal{U})=1,0 \preceq \mathbb{P} \preceq \mathbb{P}_{0} /(1-\varepsilon)\right\}$ with support $\mathcal{U}=\operatorname{supp}\left(\mathbb{P}_{0}\right)$, we have

$$
\begin{equation*}
\inf _{\mathbb{P} \in \mathcal{P}_{I}} \mathbb{E}_{\mathbb{P}}[\tilde{\boldsymbol{X}}]=\max _{\beta}\left\{\beta+\frac{1}{1-\varepsilon} \mathbb{E}_{\mathbb{P}_{0}}\left[(\tilde{\boldsymbol{X}}-\beta)_{-}\right]\right\}=\mathbb{P}_{0}-\operatorname{FCVaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}}) \tag{2.3a}
\end{equation*}
$$

(ii) An optimal solution of the right-hand side optimization problem (2.2) is $\beta^{*}=\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})$; and
(iii) The $\mathbb{P}_{0}-\mathrm{FCVaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})$ can be bounded by two conditional expectations:

$$
\begin{equation*}
\mathbb{E}_{\mathbb{P}}\left[\tilde{\boldsymbol{X}} \mid \tilde{\boldsymbol{X}}<\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right] \leq \mathbb{P}_{0}-\operatorname{FCVaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}}) \leq \mathbb{E}_{\mathbb{P}}\left[\tilde{\boldsymbol{X}} \mid \tilde{\boldsymbol{X}} \leq \mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right] \tag{2.3b}
\end{equation*}
$$

Proof. See Appendix A.1.
Notice that FCVaR can be viewed as a special case of In-CVaR from work [41] or Range VaR from work [18] (i.e., $\mathbb{P}_{0}-\mathrm{FCVaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})=\operatorname{In}-\operatorname{CVaR}_{0}^{1-\varepsilon}(\tilde{\boldsymbol{X}})$ ) and a special case of an optimized certainty equivalent from work [8] (i.e., $\mathbb{P}_{0}-\mathrm{FCVaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})=\max _{\beta}\left[\beta+\mathbb{E}_{\mathbb{P}_{0}}[\mu(\tilde{\boldsymbol{X}}-\beta)]\right]$ with $\left.\mu(t)=-[-t]_{+} /(1-\varepsilon)\right)$. We can also apply DFO to recover the In-CVaR from [41]. That is, for $0 \leq \alpha<\beta \leq 1$,

$$
\operatorname{In}-\operatorname{CVaR}_{\alpha}^{\beta}(\tilde{\boldsymbol{X}})=\inf _{\mathbb{P} \in \mathcal{P}} \mathbb{E}_{\mathbb{P}}[\tilde{\boldsymbol{X}}]
$$

and the ambiguity set $\mathcal{P}$ is defined as

$$
\mathcal{P}=\left\{\begin{array}{ll}
\mathbb{P}: & \mathbb{P}(\mathcal{U})=1,0 \preceq \mathbb{P} \preceq \mathbb{P}_{0} /(\beta-\alpha), \\
\mathbb{P}\left\{\tilde{\boldsymbol{X}} \geq \mathbb{P}_{0}-\operatorname{VaR}_{\alpha}(\tilde{\boldsymbol{X}})\right\}=1
\end{array}\right\} .
$$

The equivalence (2.3a) shows that FCVaR (2.2) can be a special case of DFO (1.2). That is, letting $\tilde{\boldsymbol{X}}:=Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}}), \quad \boldsymbol{c}=\mathbf{0}$ and choosing the same interval ambiguity set as Proposition 2.1, DFO (1.2) reduces to the following FCVaR optimization

$$
\begin{equation*}
v^{*}=\min _{\boldsymbol{x} \in \mathcal{X}} \inf _{\mathbb{P} \in \mathcal{P}_{I}} \mathbb{E}_{\mathbb{P}}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]=\min _{\boldsymbol{x} \in \mathcal{X}} \mathbb{P}_{0}-\mathrm{FCVaR}_{1-\varepsilon}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})] \tag{2.4}
\end{equation*}
$$

We remark that the LTS introduced in Section 2.1 can be viewed as a special case of FCVaR (2.4). That is, suppose that the random vector $\tilde{\boldsymbol{\xi}}$ has an equiprobable distribution over a finite support $\mathcal{U}=$ $\left\{\boldsymbol{\xi}^{i}\right\}_{i \in[N]}=\left\{\overline{\boldsymbol{x}}_{i}, \bar{y}_{i}\right\}_{i \in[N]} \subseteq \mathbb{R}^{d} \times \mathbb{R}$. Let $\varepsilon=(N-k) / N$ with an integer $k \in[N]$ and the recourse function be $Q\left(\boldsymbol{x}, \boldsymbol{\xi}^{i}\right)=\left(\bar{y}_{i}-\overline{\boldsymbol{x}}_{i}^{\top} \boldsymbol{x}\right)^{2}$ for each $i \in[N]$. Then the interval ambiguity set in Proposition 2.1 reduces to $\mathcal{P}_{I}=\left\{\boldsymbol{p} \in \mathbb{R}_{+}^{N}: \sum_{i \in[N]} p_{i}=1,0 \leq p_{i} \leq 1 / k\right\}$ and DFO (2.4) reduces to LTS (2.1).

Interestingly, if one replaces the inner infimum operator with the supremum operator on the left-hand side of (2.4), then the left-hand side reduces to the CVaR minimization problem, a well-known DRO model, i.e.,

$$
\sup _{\mathbb{P} \in \mathcal{P}_{I}} \mathbb{E}_{\mathbb{P}}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]=\mathbb{P}_{0}-\mathrm{CVaR}_{1-\varepsilon}(Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})):=\min _{\beta}\left\{\beta+\frac{1}{\varepsilon} \mathbb{E}_{\mathbb{P}_{0}}\left[(Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})-\beta)_{+}\right]\right\} .
$$

Compared with FCVaR, CVaR takes the conditional expectation of unfavorable scenarios. This further demonstrates the non-robustness of DRO models in the existence of outliers. On the other hand, applying the DFO framework can circumvent these outliers. Thus, we remark that FCVaR can be more meaningful and ideal than CVaR in the presence of outliers.

Note that the connection between FCVaR and LTS motivates us to consider the other two alternatives based on the robust statistics in Section 2.1. For example, instead of using LTS, we can use Winsorized approach, e.g., replacing the recourse function values of unfavorable scenarios with the $(1-\varepsilon)$-quantile $\operatorname{VaR}_{1-\varepsilon}(\cdot)$. Similarly, we can also consider the Huber-skip method. That is, we can specify an allowable upper bound for the recourse function value and replace the recourse function value with this bound if going beyond.
Alternative I. Winsorized CVaR. Winsorized CVaR, denoted as WCVaR, is the weighted average between FCVaR and VaR, providing a reasonable estimate of the central tendency of the objective value. Notably, the WCVaR admits the following form:

$$
\begin{equation*}
\mathbb{P}_{0}-\mathrm{WCVaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}}):=(1-\varepsilon) \mathbb{P}_{0}-\mathrm{FCVaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})+\varepsilon \mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}}) \tag{2.5}
\end{equation*}
$$

for a given random variable $\tilde{\boldsymbol{X}}$. As explained in Section 2, the WCVaR admits a DFO interpretation. An interesting side product is that if we choose a penalty function to be $\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})$, then WCVaR recovers the two-stage chance constrained program studied in [42].

Alternative II. Huber-skip CVaR. The Huber-skip CVaR, denoted as HCVaR, is to compute the expectation of the minimum of the recourse function value and a given upper bound $H$, i.e.,

$$
\begin{equation*}
\mathbb{P}_{0}-\operatorname{HCVaR}(\tilde{\boldsymbol{X}}, H):=\mathbb{E}_{\mathbb{P}_{0}}[\min \{\tilde{\boldsymbol{X}}, H\}] . \tag{2.6}
\end{equation*}
$$

As explained in Section 2, the HCVaR admits a DFO interpretation. Notice that a proper choice of the value $H$ decides the quality of Huber-skip CVaR (see, e.g., [29]). We also remark that if we let $H$ be $\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\cdot)$, then HCVaR (2.6) and WCVaR (2.5) coincide.

The following Example 3 and Example 4 illustrate the differences among VaR, CVaR, FCVaR, WCVaR, HCVaR, and the conventional expectation. We see that compared with CVaR, the proposed methods based on DFO (i.e., FCVaR, WCVaR, and HCVaR) can serve as better alternatives to the expectation, especially when the stochastic recourse function may not be integrable.

Example 3. Let us assume $\tilde{\boldsymbol{X}}$ to be a truncated Cauchy distribution $\mathbb{P}_{0}$ with a probability density function $f(x):=2 /\left(\pi\left(1+x^{2}\right)\right), x \geq 0$. For the demonstration purpose, we let $\varepsilon=0.1$. Then, we are able to compute the values of $\mathbb{P}_{0}-\mathrm{FCVaR}_{1-\varepsilon}, \mathbb{P}_{0}-\mathrm{WCVaR}_{1-\varepsilon}, \mathbb{P}_{0}-\mathrm{VaR}_{1-\varepsilon}$, and $\mathbb{P}_{0}-\mathrm{HCVaR}(\cdot, H)$ with $H=3$, while the expectation and $\mathbb{P}_{0}-\mathrm{CVaR}_{1-\varepsilon}$ do not exist. Please see Figure 4 for an illustration.


Fig. 4: Illustration of Expectation, FCVaR, WCVaR, HCVaR, VaR, and CVaR with Truncated Cauchy Distribution.

Example 4. Let us assume $\tilde{\boldsymbol{X}}$ to be a truncated Gaussian distribution $\mathbb{P}_{0}$ with a probability density function $f(x):=\sqrt{2 / \pi} \exp \left(-x^{2} / 2\right), x \geq 0$. For the demonstration purpose, we let $\varepsilon=0.10$. Then, we are able to find the value of expectation, $\mathbb{P}_{0}-\mathrm{CVaR}_{1-\varepsilon}, \mathbb{P}_{0}-\mathrm{FCVaR}_{1-\varepsilon}, \mathbb{P}_{0}-\mathrm{WCVaR}_{1-\varepsilon}, \mathbb{P}_{0}-\mathrm{VaR}_{1-\varepsilon}$, and $\mathbb{P}_{0}-\operatorname{HCVaR}(\cdot, H)$ with $H=2$, which are illustrated in Figure 5.


Fig. 5: Illustration of Expectation (solid line), FCVaR, WCVaR, HCVaR, VaR, and CVaR with Truncated Gaussian Distribution.

Next, we apply DFO (i.e., FCVaR, WCVaR, and HCVaR) in the two-stage stochastic programs without relatively complete recourse.
2.3 Two-stage Stochastic Programs without Relatively Complete Recourse. Motivated from the examples in Section 1.1, this subsection focuses on a two-stage stochastic program, which, in general, is defined as

$$
\begin{equation*}
\min _{\boldsymbol{x} \in \mathcal{X}} \boldsymbol{c}^{\top} \boldsymbol{x}+\mathbb{E}_{\mathbb{P}_{0}}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})], \tag{2.7a}
\end{equation*}
$$

where for a realization $\boldsymbol{\xi}$ of $\tilde{\boldsymbol{\xi}}$, the recourse function $Q(\boldsymbol{x}, \boldsymbol{\xi})$ is defined as

$$
\begin{equation*}
Q(\boldsymbol{x}, \boldsymbol{\xi})=\inf _{\boldsymbol{y} \in \mathcal{Y}}\left[\left(\boldsymbol{Q} \boldsymbol{\xi}_{q}+\boldsymbol{q}\right)^{\top} \boldsymbol{y}: \boldsymbol{T}(\boldsymbol{x}) \boldsymbol{\xi}_{T}+\boldsymbol{\xi}_{W} \boldsymbol{y} \geq \boldsymbol{h}(\boldsymbol{x})\right] \tag{2.7b}
\end{equation*}
$$

where $\boldsymbol{y}$ denotes the wait-and-see decisions in the second-stage problem, $\boldsymbol{Q}: \mathbb{R}^{n_{2} \times m_{1}}, \boldsymbol{T}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{\ell \times m_{2}}$ and $\boldsymbol{h}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{\ell}$ represent the technology affine mapping and the right-hand-side affine mapping, separately, and $\boldsymbol{\xi}=\left(\boldsymbol{\xi}_{q}, \boldsymbol{\xi}_{T}, \boldsymbol{\xi}_{W}\right) \in \mathbb{R}^{m_{1}} \times \mathbb{R}^{m_{2}} \times \mathbb{R}^{\ell \times n_{2}}, \boldsymbol{q} \in \mathbb{R}^{n_{2}}$. Set $\mathcal{Y} \subseteq \mathbb{R}^{n_{2}}$ denotes the constraints for $\boldsymbol{y}$, e.g., the
boundary constraints of the wait-and-see decisions. In this section, we assume that the set $\mathcal{Y}$ is compact and nonempty, which ensures that $\inf _{\boldsymbol{y} \in \mathcal{Y}}\left[\left(\boldsymbol{Q} \tilde{\boldsymbol{\xi}}_{q}+\boldsymbol{q}\right)^{\top} \boldsymbol{y}\right]>-\infty$ almost surely. Following the discussions in Section 2.2 , we apply DFO to select favorable scenarios, where the distributionally favorable counterpart of the two-stage programs is defined in (1.2) and $Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})$ is defined in (2.7b).

Suppose that the empirical distribution $\widehat{\mathbb{P}}$ of the second-stage problem consists of $N$ i.i.d. samples $\left\{\widehat{\boldsymbol{\xi}}^{i}\right\}_{i \in[N]}$ and assume $N \varepsilon$ is an integer, we apply FCVaR to the second-stage problem to focus on some favorable scenarios. This leads to the following favorable two-stage stochastic problem, which can be written as

$$
\begin{equation*}
v^{*}=\min _{\boldsymbol{x} \in \mathcal{X}, \boldsymbol{z}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\frac{1}{N-N \varepsilon} \sum_{i \in[N]} z_{i} Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right): \sum_{i \in[N]} z_{i}=N-N \varepsilon, \boldsymbol{z} \in\{0,1\}^{N}\right\} \tag{2.8}
\end{equation*}
$$

where we assume that $\infty \times 0=0$. In problem (2.8), for each $i \in[N]$, the product $z_{i} Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)$ can be represented as the following MILP

$$
\begin{equation*}
z_{i} Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)=\min _{\boldsymbol{y}^{i} \in \mathcal{Y}}\left[\left(\boldsymbol{Q} \widehat{\boldsymbol{\xi}}_{q}^{i}+\boldsymbol{q}\right)^{\top} \boldsymbol{y}^{i}-L_{i}\left(1-z_{i}\right): \boldsymbol{T}(\boldsymbol{x}) \widehat{\boldsymbol{\xi}}_{T}^{i}+\widehat{\boldsymbol{\xi}}_{W}^{i} \boldsymbol{y}^{i} \geq \boldsymbol{h}(\boldsymbol{x})-\boldsymbol{M}^{i}\left(1-z_{i}\right)\right] . \tag{2.9}
\end{equation*}
$$

Above, $\boldsymbol{M}^{i}$ is a vector of large numbers for each $i \in[N]$, and can be computed as

$$
M_{j}^{i} \geq \max _{\boldsymbol{x} \in \mathcal{X}, \boldsymbol{y}^{i} \in \mathcal{Y}} h_{j}(\boldsymbol{x})-\left(\boldsymbol{T}(\boldsymbol{x}) \widehat{\boldsymbol{\xi}}_{T}^{i}+\widehat{\boldsymbol{\xi}}_{W}^{i} \boldsymbol{y}^{i}\right)_{j}
$$

for each $j \in[\ell]$ and $i \in[N]$, and $L_{i}$ is the value of the trivial second-stage problem $L_{i}:=\inf _{\boldsymbol{y}^{i} \in \mathcal{Y}}\left[\left(\boldsymbol{Q} \widehat{\boldsymbol{\xi}_{q}^{i}}+\right.\right.$ $\left.\boldsymbol{q})^{\top} \boldsymbol{y}^{i}\right]>-\infty$ for each $i \in[N]$.

The purpose of using $\boldsymbol{z}$ variables in the constraints of the second-stage problem (2.8) is to resolve the infeasibility issue and to ensure that the second-stage problem is solvable. For example, when the secondstage problem is infeasible, then $z_{i}=0$, and the only non-trivial constraint is the boundary constraint, i.e., $\boldsymbol{y}^{i} \in \mathcal{Y}$. However, the big-M coefficients $\left\{\boldsymbol{M}^{i}\right\}_{i \in[N]}$ are not easy to derive and can be very large. Thus, we further explore the structure of the problem and discuss sufficient conditions under which we can obtain the big-M free formulations. That is, we show that under some conditions, we can represent the bilinear terms $\left\{z_{i} Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)\right\}_{i \in[N]}$ in problem (2.8) using the big-M free formulations.

Theorem 2.2. Suppose that the set $\mathcal{Y}:=\{\boldsymbol{y}: \boldsymbol{D} \boldsymbol{y} \geq \boldsymbol{d}, \boldsymbol{y} \geq \mathbf{0}\}$ and $\boldsymbol{T}(\boldsymbol{x})=\widehat{\boldsymbol{T}}_{1} \boldsymbol{x} \otimes \mathbf{e}+\widehat{\boldsymbol{T}}_{2}, \boldsymbol{h}(\boldsymbol{x})=\widehat{\boldsymbol{H}} \boldsymbol{x}+\widehat{\boldsymbol{h}}$, $\widehat{\boldsymbol{T}}_{1} \in \mathbb{R}^{\ell \times n}, \widehat{\boldsymbol{T}}_{2} \in \mathbb{R}^{\ell \times m_{2}}, \widehat{\boldsymbol{H}} \in \mathbb{R}^{\ell \times n}, \widehat{\boldsymbol{h}} \in \mathbb{R}^{\ell}$, vector $\mathbf{0}$ is contained in the polyhedron $\left\{\boldsymbol{y}^{i}: \widehat{\boldsymbol{T}}_{1} \boldsymbol{x} \otimes \mathbf{e}_{T}^{i}+\right.$ $\left.\widehat{\boldsymbol{\xi}}_{W}^{i} \boldsymbol{y}^{i}-\widehat{\boldsymbol{H}} \boldsymbol{x} \geq \mathbf{0}\right\}$ for each $\boldsymbol{x} \in \mathcal{X}$ and $i \in[N]$, and $\boldsymbol{Q} \widehat{\boldsymbol{\xi}}_{q}^{i}+\boldsymbol{q} \geq \mathbf{0}$ for all $i \in[N]$. Then, the favorable two-stage stochastic problem (2.8) is equivalent to

$$
\begin{equation*}
v^{*}=\min _{\boldsymbol{x} \in \mathcal{X}, \boldsymbol{z}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\frac{1}{N-N \varepsilon} \sum_{i \in[N]} \widehat{Q}\left(\boldsymbol{x}, z_{i}, \widehat{\boldsymbol{\xi}}^{i}\right): \sum_{i \in[N]} z_{i} \geq N-N \varepsilon, \boldsymbol{z} \in\{0,1\}^{N}\right\} \tag{2.10}
\end{equation*}
$$

where $\widehat{Q}\left(\boldsymbol{x}, z_{i}, \widehat{\boldsymbol{\xi}}^{i}\right)=z_{i} Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)$ and

$$
\widehat{Q}\left(\boldsymbol{x}, z_{i}, \widehat{\boldsymbol{\xi}}^{i}\right)=\min _{\boldsymbol{y}^{i} \geq \mathbf{0}}\left\{\left(\boldsymbol{Q} \widehat{\boldsymbol{\xi}}_{q}^{i}+\boldsymbol{q}\right)^{\top} \boldsymbol{y}^{i}: \widehat{\boldsymbol{T}}_{1} \boldsymbol{x} \otimes \mathbf{e} \widehat{\boldsymbol{\xi}}_{T}^{i}+\widehat{\boldsymbol{\xi}}_{W}^{i} \boldsymbol{y}^{i}-\widehat{\boldsymbol{H}} \boldsymbol{x} \geq\left[\widehat{\boldsymbol{h}}-\widehat{\boldsymbol{T}}_{2} \widehat{\boldsymbol{\xi}}_{T}^{i}\right] z_{i}, \boldsymbol{D} \boldsymbol{y}^{i} \geq \boldsymbol{d} z_{i}\right\} .
$$

Proof. In problem (2.10), we first consider $z_{i}=0$. Since the vector $\mathbf{0}$ is contained in the polyhedron $\left\{\boldsymbol{y}^{i}: \widehat{\boldsymbol{T}}_{1} \boldsymbol{x} \otimes \mathbf{e} \widehat{\boldsymbol{\xi}}_{T}^{i}+\widehat{\boldsymbol{\xi}}_{W}^{i} \boldsymbol{y}^{i}-\widehat{\boldsymbol{H}} \boldsymbol{x} \geq \mathbf{0}\right\}$ for each $\boldsymbol{x} \in \mathcal{X}$ and $i \in[N]$, then the optimal value of the second-stage problem $\widehat{Q}\left(\boldsymbol{x}, z_{i}, \widehat{\boldsymbol{\xi}}^{i}\right)$ is 0 , which is as the same as the value of $z_{i} Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)$. If $z_{i}=1$, then $\widehat{Q}\left(\boldsymbol{x}, z_{i}, \widehat{\boldsymbol{\xi}}^{i}\right)$ is identical to $Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)$.

Notice that there is no big-M coefficient in the formulation (2.10) and we use the following example to illustrate Theorem 2.2.

Example 5. Let us consider a two-stage resource planning (TRP) problem, which consists of a set of resources (e.g., server types), denoted by $s \in[n]$, that can be used to meet the demand of a set of customer types, denoted by $j \in\left[n_{1}\right]$. Note that similar problems have been studied in many works (see, e.g., $[14,42,43])$. Following the notation, the TRP problem can be formulated as

$$
\begin{equation*}
\min _{\boldsymbol{x} \geq \mathbf{0}, \boldsymbol{z}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\frac{1}{N-N \varepsilon} \sum_{i \in[N]} z_{i} Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right): \sum_{i \in[N]} z_{i} \geq N-N \varepsilon, \boldsymbol{z} \in\{0,1\}^{N}\right\} \tag{2.11a}
\end{equation*}
$$

where for a random $\widehat{\boldsymbol{\xi}}^{i}=\left(\boldsymbol{q}^{i}, \boldsymbol{p}^{i}, \boldsymbol{u}^{i}, \boldsymbol{\lambda}^{i}\right)$,

$$
\begin{equation*}
Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)=\min _{\boldsymbol{y}^{i} \geq \mathbf{0}}\left\{\sum_{s \in[n]} \sum_{j \in\left[n_{1}\right]} q_{s j}^{i} y_{s j}^{i}: \sum_{j \in\left[n_{1}\right]} y_{s j}^{i} \leq p_{s}^{i} x_{s}, \forall s \in[n], \sum_{s \in[n]} u_{s j}^{i} y_{s j}^{i} \geq \lambda_{j}^{i}, \forall j \in\left[n_{1}\right]\right\} \tag{2.11b}
\end{equation*}
$$

In this model, $c_{s}$ represents the unit cost of resource $s \in[n]$. For each $s \in[n]$, variable $x_{s}$ denotes the amount of resource $s$ to purchase and for $s \in[n]$ and $j \in\left[n_{1}\right]$, variable $y_{s j}$ represents the allocation amount of resource $s$ to customer type $j$. Parameters $\tilde{\boldsymbol{q}}, \tilde{\boldsymbol{p}}, \tilde{\boldsymbol{u}}, \tilde{\boldsymbol{\lambda}}$ are random, where $\tilde{q}_{s j}$ represents the random cost of allocating resource $s \in[n]$ to customer type $j \in\left[n_{1}\right], \tilde{p}_{s}$ represents the random utilization rate of resource $s \in[n], \tilde{u}_{s j}$ represents the random service rate of resource $s \in[n]$ for customer type $j \in\left[n_{1}\right]$ and $\tilde{\lambda}_{j}$ is the random demand of customer type $j \in\left[n_{1}\right]$.

Note that the TRP (2.11a) is a two-stage stochastic program without relatively complete recourse. Besides, when $\lambda_{j}^{i}=\lambda_{j}^{i} z_{i}$ with $z_{i}=0$ for each $j \in\left[n_{1}\right]$ and $i \in[N]$, for any $\boldsymbol{x} \geq \mathbf{0}, \boldsymbol{y}^{i}=\mathbf{0}$ is always feasible to (2.11b) for each $i \in[N]$. Hence, we can apply the result in Theorem 2.2. Using the binary variables $\boldsymbol{z}$, we can rewrite the bilinear term as
(2.11c) $z_{i} Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)=\min _{\boldsymbol{y}^{i} \geq \mathbf{0}}\left\{\sum_{s \in[n]} \sum_{j \in\left[n_{1}\right]} q_{s j}^{i} y_{s j}^{i}: p_{s}^{i} x_{s}-\sum_{j \in\left[n_{1}\right]} y_{s j}^{i} \geq 0, \forall s \in[n], \sum_{s \in[n]} u_{s j}^{i} y_{s j}^{i} \geq \lambda_{j}^{i} z_{i}, \forall j \in\left[n_{1}\right]\right\}$.

Thus, we arrive at a big-M free formulation for (2.11a).
As a direct corollary of Theorem 2.2, we can provide big-M free formulations for the Winsorized CVaR and the Huber-skip CVaR type of the two-stage problem.

Corollary 2.3. Under the same assumptions as in Theorem 2.2:
(i) favorable two-stage stochastic program (2.8) with WCVaR admits the following formulation

$$
\min _{\substack{\boldsymbol{x} \in \mathcal{X}, \boldsymbol{z} \in\{0,1\}^{N}}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\frac{1}{N} \sum_{i \in[N]} z_{i} Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)+\eta \varepsilon: \begin{array}{l}
\eta \geq z_{i} Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)+\left(1-z_{i}\right) L_{i}, \forall i \in[N],  \tag{2.12a}\\
\sum_{i \in[N]} z_{i} \geq N-N \varepsilon
\end{array}\right\}
$$

where $L_{i}$ denotes the value of the trivial second-stage problem $L_{i}:=\inf _{\boldsymbol{y}^{i} \in \mathcal{Y}}\left[\left(\boldsymbol{Q} \widehat{\boldsymbol{\xi}_{q}^{i}}+\boldsymbol{q}\right)^{\top} \boldsymbol{y}^{i}\right]>-\infty$ for each $i \in[N]$;
(ii) favorable two-stage stochastic program (2.8) with HCVaR admits the following formulation

$$
\begin{equation*}
\min _{\boldsymbol{x} \geq \mathbf{0}, \boldsymbol{z} \in\{0,1\}^{N}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\frac{1}{N} \sum_{i \in[N]}\left(z_{i} Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)+\left(1-z_{i}\right) H\right)\right\} \tag{2.12b}
\end{equation*}
$$

where $H$ denotes the preset upper bound of the second-stage problem.
Notice that the bilinear terms $\left\{z_{i} Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)\right\}_{i \in[N]}$ in (2.12a) and (2.12b) can be linearized by applying the result in (2.9) or using Theorem 2.2.
We remark that we show the strength of these big-M free formulations in the numerical study section.
3 Decision Outlier Robustness. To provide an effective means of evaluating the performance of DFO models, we first review the definition of "outlier robust" in the statistical robustness. In light of its drawbacks, we propose the notion of "decision outlier robust" to address these limitations in evaluating DFO models.
3.1 Counterexamples that Some Well-known Robust Statistics May Not Have Bounded Influence Curve. In statistical robustness (see the details in [24, 45]), if the influence curve of a statistic estimator is bounded, then that estimator is called "outlier robust." Let $\mathbb{P}_{0}$ denote the reference probability measure of $\tilde{\boldsymbol{\xi}}$ and $\delta_{\boldsymbol{\xi}^{o}}$ is the Dirac measure for the perturbation data $\boldsymbol{\xi}^{o} \in \operatorname{supp}\left(\mathbb{P}_{0}\right)$. For any decision $\boldsymbol{x} \in \mathcal{X}$ with corresponding function values $Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})$, the statistic estimator $\mathbb{P}_{0}-T(\cdot)$ is "outlier robust" if the following condition is satisfied:

$$
\begin{equation*}
\lim _{\gamma \rightarrow 0} \frac{1}{\gamma}\left[\left[(1-\gamma) \mathbb{P}_{0}+\gamma \delta_{\boldsymbol{\xi}^{\circ}}\right]-T(Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}}))-\mathbb{P}_{0}-T(Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}}))\right]<\infty \tag{3.1}
\end{equation*}
$$

Then, based on condition (3.1), we first illustrate that $\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}\{Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})\}$ (i.e., a quantile) may not be outlier robust.

Example 6. Suppose $\mathbb{P}_{0}\left\{\tilde{\boldsymbol{\xi}}: \tilde{\boldsymbol{\xi}}=\boldsymbol{\xi}^{i}\right\}=1 / N$ for each $i \in[N]$ and the perturbation $Q\left(\boldsymbol{x}, \boldsymbol{\xi}^{o}\right)$, $\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}\{Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})\}$ is "outlier robust" if the condition (3.1) is satisfied. Suppose $\bar{\varepsilon}=0.1, N=10 \bar{N}$, $\bar{N}=10$, and $Q\left(\boldsymbol{x}, \boldsymbol{\xi}^{j}\right)=i$ for each $j \in[10(i-1)+1,10 i]$ and $i \in[\bar{N}]$ and $Q\left(\boldsymbol{x}, \boldsymbol{\xi}^{o}\right)=\bar{N}+1$. When $\gamma \rightarrow 0$,

$$
\left[(1-\gamma) \mathbb{P}_{0}+\gamma \delta_{\boldsymbol{\xi}^{o}}\right]-\operatorname{VaR}_{1-\varepsilon}\{Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})\}=\bar{N}
$$

and $\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}\{Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})\}=\bar{N}-1$. Then, condition (3.1) is simplified as

$$
\lim _{\gamma \rightarrow 0} \frac{1}{\gamma}[\bar{N}-(\bar{N}-1)]=\infty
$$

which shows that $\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}\{Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})\}$ may not be outlier robust.
Under the similar setting of Example 6, we can show that $\mathbb{P}_{0}-\operatorname{FCVaR}_{1-\varepsilon}\{Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})\}$ (i.e., LTS) may not be outlier robust.

Example 7. Suppose $\mathbb{P}_{0}\left\{\tilde{\boldsymbol{\xi}}: \tilde{\boldsymbol{\xi}}=\boldsymbol{\xi}^{i}\right\}=1 / N$ for each $i \in[N]$ and the perturbation $Q\left(\boldsymbol{x}, \boldsymbol{\xi}^{o}\right)$, $\mathbb{P}_{0}-\mathrm{FCVaR}_{1-\varepsilon}\{Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})\}$ is "outlier robust" if the condition (3.1) is satisfied. Suppose $\varepsilon=0.1, N=10 \bar{N}$, $\bar{N}=10$, and $Q\left(\boldsymbol{x}, \boldsymbol{\xi}^{j}\right)=i$ for each $j \in[10(i-1)+1,10 i]$ and $i \in[\bar{N}]$ and $Q\left(\boldsymbol{x}, \boldsymbol{\xi}^{o}\right)=\bar{N}+1$. Then, when $\gamma \rightarrow 0$, condition (3.1) is simplified as

$$
\lim _{\gamma \rightarrow 0} \frac{1}{\gamma} \frac{1}{1-\varepsilon}\left[\frac{\bar{N}(\bar{N}+1)}{2 \bar{N}}-\frac{\bar{N}(\bar{N}-1)}{2 \bar{N}}\right]=\infty
$$

which demonstrates that $\mathbb{P}_{0}-\mathrm{FCVaR}_{1-\varepsilon}\{Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})\}$ may not be outlier robust.
The notion of the influence curve has the following two major drawbacks: (i) it focuses on the smoothness of a favorable measure (i.e., a robust statistic), which is quite restrictive; for instance, neither quantiles nor LTS can be well explained due to their nonsmooth nature under a discrete reference distribution (e.g., Example 6). However, in many decision-making problems, the objective function may not be necessarily smooth (e.g., two-stage stochastic integer programming studied in [2]); and (ii) it requires a known reference distribution, which may not be a case in the ambiguity set $\mathcal{P}$ (e.g., a moment ambiguity set). Thus, the influence curve is not appropriate to analyze the outlier robustness of DFO.
3.2 Decision Outlier Robustness. To remedy the issues mentioned in the previous subsection, this subsection proposes a generic way to properly evaluate the decision outlier robustness of a DFO model, motivated by the influence curve from robust statistics. We first define the notion of an unamenable decision.

Definition 3.1. For a reference distribution $\mathbb{P}_{0}$, a decision $\boldsymbol{x} \in \mathcal{X}$ is an "unamenable decision" when there exists an outlier $\boldsymbol{\xi}^{o} \in \operatorname{supp}\left(\mathbb{P}_{0}\right)$ such that the recourse function $Q\left(\boldsymbol{x}, \boldsymbol{\xi}^{o}\right)=+\infty$. The collection of such unamenable decisions is denoted by set $\widehat{\mathcal{X}}$.
Note that the set of unamenable decisions $\widehat{\mathcal{X}}$ is associated with a reference distribution $\mathbb{P}_{0}$. Now we are ready to introduce the notion of "decision outlier robust," which mainly focuses on unamenable decisions with the reference distribution $\mathbb{P}_{0}$. In this section, we mainly focus on stochastic programs with unamenable decisions.

DEfinition 3.2. The DFO (1.2) is called "decision outlier robust" when the following condition is satisfied:

$$
\begin{equation*}
\inf _{\mathbb{P} \in \mathcal{P}}\left[(1-\gamma) \mathbb{E}_{\mathbb{P}}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]+\gamma Q\left(\boldsymbol{x}, \boldsymbol{\xi}^{o}\right) \mathbb{I}\left(\boldsymbol{\xi}^{o} \in \operatorname{supp}(\mathbb{P})\right)\right]<\infty \tag{3.2a}
\end{equation*}
$$

for each unamenable decision $\boldsymbol{x} \in \widehat{\mathcal{X}}$, each outlier $\boldsymbol{\xi}^{o} \in \operatorname{supp}\left(\mathbb{P}_{0}\right)$, and for any $\gamma \in[0,1]$. Here, we let $\infty \times 0=0$.
Note that condition (3.2a) can also be equivalently written as

$$
\begin{equation*}
\inf _{\mathbb{P} \in \mathcal{P}}\left[(1-\gamma) \mathbb{E}_{\mathbb{P}}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]+\gamma \operatorname{ess} . \sup _{\mathbb{P}}\{Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})\}\right]<\infty \tag{3.2b}
\end{equation*}
$$

which implies that by adjusting the probability measure $\mathbb{P}$, a DFO model is decision outlier robust if there exists one probability measure $\mathbb{P}$ such that the left-hand side of condition (3.2b) is bounded. We make the following remarks about Definition 3.2.
(i) In Definition 3.2, for the DFO (1.2) to be decision outlier robust, there exists a probability measure $\mathbb{P} \in \mathcal{P}$ such that an unamenable decision for any mixture distribution of $\mathbb{P}$ and a Dirac measure on an outlier $\boldsymbol{\xi}^{o} \in \operatorname{supp}(\mathbb{P})$ yields a bounded objective function value. This should hold for any unamenable
decision $\boldsymbol{x} \in \widehat{\mathcal{X}}$.
(ii) The purpose of introducing the decision outlier robustness concept is to resolve all issues from the influence curve in the theoretical perspective.
(iii) Although it may require the unamenable decision set beforehand, in practice, one can simply check all the decisions. Besides, the results in Proposition 3.3 can further help simplify the verification process.

Proposition 3.3. The following statements hold:
(i) The $D F O$ (1.2) is decision outlier robust if for any unamenable decision $\boldsymbol{x} \in \widehat{\mathcal{X}}$, there exists a probability measure $\mathbb{P} \in \mathcal{P}$ such that $\mathbb{E}_{\mathbb{P}}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]<\infty$; and
(ii) The DFO (1.2) is not decision outlier robust if there exists an unamenable decision $\boldsymbol{x} \in \widehat{\mathcal{X}}$ with its outlier $\boldsymbol{\xi}^{o}$ such that $Q\left(\boldsymbol{x}, \boldsymbol{\xi}^{o}\right)=\infty$ and for any probability measure $\mathbb{P} \in \mathcal{P}$, we have $\boldsymbol{\xi}^{o} \in \operatorname{supp}(\mathbb{P})$.
The proof of Proposition 3.3 follows directly from Definition 3.2 and thus is omitted.
Using Proposition 3.3, we can immediately demonstrate that the expectation operator with a singleton ambiguity set $\mathcal{P}$ is not decision outlier robust.

Corollary 3.4. Suppose $\mathcal{P}$ is a singleton, and there exists an unamenable decision $\boldsymbol{x} \in \mathcal{X}$. Then, the corresponding DFO, i.e., a regular stochastic program without relatively complete recourse, is not decision outlier robust.

Proof. Suppose that $\mathcal{P}=\left\{\mathbb{P}_{0}\right\}$. Since there exists an unamenable decision $\boldsymbol{x} \in \mathcal{X}$, according to Definition 3.1, there exists an outlier $\boldsymbol{\xi}^{o} \in \operatorname{supp}\left(\mathbb{P}_{0}\right)$ with $Q\left(\boldsymbol{x}, \boldsymbol{\xi}^{o}\right)=\infty$. Using part (ii) of Proposition 3.3, we know that the corresponding DFO is not decision outlier robust.

Therefore, without relatively complete recourse, simply taking the expectation with respect to a particular distribution (i.e., sticking to a singleton ambiguity set) may not be ideal (see the discussions in Example 2). A richer and nontrivial ambiguity set is more desirable and is demonstrated in the following subsections.

Moreover, we show that the DFO framework (1.4b) (i.e., the corresponding chance constrained program) is decision outlier robust. In contrast, the robust optimization framework (1.4a) may not be when there are unamenable decisions.

THEOREM 3.5. Suppose that the unamenable decision set $\widehat{\mathcal{X}}$ is non-empty and for any $\boldsymbol{x} \in \widehat{\mathcal{X}}$, we have $\mathbb{P}_{0}\{\tilde{\boldsymbol{\xi}}: G(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})>0\} \leq \varepsilon$, where $\mathbb{P}_{0}$ denotes the reference distribution and function $G(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})$ is measurable for any $\boldsymbol{x} \in \mathcal{X}$. Then, the DFO (1.4b) is decision outlier robust, while the robust optimization (1.4a) is not.

Proof. We split the proof into two parts by checking the DFO (1.4b) and the robust optimization framework (1.4a) separately.
Part I. According to Proposition 3.3, for the DFO framework (1.4b), it is sufficient to show that for any unamenable decision $\boldsymbol{x} \in \widehat{\mathcal{X}}$, there exists a probability measure $\mathbb{P}^{*} \in \mathcal{P}_{I}$ such that $\mathbb{E}_{\mathbb{P}}[\mathbb{I}(G(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})>0)] \leq 0$ and $\mathbb{P}^{*}\{\tilde{\boldsymbol{\xi}}: G(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})>0\}=0$.

Let us denote set $\mathcal{U}_{1}=\{\boldsymbol{\xi}: G(\boldsymbol{x}, \boldsymbol{\xi}) \leq 0\}$, which is measurable (see, e.g., proposition 1 in section 3.1 of [59]). According to our presumption, we know that $\mathbb{P}\left\{\mathcal{U}_{1}\right\} \geq 1-\varepsilon$. Now let us construct $\mathbb{P}^{*}(d \boldsymbol{\xi})=$ $\mathbb{P}_{0}(d \boldsymbol{\xi}) / \mathbb{P}_{0}\left\{\mathcal{U}_{1}\right\}$ for each $\boldsymbol{\xi} \in \mathcal{U}_{1}, 0$, otherwise. Note that by our construction, we have $\mathbb{P}^{*}\left(\mathcal{U}_{1}\right)=1,0 \preceq$ $\mathbb{P}^{*} \preceq \mathbb{P}_{0} /(1-\varepsilon)$. Hence, $\mathbb{P}^{*} \in \mathcal{P}_{I}$ and $\mathbb{P}^{*}\left\{\tilde{\boldsymbol{\xi}}: \tilde{\boldsymbol{\xi}}=\boldsymbol{\xi}^{o}\right\}=0$, where the recourse function can be written as $Q\left(\boldsymbol{x}, \boldsymbol{\xi}^{o}\right)=\min \left\{0: G\left(\boldsymbol{x}, \boldsymbol{\xi}^{o}\right)>0\right\}$. On the other hand, we have

$$
\mathbb{E}_{\mathbb{P}^{*}}[\mathbb{I}(G(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})>0)]=1-\mathbb{P}_{0}\left\{\mathcal{U}_{1}\right\} / \mathbb{P}_{0}\left\{\mathcal{U}_{1}\right\}=0, \quad \mathbb{P}^{*}\{\tilde{\boldsymbol{\xi}}: G(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})>0\}=0
$$

This proves that $\mathbb{P}^{*}$ is a desirable probability measure.
Part II. For the robust optimization (1.4a), we have $\mathcal{P}=\left\{\mathbb{P}_{0}\right\}$. According to Proposition 3.3, it is sufficient to show that $G\left(\boldsymbol{x}, \boldsymbol{\xi}^{o}\right)>0$ for some $\boldsymbol{x} \in \widehat{\mathcal{X}}$ and $\boldsymbol{\xi}^{o} \in \operatorname{supp}\left(\mathbb{P}_{0}\right)$, which holds due to our preassumption in Proposition 3.3. This proves that the robust optimization framework (1.4a) may not be decision outlier robust.

We make the following remarks on Theorem 3.5:
(i) The result of Theorem 3.5 implies that the value-of-risk (VaR) can also be decision outlier robust. Moreover, letting $\varepsilon=1 / 2$ in (A.1) shows that the median is also decision outlier robust;
(ii) For general quantiles, the notion of "outlier robust" based on the influence curve from statistical robustness may not work, as implied in Example 6.

Decision Outlier Robustness of FCVaR and Its Alternatives. Next, we prove the decision outlier robustness of the proposed FCVaR and its alternatives.

Theorem 3.6. Suppose that the unamenable decision set $\widehat{\mathcal{X}}$ is non-empty and for any $\boldsymbol{x} \in \widehat{\mathcal{X}}$, there exists an $M \in \mathbb{R}$ such that $\mathbb{P}_{0}\{\tilde{\boldsymbol{\xi}}: Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})>M\} \leq \varepsilon$, where $\mathbb{P}_{0}$ denotes the reference distribution and $\varepsilon \in(0,1)$ and function $Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})$ is measurable for any $\boldsymbol{x} \in \mathcal{X}$. Then $\min _{\boldsymbol{x} \in \mathcal{X}} \mathbb{P}_{0}-\mathrm{FCVaR}_{1-\varepsilon}\{Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})\}$ is decision outlier robust.

Proof. Based on Proposition 3.3, for $\mathbb{P}_{0}-\mathrm{FCVaR}_{1-\varepsilon}\{Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})\}$ defined in (2.3a), it is sufficient to show that for any unamenable decision $\boldsymbol{x} \in \widehat{\mathcal{X}}$, there exists a probability measure $\mathbb{P}^{*} \in \mathcal{P}_{I}$ such that $\mathbb{E}_{\mathbb{P}^{*}}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]<\infty$ and $\mathbb{P}^{*}\{\tilde{\boldsymbol{\xi}}: Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})=\infty\}=0$.

Denote set $\mathcal{U}_{1}=\{\tilde{\boldsymbol{\xi}}: Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}}) \leq M\}$, which is $\mathbb{P}_{0}$-measurable (see, e.g., proposition 1 in section 3.1 of [59]). Given the presumption, we have $\mathbb{P}_{0}\left\{\mathcal{U}_{1}\right\} \geq 1-\varepsilon$. Let us construct $\mathbb{P}^{*}(d \boldsymbol{\xi})=\mathbb{P}_{0}(d \boldsymbol{\xi}) / \mathbb{P}_{0}\left\{\mathcal{U}_{1}\right\}$ for each $\boldsymbol{\xi} \in \mathcal{U}_{1}, 0$, otherwise. Note that by our construction, we have $\mathbb{P}^{*}\left(\mathcal{U}_{1}\right)=1,0 \preceq \mathbb{P}^{*} \preceq \mathbb{P}_{0} /(1-\varepsilon)$ and hence $\mathbb{P}^{*} \in \mathcal{P}_{I}$. On the other hand, we also have

$$
\mathbb{E}_{\mathbb{P}^{*}}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})] \leq M<\infty, \quad \mathbb{P}^{*}\{\tilde{\boldsymbol{\xi}}: Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})=\infty\}=0
$$

This proves that $\mathbb{P}^{*}$ is a desirable probability measure. Hence, $\min _{\boldsymbol{x} \in \mathcal{X}} \mathbb{P}_{0}-\mathrm{FCVaR}_{1-\varepsilon}\{Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})\}$ is decision outlier robust.

We make the following remarks about Theorem 3.6:
(i) The assumption that $\mathbb{P}_{0}\{\tilde{\boldsymbol{\xi}}: Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})>M\} \leq \varepsilon$ is crucial to our analysis, which ensures that $\mathbb{E}_{\mathbb{P}^{*}}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]<\infty$ for some $\mathbb{P}^{*} \in \mathcal{P}_{I}$.
(ii) Similar to the chance constrained program (A.1), when the reference distribution is discrete, outlier robustness using the influence curve may not work based on the explanation in Example 7.
We conclude this section by remarking that the result in Theorem 3.6 can be extended to Winsorized CVaR and Huber-skip CVaR. The proofs are similar and thus are omitted.

Corollary 3.7. Suppose that the unamenable decision set $\widehat{\mathcal{X}}$ is non-empty. For the reference distribution $\mathbb{P}_{0}$ and $\varepsilon \in(0,1)$, we have
(i) the $\min _{\boldsymbol{x} \in \mathcal{X}} \mathbb{P}_{0}-\mathrm{WCVaR}_{1-\varepsilon}\{Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})\}$ is decision outlier robust if for any $\boldsymbol{x} \in \widehat{\mathcal{X}}$, there exists an $M \in \mathbb{R}$ such that $\mathbb{P}_{0}\{\tilde{\boldsymbol{\xi}}: Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})>M\} \leq \varepsilon$; and
(ii) the $\min _{\boldsymbol{x} \in \mathcal{X}} \mathbb{P}_{0}-\operatorname{HCVaR}\{Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}}), H\}$ is decision outlier robust.

The detailed comparisons among FCVaR, WCVaR, and HCVaR can be found in the numerical study section.
4 Achieving Out-of-Sample Performance Guarantees: Worst-case DFO. To effectively use i.i.d. samples to approximate the DFO models and achieve better out-of-sample performance guarantees, in this section, we propose applying data-driven distributional robustness (e.g., type $-\infty$ Wasserstein ambiguity set) to the corresponding DFO models. For the first special case of DFO in Section 1.1 (i.e., a chance constrained program), its worst-case counterpart, known as distributionally robust chance constrained programs (DRCCPs), has previously been investigated in the literature, aiming to attain better out-of-sample performance guarantees under conditions of limited available samples (see more discussions in $[15,25,26,28,37,66,76])$. It is worthy of mentioning that a DRCCP can be viewed as the combination of DFO and DRO, where the underlying chance constrained program aims to reduce the undesirable endogenous outliers and the distributional robustness improves the out-of-sample performances. Hence, to complement the existing results, this section focuses on the other special case of DFO-FCVaR, and studies its worst-case counterpart under the Wasserstein ambiguity set. While, at first glance, the DFO and DRO may seem to behave in opposite directions, in fact, they can be complementary. In an integrated model (the worst-case DFO), DFO and DRO can work together to improve both decision outlier robustness (reduce the effect of endogenous outliers) and out-of-sample performance. By doing so, the integrated model can coordinate the two approaches to achieve better overall performance. Particularly, we study the minimum of the worst-case FCVaR of the form

$$
\begin{equation*}
v_{W}^{*}=\min _{\boldsymbol{x} \in \mathcal{X}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\sup _{\mathbb{P} \in \mathcal{P} W} \mathbb{P}-\mathrm{FCVaR}_{1-\varepsilon}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]\right\}, \tag{4.1}
\end{equation*}
$$

where we focus on type $-\infty$ Wasserstein ambiguity set

$$
\mathcal{P}_{\infty}^{W}=\left\{\mathbb{P}: \mathbb{P}\{\tilde{\boldsymbol{\xi}} \in \mathcal{U}\}=1, W_{\infty}(\mathbb{P}, \widehat{\mathbb{P}}) \leq \theta\right\}
$$

Recall that $\widehat{\mathbb{P}}$ is a discrete empirical reference distribution of random parameters $\tilde{\boldsymbol{\xi}}$ generated by $N$ i.i.d. samples with support $\mathcal{U}$ such that $\widehat{\mathbb{P}}\left\{\tilde{\boldsymbol{\xi}}=\widehat{\boldsymbol{\xi}}^{i}\right\}=1 / N$, i.e., $\widehat{\mathbb{P}}=1 / N \sum_{i \in[N]} \delta_{\widehat{\boldsymbol{\xi}}^{i}}$ and $\delta_{\widehat{\boldsymbol{\xi}}^{i}}$ is the Dirac function that places unit mass on the realization $\tilde{\boldsymbol{\xi}}=\widehat{\boldsymbol{\xi}}^{i}$ for each $i \in[N], \theta \geq 0$ is the Wasserstein radius, and the $\infty$-Wasserstein distance between two probability distributions $\mathbb{P}_{1}, \mathbb{P}_{2}$ with $\ell_{p}$ norm is defined as

$$
W_{\infty}\left(\mathbb{P}_{1}, \mathbb{P}_{2}\right)=\inf \left\{\operatorname{ess} \cdot \sup _{\mathbb{Q}}\left\|\boldsymbol{\xi}^{1}-\boldsymbol{\xi}^{2}\right\|_{p}: \begin{array}{l}
\mathbb{Q} \text { is a joint distribution of } \tilde{\boldsymbol{\xi}}^{1} \text { and } \tilde{\boldsymbol{\xi}}^{2} \\
\text { with marginals } \mathbb{P}_{1} \text { and } \mathbb{P}_{2}, \text { respectively }
\end{array}\right\}
$$

Le $\mathbb{P}^{T}$ be the true distribution of random parameters $\tilde{\boldsymbol{\xi}}$ and let $\widehat{\boldsymbol{x}}^{*}$ denote an optimal solution of the minimum of the worst-case FCVaR (4.1). Motivated by [20], the out-of-sample probability, which is often small, is defined as

$$
\begin{equation*}
\mathbb{P}^{T}\left\{\tilde{\boldsymbol{\xi}}: v_{W}^{*}<\boldsymbol{c}^{\top} \widehat{\boldsymbol{x}}^{*}+\mathbb{P}^{T}-\mathrm{FCVaR}_{1-\varepsilon}\left[Q\left(\widehat{\boldsymbol{x}}^{*}, \tilde{\boldsymbol{\xi}}\right)\right]\right\} . \tag{4.2}
\end{equation*}
$$

That is, it ensures that the probability that the optimal value from the minimum of the worst-case FCVaR (4.1) is smaller than the true objective is small. In the numerical study, we let the probability (4.2) be no larger than $5 \%$.
4.1 Worst-case FCVaR is Equivalent to DRO with Favorable Sample-selection. We first show that the minimum of the worst-case FCVaR (4.1) admits a neat representation.

Theorem 4.1. The minimum of the worst-case FCVaR (4.1) is equivalent to

$$
\begin{equation*}
v_{W}^{*}=\min _{\boldsymbol{x} \in \mathcal{X}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\widehat{\mathbb{P}}-\mathrm{FCVaR}_{1-\varepsilon}[\bar{Q}(\boldsymbol{x}, \widehat{\boldsymbol{\xi}})]\right\} \tag{4.3}
\end{equation*}
$$

where the robustified recourse function is defined as $\bar{Q}(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}):=\max _{\boldsymbol{\xi}}\left\{Q(\boldsymbol{x}, \boldsymbol{\xi}):\|\boldsymbol{\xi}-\widehat{\boldsymbol{\xi}}\|_{p} \leq \theta\right\}$.
Proof. According to the definition of $\mathrm{FCVaR}_{1-\varepsilon}$ (2.2), the minimum of the worst-case FCVaR (4.1) is equivalent to
$\min _{\boldsymbol{x} \in \mathcal{X}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\sup _{\mathbb{P} \in \mathcal{P} W} \mathbb{P}-\mathrm{FCVaR}_{1-\varepsilon}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]\right\}=\min _{\boldsymbol{x} \in \mathcal{X}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\sup _{\mathbb{P} \in \mathcal{P} W} \max _{\beta}\left\{\beta+\frac{1}{1-\varepsilon} \mathbb{E}_{\mathbb{P}}\left[(Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})-\beta)_{-}\right]\right\}\right\}$.
Interchanging the supremum operator and the maximum operator, we have
$\min _{\boldsymbol{x} \in \mathcal{X}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\sup _{\mathbb{P} \in \mathcal{P} \infty} \mathbb{P}-\mathrm{FCVaR}_{1-\varepsilon}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]\right\}=\min _{\boldsymbol{x} \in \mathcal{X}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\max _{\beta} \sup _{\mathbb{P} \in \mathcal{P} \infty}\left\{\beta+\frac{1}{1-\varepsilon} \mathbb{E}_{\mathbb{P}}\left[(Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})-\beta)_{-}\right]\right\}\right\}$.
Recall the following equivalent representation in type $-\infty$ Wasserstein ambiguity set with discrete empirical reference distribution $\widehat{\mathbb{P}}$ and its corresponding random vector $\widehat{\boldsymbol{\xi}}$ (see, e.g., proposition 3 in [9]):

$$
\sup _{\mathbb{P} \in \mathcal{P} W} \mathbb{E}_{\mathbb{P}}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]=\mathbb{E}_{\widehat{\mathbb{P}}}\left[\max _{\boldsymbol{\xi}}\left\{Q(\boldsymbol{x}, \boldsymbol{\xi}):\|\boldsymbol{\xi}-\widehat{\boldsymbol{\xi}}\|_{p} \leq \theta\right\}\right]=\mathbb{E}_{\widehat{\mathbb{P}}}[\bar{Q}(\boldsymbol{x}, \widehat{\boldsymbol{\xi}})]
$$

which implies that

$$
v_{W}^{*}=\min _{\boldsymbol{x} \in \mathcal{X}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\sup _{\mathbb{P} \in \mathcal{P} W} \mathbb{P}-\mathrm{FCVaR}_{1-\varepsilon}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]\right\}=\min _{\boldsymbol{x} \in \mathcal{X}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\max _{\beta}\left\{\beta+\frac{1}{1-\varepsilon} \mathbb{E}_{\widehat{\mathbb{P}}}\left[(\bar{Q}(\boldsymbol{x}, \widehat{\boldsymbol{\xi}})-\beta)_{-}\right]\right\}\right\}
$$

Plugging back the definition of $\mathrm{FCVaR}_{1-\varepsilon}(2.2)$, we have the desired formulation.
It turns out that when $N \varepsilon$ is an integer (this can always be done in practice by carefully choosing the sample size or using bootstrapping), the minimum of the worst-case FCVaR (4.1) in fact can be interpreted as the minimum of the a DRO model with sample-selection Wasserstein ambiguity set, i.e., it both selects the most favorable scenarios and guarantees the out-of-sample performance. The key idea of the sample-selection Wasserstein ambiguity set is to optimally select the most favorable $k:=N-N \varepsilon$ out of $N$ empirical samples and then construct the corresponding Wasserstein ambiguity set based on selected $k$ empirical samples. For example, given a collection $S$ of $k$ samples, we denote its corresponding type $-\infty$ Wasserstein ambiguity set as $\mathcal{P}_{\infty}^{W}(S)$, which is defined as

$$
\mathcal{P}_{\infty}^{W}(S)=\left\{\mathbb{P}: \mathbb{P}\{\tilde{\boldsymbol{\xi}} \in \mathcal{U}\}=1, W_{\infty}(\mathbb{P}, \widehat{\mathbb{P}}(S)) \leq \theta\right\}
$$

Here, $\widehat{\mathbb{P}}(S)$ denotes an equiprobable discrete probability distribution supported on a size- $k$ subset of samples $\left\{\widehat{\boldsymbol{\xi}}^{i}\right\}_{i \in S \subseteq[N]}$ such that $\widehat{\mathbb{P}}\left\{\tilde{\boldsymbol{\xi}}=\widehat{\boldsymbol{\xi}}^{i}\right\}=1 / k$ for $i \in S$. Intuitively, the DRO with sample-selection Wasserstein
ambiguity set can be written as

$$
\begin{equation*}
v_{R}^{*}=\min _{\substack{\boldsymbol{x} \in \mathcal{X}, S \in \mathcal{S}}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\sup _{\mathbb{P} \in \mathcal{P} W(S)} \mathbb{E}_{\mathbb{P}}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]\right\}, \tag{4.4}
\end{equation*}
$$

where $\mathcal{S}$ denotes all the size- $k$ subsets of samples.
Letting the binary variable $z_{i}$ indicate whether the $i$ th sample is selected or not, according to the result in $[9,75]$, under type $-\infty$ Wasserstein ambiguity set, problem (4.4) can be represented as

$$
\begin{equation*}
v_{R}^{*}=\min _{\substack{\boldsymbol{x} \in \mathcal{X}, S \in \mathcal{S}}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\sup _{\mathbb{P} \in \mathcal{P}_{\infty}^{W}(S)} \mathbb{E}_{\mathbb{P}}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]\right\}=\min _{\substack{\boldsymbol{x} \in \mathcal{X}, \boldsymbol{z} \in\{0,1\}^{N}}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\left\{\frac{1}{k} \sum_{i \in[N]} z_{i} \bar{Q}\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right): \sum_{i \in[N]} z_{i}=k\right\}\right\} \tag{4.5}
\end{equation*}
$$

which is exactly the minimum of the worst-case FCVaR. This result is summarized below.
Proposition 4.2. Given that type $-\infty$ Wasserstein ambiguity set is considered and $N \varepsilon$ is an integer, the minimum of the worst-case FCVaR (4.1) is equivalent to the DRO with a favorable sample-selection Wasserstein ambiguity set (4.4), i.e., $v_{W}^{*}=v_{R}^{*}$.
This result shows that applying distributional robustness essentially selects favorable samples optimally, consistent with the findings in the previous sections that are beyond the simple preprocessing and are important to eliminate endogenous outliers.

We note that, because of the translation invariance property, we can shift the first-stage objective function $\boldsymbol{c}^{\top} \boldsymbol{x}$ to the second stage, that is,

$$
\begin{equation*}
\boldsymbol{c}^{\top} \boldsymbol{x}+\widehat{\mathbb{P}}-\mathrm{FCVaR}_{1-\varepsilon}[Q(\boldsymbol{x}, \widehat{\boldsymbol{\xi}})]=\widehat{\mathbb{P}}-\mathrm{FCVaR}_{1-\varepsilon}\left[\boldsymbol{c}^{\top} \boldsymbol{x}+Q(\boldsymbol{x}, \widehat{\boldsymbol{\xi}})\right] \tag{4.6}
\end{equation*}
$$

For ease of notation in the following discussions within this section, we absorb the linear objective function $\boldsymbol{c}^{\top} \boldsymbol{x}$ into the recourse function $Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})$, i.e., we redefine $Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}}):=Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})+\boldsymbol{c}^{\top} \boldsymbol{x}$.
4.2 Confidence Bounds and Decision Outlier Robustness of the Worst-case FCVaR. Given a discrete empirical reference distribution $\widehat{\mathbb{P}}$ generated by $N$ i.i.d. samples of random parameters $\tilde{\boldsymbol{\xi}}$, we proceed in this subsection by comparing the objective value of (4.3) with the optimal value obtained from the true distribution. This analysis further motivates us on how to select the Wasserstein radius $\theta$. Before deriving the confidence bounds, we define the following important quantities. We let $v^{T}$ denote the minimum FCVaR under the true distribution $\mathbb{P}^{T}$, that is,

$$
v^{T}=\min _{\boldsymbol{x} \in \mathcal{X}} \max _{\beta}\left\{\beta+\frac{1}{1-\varepsilon} \mathbb{E}_{\mathbb{P}^{T}}\left[(Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})-\beta)_{-}\right]\right\},
$$

and for any decision $\boldsymbol{x} \in \mathcal{X}$, we let $\beta^{*}(\boldsymbol{x})$ denote an optimal solution of inner maximization, i.e., according to Proposition 2.1, we have $\beta^{*}(\boldsymbol{x})=\mathbb{P}^{T}-\operatorname{VaR}_{1-\varepsilon}\{Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})\}$.

We make the following additional assumptions, which are quite standard in the literature.
Assumption 2. (i) (Truncated Concentration Bound) There exists a positive $\sigma$ such that $\mathbb{E}_{\mathbb{P}^{T}}\left[\exp \left(\left(\left[\left(Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\boldsymbol{x})\right)_{-}\right]-\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\boldsymbol{x})\right)_{-}\right]\right)^{2} / \sigma^{2}\right)\right] \leq e$ a.s. for each $\boldsymbol{x} \in \mathcal{X}$;
(ii) (Lipschitz Continuity of Recourse Function within a Truncated Support) There exists a positive parameter $\Delta_{1}>0$ such that within a $\mathbb{P}^{T}$-measurable set $\widehat{\mathcal{U}}\left(\Delta_{1}\right):=\left\{\boldsymbol{\xi}: Q(\boldsymbol{x}, \boldsymbol{\xi}) \leq \beta^{*}(\boldsymbol{x})+\right.$ $\left.\Delta_{1}\right\}$, the function $Q(\boldsymbol{x}, \boldsymbol{\xi})$ is Lipschitz continuous with respect to both $\boldsymbol{x}$ and $\boldsymbol{\xi}$, i.e., $\mid Q\left(\boldsymbol{x}, \boldsymbol{\xi}^{1}\right)-$ $Q\left(\boldsymbol{y}, \boldsymbol{\xi}^{2}\right) \mid \leq L\left\|\left(\boldsymbol{x}, \boldsymbol{\xi}^{1}\right)-\left(\boldsymbol{y}, \boldsymbol{\xi}^{2}\right)\right\|_{p}$ for all $\boldsymbol{x}, \boldsymbol{y} \in \mathcal{X}, \boldsymbol{\xi}^{1}, \boldsymbol{\xi}^{2} \in \widehat{\mathcal{U}}\left(\Delta_{1}\right) ;$ and
(iii) (Local Smoothness of True Cumulative Distribution Function (CDF) around Quantile $\left.\beta^{*}(\mathbf{x})\right)$ There exist $\Delta_{2}>0$ and $\ell>0$ such that $\mid \mathbb{P}^{T}\left\{\tilde{\boldsymbol{\xi}}: Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}}) \leq \beta^{*}(\boldsymbol{x})+\widehat{\Delta}\right\}-\mathbb{P}^{T}\{\tilde{\boldsymbol{\xi}}: Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}}) \leq$ $\left.\beta^{*}(\boldsymbol{x})\right\}|\geq \ell| \widehat{\Delta} \mid$ for any $\widehat{\Delta} \in\left[-\Delta_{2}, \Delta_{2}\right]$ and for all $\boldsymbol{x} \in \mathcal{X}$.
Note that in Assumption 2, Part (i) is standard in the concentration inequality literature (see, e.g., chapter 2 of [72]). Part (ii) is a common way of addressing the Lipschitz continuity of functions that are smooth within a smaller sub-domain (see more details in [27]). Part (iii) follows from the existing literature on the sample size estimation of the chance constrained programs (see, e.g., [31, 44]), which guarantees that the true underlying distribution has a positive probability density around a neighborhood of the $(1-\varepsilon)$-quantile.

We then develop the non-asymptotic confidence bounds of the minimum of the worst-case FCVaR under type $-\infty$ Wasserstein ambiguity set.

Theorem 4.3. (Confidence Bounds) Suppose that Assumption 2 holds. Then for any given $\widehat{\gamma} \in(0,1)$, we have: (i) $\mathbb{P}^{T}\left\{v_{W}^{*} \leq v^{T}+2 L \theta\right\} \geq 1-\widehat{\gamma}$; and (ii) $\mathbb{P}^{T}\left\{v_{W}^{*} \geq v^{T}-L \theta\right\} \geq 1-\widehat{\gamma}$, where $\theta=\mathcal{O}(1) N^{-1 / 2} \sqrt{n \log \left(\widehat{\gamma}^{-1}\right)}$ for a discrete compact set $\mathcal{X}$, and $\theta=\mathcal{O}(1) N^{-1 / 2} \sqrt{n \log (n N) \log \left(\widehat{\gamma}^{-1}\right)}$ for a general compact set $\mathcal{X}$.

Proof. The proof of Part (ii) is similar to that of Part (i) and thus is omitted. We split the proof into five steps.
Step I. Let us use $v_{N}^{S A A}$ to denote the sampling average approximation (SAA) counterpart of the FCVaR with $N$ i.i.d. samples $\left\{\widehat{\boldsymbol{\xi}}^{i}\right\}_{i \in[N]}$, which admits the following form

$$
v_{N}^{S A A}=\min _{\boldsymbol{x} \in \mathcal{X}} \widehat{\mathbb{P}}-\mathrm{FCVaR}{ }_{1-\varepsilon}[Q(\boldsymbol{x}, \widehat{\boldsymbol{\xi}})]=\min _{\boldsymbol{x} \in \mathcal{X}} \max _{\beta_{N}}\left\{\beta_{N}+\frac{1}{N-N \varepsilon} \sum_{i \in[N]}\left[\left(Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)-\beta_{N}\right)_{-}\right]\right\} .
$$

Under the true distribution $\mathbb{P}^{T}$, let us define the FCVaR with the decision $\boldsymbol{x} \in \mathcal{X}$ as

$$
v^{T}(\boldsymbol{x})=\mathbb{P}^{T}-\operatorname{FCVaR}_{1-\varepsilon}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]=\max _{\beta(\boldsymbol{x})}\left\{\beta(\boldsymbol{x})+\frac{1}{1-\varepsilon} \mathbb{E}_{\mathbb{P}^{T}}\left[(Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})-\beta(\boldsymbol{x}))_{-}\right]\right\} .
$$

Recall that an optimal $\beta^{*}(\boldsymbol{x})=F^{-1}(1-\varepsilon)$, where we let $F(\cdot)$ denote the CDF of random parameter $Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})$ with respect to true distribution $\mathbb{P}^{T}$. We also denote the SAA counterpart as

$$
v_{N}^{S A A}(\boldsymbol{x})=\widehat{\mathbb{P}}-\mathrm{FCVaR}_{1-\varepsilon}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]=\max _{\beta_{N}(\boldsymbol{x})}\left\{\beta_{N}(\boldsymbol{x})+\frac{1}{N-N \varepsilon} \sum_{i \in[N]}\left[\left(Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)-\beta_{N}(\boldsymbol{x})\right)_{-}\right]\right\}
$$

with an optimal $\beta_{N}^{*}(\boldsymbol{x})=F_{N}^{-1}(1-\varepsilon)$, where $F_{N}(\cdot)$ denotes the CDF of random parameter $Q(\boldsymbol{x}, \widehat{\boldsymbol{\xi}})$ with respect to empirical distribution $\widehat{\mathbb{P}}$.

According to Hoeffding's inequality (see, e.g., [30]), for a small $\bar{\Delta}>0$ and $0<\widehat{\Delta}_{N} \leq \Delta_{2}$, we have

$$
\begin{equation*}
\mathbb{P}^{T}\left\{F_{N}\left(\beta^{*}(\boldsymbol{x})+\widehat{\Delta}_{N}\right)-F\left(\beta^{*}(\boldsymbol{x})+\widehat{\Delta}_{N}\right) \geq-\bar{\Delta}\right\} \geq 1-\exp \left\{-2 N \bar{\Delta}^{2}\right\} \tag{4.7a}
\end{equation*}
$$

According to Part (iii) of Assumption 2, for some $\ell>0$, we have

$$
F\left(\beta^{*}(\boldsymbol{x})+\widehat{\Delta}_{N}\right)-F\left(\beta^{*}(\boldsymbol{x})\right) \geq \ell \widehat{\Delta}_{N}
$$

Using this result, inequality (4.7a) implies that

$$
\mathbb{P}^{T}\left\{F_{N}\left(\beta^{*}(\boldsymbol{x})+\widehat{\Delta}_{N}\right) \geq 1-\varepsilon+\ell \widehat{\Delta}_{N}-\bar{\Delta}\right\} \geq 1-\exp \left\{-2 N \bar{\Delta}^{2}\right\}
$$

By letting $\ell \widehat{\Delta}_{N}=\bar{\Delta}$, we have

$$
\mathbb{P}^{T}\left\{F_{N}\left(\beta^{*}(\boldsymbol{x})+\widehat{\Delta}_{N}\right)<1-\varepsilon\right\} \leq \exp \left\{-2 N\left(\ell \widehat{\Delta}_{N}\right)^{2}\right\} .
$$

On the other hand, we have $\mathbb{P}^{T}\left\{F_{N}\left(\beta^{*}(\boldsymbol{x})-\widehat{\Delta}_{N}\right)>1-\varepsilon\right\} \leq \exp \left\{-2 N\left(\ell \widehat{\Delta}_{N}\right)^{2}\right\}$. Then, recall the definitions of $\beta_{N}^{*}(\boldsymbol{x})$ and $\beta^{*}(\boldsymbol{x})$, by simple calculations, we have

$$
\mathbb{P}^{T}\left\{\left|\beta_{N}^{*}(\boldsymbol{x})-\beta^{*}(\boldsymbol{x})\right| \leq \widehat{\Delta}_{N}\right\}=\mathbb{P}^{T}\left\{F_{N}\left(\beta^{*}(\boldsymbol{x})+\Delta\right) \geq 1-\varepsilon, F_{N}\left(\beta^{*}(\boldsymbol{x})-\Delta\right) \leq 1-\varepsilon\right\}
$$

$$
\begin{equation*}
\geq 1-\mathbb{P}^{T}\left\{F_{N}\left(\beta^{*}(\boldsymbol{x})+\widehat{\Delta}_{N}\right)<1-\varepsilon\right\}-\mathbb{P}^{T}\left\{F_{N}\left(\beta^{*}(\boldsymbol{x})-\widehat{\Delta}_{N}\right)>1-\varepsilon\right\} \geq 1-2 \exp \left\{-2 N\left(\ell \widehat{\Delta}_{N}\right)^{2}\right\} \tag{4.7b}
\end{equation*}
$$

Step II. According to Part (ii) of Assumption 2, we have

$$
v_{W}^{*} \leq \min _{\boldsymbol{x} \in \mathcal{X}} \max _{\beta_{N}}\left\{\beta_{N}+\frac{1}{N-N \varepsilon} \sum_{i \in[N]}\left[\left(Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)+\max _{\boldsymbol{\xi}}\left\{L\left\|\boldsymbol{\xi}-\widehat{\boldsymbol{\xi}}^{i}\right\|:\left\|\boldsymbol{\xi}-\widehat{\boldsymbol{\xi}}^{i}\right\|_{p} \leq \theta\right\}-\beta_{N}\right)_{-}\right]\right\} .
$$

Optimizing over $\boldsymbol{\xi}$ and invoking the definition of $v_{N}^{S A A}$, we have

$$
v_{W}^{*} \leq \min _{\boldsymbol{x} \in \mathcal{X}} \max _{\beta_{N}}\left\{\beta_{N}+\frac{1}{N-N \varepsilon} \sum_{i \in[N]}\left[\left(Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)+L \theta-\beta_{N}\right)_{-}\right]\right\} \leq v_{N}^{S A A}+L \theta
$$

Then, it is sufficient to prove

$$
\mathbb{P}^{T}\left\{v_{N}^{S A A} \leq v^{T}+L \theta\right\} \geq 1-\widehat{\gamma}
$$

Step III. Given that the quantile is close to the true quantile (i.e., the inequalities from Step I hold), we derive the bounds of the difference of the objective functions.

There are two subcases to consider: whether $\beta_{N}^{*}(\boldsymbol{x})-\beta^{*}(\boldsymbol{x})$ is negative or not.
Case (a). When $0 \leq \beta_{N}^{*}(\boldsymbol{x})-\beta^{*}(\boldsymbol{x}) \leq \widehat{\Delta}_{N}$, we have

$$
\begin{aligned}
& \beta_{N}^{*}(\boldsymbol{x})-\beta^{*}(\boldsymbol{x})+\frac{1}{N-N \varepsilon} \sum_{i \in[N]}\left[\left[\left(Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{\widehat{ }}\right)-\beta_{N}^{*}(\boldsymbol{x})\right)_{-}\right]-\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\boldsymbol{x})\right)_{-}\right]\right] \\
\leq & \frac{1}{N-N \varepsilon} \sum_{i \in[N]}\left[\left[\left(Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)-\beta^{*}(\boldsymbol{x})\right)_{-}\right]-\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\boldsymbol{x})\right)_{-}\right]\right]+\frac{\widehat{\Delta}_{N}}{1-\varepsilon}
\end{aligned}
$$

where the inequality is due to the conditions $\beta_{N}^{*}(\boldsymbol{x})-\beta^{*}(\boldsymbol{x}) \leq \widehat{\Delta}_{N}$ and $\varepsilon \in(0,1)$.
Case (b). When $-\widehat{\Delta}_{N} \leq \beta_{N}^{*}(\boldsymbol{x})-\beta^{*}(\boldsymbol{x})<0$, we have

$$
\begin{aligned}
& \beta_{N}^{*}(\boldsymbol{x})-\beta^{*}(\boldsymbol{x})+\frac{1}{N-N \varepsilon} \sum_{i \in[N]}\left[\left[\left(Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{\widehat{i}}\right)-\beta_{N}^{*}(\boldsymbol{x})\right)_{-}\right]-\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\boldsymbol{x})\right)_{-}\right]\right] \\
\leq & \frac{1}{N-N \varepsilon} \sum_{i \in[N]}\left[\left[\left(Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)-\beta^{*}(\boldsymbol{x})\right)_{-}\right]-\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\boldsymbol{x})\right)_{-}\right]\right]+\frac{\widehat{\Delta}_{N}}{1-\varepsilon}
\end{aligned}
$$

where the inequality is due to the conditions $\beta_{N}^{*}(\boldsymbol{x})-\beta^{*}(\boldsymbol{x})<0, \widehat{\Delta}_{N} /(1-\varepsilon)>0$, and $\beta_{N}^{*}(\boldsymbol{x}) \geq$ $\beta^{*}(\boldsymbol{x})-\widehat{\Delta}_{N}$.
Therefore, when $\left|\beta_{N}^{*}(\boldsymbol{x})-\beta^{*}(\boldsymbol{x})\right| \leq \widehat{\Delta}_{N}$, we have

$$
\begin{aligned}
& \beta_{N}^{*}(\boldsymbol{x})-\beta^{*}(\boldsymbol{x})+\frac{1}{N-N \varepsilon} \sum_{i \in[N]}\left[\left[\left(Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)-\beta_{N}^{*}(\boldsymbol{x})\right)_{-}\right]-\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\boldsymbol{x})\right)_{-}\right]\right] \\
\leq & \frac{1}{N-N \varepsilon} \sum_{i \in[N]}\left[\left[\left(Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)-\beta^{*}(\boldsymbol{x})\right)_{-}\right]-\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\boldsymbol{x})\right)_{-}\right]\right]+\frac{\widehat{\Delta}_{N}}{1-\varepsilon}
\end{aligned}
$$

Now, we are going to apply lemma A. 1 in [22] to provide the probability bound for $\mathbb{P}^{T}\left\{v_{N}(\boldsymbol{x})-\lambda_{2} \sigma / \sqrt{N} \leq\right.$ $\left.v^{T}(\boldsymbol{x})\right\}$ for any $\lambda_{2}>0$. Given a positive parameter $\lambda_{1}>0$, let us define $\lambda_{2}=2 \lambda_{1} /(1-\varepsilon)$ and $\widehat{\Delta}_{N}=$ $\lambda_{1} \sigma / \sqrt{N} \leq \min \left\{\Delta_{1}, \Delta_{2}\right\}$, that is,

$$
\begin{equation*}
\frac{\widehat{\Delta}_{N}}{1-\varepsilon}=\frac{\lambda_{1} \sigma}{(1-\varepsilon) \sqrt{N}}=\frac{\lambda_{2} \sigma}{2 \sqrt{N}} . \tag{4.7d}
\end{equation*}
$$

According to equation (4.7d), we have

$$
\begin{equation*}
\mathbb{P}^{T}\left\{v_{N}(\boldsymbol{x})-\frac{\lambda_{2} \sigma}{\sqrt{N}} \leq v^{T}(\boldsymbol{x})\right\}=\mathbb{P}^{T}\left\{v_{N}(\boldsymbol{x})-\frac{\lambda_{1} \sigma}{(1-\varepsilon) \sqrt{N}}-\frac{\widehat{\Delta}_{N}}{1-\varepsilon} \leq v^{T}(\boldsymbol{x})\right\} \tag{4.7e}
\end{equation*}
$$

Invoking the definition of $v^{T}(\boldsymbol{x})$ and $v_{N}(\boldsymbol{x})$, we can rewrite (4.7e) as

$$
\begin{aligned}
& \mathbb{P}^{T}\left\{v_{N}(\boldsymbol{x})-\frac{\lambda_{2} \sigma}{\sqrt{N}} \leq v^{T}(\boldsymbol{x})\right\} \\
= & \mathbb{P}^{T}\left\{\beta_{N}^{*}(\boldsymbol{x})-\beta^{*}(\boldsymbol{x})+\frac{1}{N-N \varepsilon} \sum_{i \in[N]}\left[\left[\left(Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)-\beta_{N}^{*}(\boldsymbol{x})\right)_{-}\right]-\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\boldsymbol{x})\right)_{-}\right]\right]-\frac{\widehat{\Delta}_{N}}{1-\varepsilon}\right. \\
& \left.\leq \frac{\lambda_{1} \sigma}{(1-\varepsilon) \sqrt{N}}\right\} .
\end{aligned}
$$

By the law of total probability (see, e.g., appendix A of [70]), we have

$$
\begin{aligned}
& \mathbb{P}^{T}\left\{v_{N}(\boldsymbol{x})-\frac{\lambda_{2} \sigma}{\sqrt{N}} \leq v^{T}(\boldsymbol{x})\right\} \\
\geq & \mathbb{P}^{T}\left\{\beta_{N}^{*}(\boldsymbol{x})-\beta^{*}(\boldsymbol{x})+\frac{1}{N-N \varepsilon} \sum_{i \in[N]}\left[\left[\left(Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)-\beta_{N}^{*}(\boldsymbol{x})\right)_{-}\right]-\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\boldsymbol{x})\right)_{-}\right]\right]-\frac{\widehat{\Delta}_{N}}{1-\varepsilon}\right.
\end{aligned}
$$

$$
\left.\leq \frac{\lambda_{1} \sigma}{(1-\varepsilon) \sqrt{N}},\left|\beta_{N}^{*}(\boldsymbol{x})-\beta^{*}(\boldsymbol{x})\right| \leq \widehat{\Delta}_{N}\right\}
$$

According to inequality (4.7c), we have

$$
\begin{aligned}
& \quad \mathbb{P}^{T}\left\{v_{N}(\boldsymbol{x})-\frac{\lambda_{2} \sigma}{\sqrt{N}} \leq v^{T}(\boldsymbol{x})\right\} \\
& \geq \mathbb{P}^{T}\left\{\frac{1}{N-N \varepsilon} \sum_{i \in[N]}\left[\left[\left(Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)-\beta^{*}(\boldsymbol{x})\right)_{-}\right]-\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\boldsymbol{x})\right)_{-}\right]\right]\right. \\
& \left.\quad \leq \frac{\lambda_{1} \sigma}{(1-\varepsilon) \sqrt{N}},\left|\beta_{N}^{*}(\boldsymbol{x})-\beta^{*}(\boldsymbol{x})\right| \leq \widehat{\Delta}_{N}\right\} \\
& \geq
\end{aligned}
$$

where the second equality is due to the union bound (see, e.g., [11]).
Defining $c^{i}=\left[Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)-\beta^{*}(\boldsymbol{x})\right]_{-}$and $c^{T}=\mathbb{E}_{\mathbb{P}^{T}}\left[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\boldsymbol{x})\right]_{-}$and applying lemma A. 1 in [22] with $d_{i}=c^{i}-c^{T}$ for each $i \in[N]$, together with inequalities (4.7b), for any $\boldsymbol{x} \in \mathcal{X}$, we have

$$
\begin{aligned}
& \mathbb{P}^{T}\left\{v_{N}(\boldsymbol{x})-\frac{\lambda_{2} \sigma}{\sqrt{N}} \leq v^{T}(\boldsymbol{x})\right\} \geq\left[1-\exp \left\{\lambda_{1}^{2} / 3\right\}\right]+\left[1-2 \exp \left\{-2 N\left(\ell \widehat{\Delta}_{N}\right)^{2}\right\}\right]-1 \\
\geq & 1-\exp \left\{-\lambda_{1}^{2} / 3\right\}-2 \exp \left\{-\ell^{2}(1-\varepsilon)^{2} \lambda_{1}^{2} \sigma^{2} / 2\right\}
\end{aligned}
$$

Step IV. When set $\mathcal{X}$ is discrete, then applying the union bound, we have

$$
\mathbb{P}^{T}\left\{v_{N}^{S A A}-\frac{\lambda_{2} \sigma}{\sqrt{N}} \leq v^{T}\right\} \geq 1-|\mathcal{X}| \exp \left\{-\lambda_{1}^{2} / 3\right\}-2|\mathcal{X}| \exp \left\{-\ell^{2}(1-\varepsilon)^{2} \lambda_{1}^{2} \sigma^{2} / 2\right\}
$$

with sample size $N$ at least to be $\log (2 / \widehat{\gamma}) /\left(2\left(\ell \Delta_{N}\right)^{2}\right)$.
Assume that $|\mathcal{X}| \leq r^{n}$ and let $\widehat{\gamma} / 3=r^{n} \max \left\{\exp \left\{-\lambda_{1}^{2} / 3\right\}, \exp \left\{-l^{2}(1-\varepsilon)^{2} \lambda_{1}^{2} \sigma^{2} / 2\right\}\right\}$, which implies that

$$
\frac{\widehat{\gamma}}{3} \geq r^{n} \exp \left\{-\lambda_{1}^{2} / 3\right\}, \quad \widehat{\gamma} \geq r^{n} \exp \left\{-\ell^{2}(1-\varepsilon)^{2} \lambda_{1}^{2} \sigma^{2} / 2\right\}
$$

By simple calculation, we have

$$
\lambda_{1}=\max \left\{\sqrt{3 n \log (r)-3 \log (\widehat{\gamma} / 3)}, \sqrt{\frac{2 n \log (r)-2 \log (\widehat{\gamma} / 3)}{\ell^{2}(1-\varepsilon)^{2} \sigma^{2}}}\right\}
$$

We can choose $\theta:=2 \lambda_{1} \sigma L^{-1} N^{-1 / 2}(1-\varepsilon)^{-1}=\mathcal{O}(1) N^{-1 / 2} \sqrt{n \log \left(\hat{\gamma}^{-1}\right)}$ and we have the conclusion.
Step V. We are going to analyze the more general setting, i.e., when set $\mathcal{X}$ is not discrete. Suppose $\mathcal{X} \subseteq[-M, M]^{n}$, by discretization, where for any $\widehat{\boldsymbol{x}} \in \mathcal{X}$, there exists $\widehat{\boldsymbol{y}} \in \mathcal{X}^{\nu}$, such that $\|\widehat{\boldsymbol{x}}-\widehat{\boldsymbol{y}}\|_{\infty} \leq \nu$ and $\left|\mathcal{X}^{\nu}\right| \leq|2 M / \nu|^{n}$. For notational convenience, we let

$$
v_{N}^{S A A}(\nu)=\min _{\boldsymbol{x} \in \mathcal{X}^{\nu}} \widehat{\mathbb{P}}-\mathrm{FCVaR}_{1-\varepsilon}[Q(\boldsymbol{x}, \widehat{\boldsymbol{\xi}})], \quad v^{T}(\nu)=\min _{\boldsymbol{x} \in \mathcal{X}^{\nu}} \mathbb{P}^{T}-\mathrm{FCVaR}_{1-\varepsilon}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})] .
$$

According to Part (iii) of Assumption 2, when $L \nu \sqrt[q]{n} \leq \min \left\{\Delta_{1}, \Delta_{2}\right\}$, we have

$$
\left|\beta^{*}(\widehat{\boldsymbol{x}})-\beta^{*}(\widehat{\boldsymbol{y}})\right| \leq L \nu \sqrt[q]{n}
$$

We then bound the difference between objective functions. There are two subcases to consider: whether $\beta^{*}(\widehat{\boldsymbol{y}})-\beta^{*}(\widehat{\boldsymbol{x}})$ is negative or not.
Case (a). When $-L \nu \sqrt[q]{n} \leq \beta^{*}(\widehat{\boldsymbol{y}})-\beta^{*}(\widehat{\boldsymbol{x}}) \leq 0$, we have

$$
\begin{aligned}
& \beta^{*}(\widehat{\boldsymbol{y}})-\beta^{*}(\widehat{\boldsymbol{x}})+\frac{1}{1-\varepsilon}\left[\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\widehat{\boldsymbol{y}}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\widehat{\boldsymbol{y}})\right)_{-}\right]-\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\widehat{\boldsymbol{x}}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\widehat{\boldsymbol{x}})\right)_{-}\right]\right] \\
\leq & \beta^{*}(\widehat{\boldsymbol{y}})-\beta^{*}(\widehat{\boldsymbol{x}})+\frac{1}{1-\varepsilon}\left[\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\widehat{\boldsymbol{x}}, \tilde{\boldsymbol{\xi}})+L\|\widehat{\boldsymbol{y}}-\widehat{\boldsymbol{x}}\|_{\infty}-\beta^{*}(\widehat{\boldsymbol{y}})\right)_{-}\right]-\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\widehat{\boldsymbol{x}}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\widehat{\boldsymbol{x}})\right)_{-}\right]\right] \\
\leq & \beta^{*}(\widehat{\boldsymbol{y}})-\beta^{*}(\widehat{\boldsymbol{x}})+\frac{1}{1-\varepsilon}\left[\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\widehat{\boldsymbol{x}}, \tilde{\boldsymbol{\xi}})+L \nu-\beta^{*}(\widehat{\boldsymbol{y}})\right)_{-}\right]-\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\widehat{\boldsymbol{x}}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\widehat{\boldsymbol{x}})\right)_{-}\right]\right]
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{1}{1-\varepsilon}\left[\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\widehat{\boldsymbol{x}}, \tilde{\boldsymbol{\xi}})+L \nu(1+\sqrt[q]{n})-\beta^{*}(\widehat{\boldsymbol{x}})\right)_{-}\right]-\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\widehat{\boldsymbol{x}}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\widehat{\boldsymbol{x}})\right)_{-}\right]\right] \\
& \leq \frac{1}{1-\varepsilon}[L \nu(1+\sqrt[q]{n})]
\end{aligned}
$$

where the first inequality is due to Part (ii) of Assumption 2, the second one is based on the discretization, the third one is due to the presumption in this case, the last one is due to subadditivity of the concave function $h(t)=\min \{t, 0\}$.
Case (b). When $0<\beta^{*}(\widehat{\boldsymbol{y}})-\beta^{*}(\widehat{\boldsymbol{x}}) \leq L \nu \sqrt[q]{n}$, we have

$$
\begin{aligned}
& \beta^{*}(\widehat{\boldsymbol{y}})-\beta^{*}(\widehat{\boldsymbol{x}})+\frac{1}{1-\varepsilon}\left[\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\widehat{\boldsymbol{y}}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\widehat{\boldsymbol{y}})\right)_{-}\right]-\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\widehat{\boldsymbol{x}}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\widehat{\boldsymbol{x}})\right)_{-}\right]\right] \\
\leq & \beta^{*}(\widehat{\boldsymbol{y}})-\beta^{*}(\widehat{\boldsymbol{x}})+\frac{1}{1-\varepsilon}\left[\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\widehat{\boldsymbol{x}}, \tilde{\boldsymbol{\xi}})+L \nu-\beta^{*}(\widehat{\boldsymbol{y}})\right)_{-}\right]-\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\widehat{\boldsymbol{x}}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\widehat{\boldsymbol{y}})\right)_{-}\right]\right] \\
\leq & L \nu(\sqrt[q]{n})+\frac{1}{1-\varepsilon} L \nu \leq \frac{1}{1-\varepsilon}[L \nu(1+\sqrt[q]{n})],
\end{aligned}
$$

where the first inequality is due to Part (ii) of Assumption 2, discretization, and $\beta^{*}(\widehat{\boldsymbol{x}})<\beta^{*}(\widehat{\boldsymbol{y}})$, the second one is due to subadditivity of concave function $h(t)=\min \{t, 0\}$, and the last one is due to $\varepsilon \in(0,1)$.
Therefore, when $\left|\beta^{*}(\widehat{\boldsymbol{x}})-\beta^{*}(\widehat{\boldsymbol{y}})\right| \leq L \nu \sqrt[q]{n}$, we have

$$
\beta^{*}(\widehat{\boldsymbol{y}})-\beta^{*}(\widehat{\boldsymbol{x}})+\frac{1}{1-\varepsilon}\left[\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\widehat{\boldsymbol{y}}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\widehat{\boldsymbol{y}})\right)_{-}\right]-\mathbb{E}_{\mathbb{P}^{T}}\left[\left(Q(\widehat{\boldsymbol{x}}, \tilde{\boldsymbol{\xi}})-\beta^{*}(\widehat{\boldsymbol{x}})\right)_{-}\right]\right] \leq \frac{1}{1-\varepsilon}[L \nu(1+\sqrt[q]{n})]
$$

which implies that $v^{T}(\nu) \leq v^{T}+[L \nu(1+\sqrt[q]{n})] /(1-\varepsilon)$ holds a.s..
Together with the fact that the inequality $v_{N}^{S A A} \leq v_{N}^{S A A}(\nu)$ holds a.s. and the inequality $v_{N}^{S A A}(\nu) \leq$ $v^{T}(\nu)+\lambda_{2} \sigma / \sqrt{N}$ with probability $1-\exp \left\{-\lambda_{1}^{2} / 3\right\}-2 \exp \left\{-\ell^{2}(1-\varepsilon)^{2} \lambda_{1}^{2} \sigma^{2} / 2\right\}$ from Step III, we have

$$
\mathbb{P}^{T}\left\{v_{N}^{S A A}(\nu)-\frac{\lambda_{2} \sigma}{\sqrt{N}}-\frac{1}{1-\varepsilon}[L \nu(1+\sqrt[q]{n})] \leq v^{T}(\nu)\right\} \geq 1-\left[\exp \left\{-\lambda_{1}^{2} / 3\right\}+2 \exp \left\{-\ell^{2}(1-\varepsilon)^{2} \lambda_{1}^{2} \sigma^{2} / 2\right\}\right]
$$

Then, the confidence bound can be written as

$$
\begin{aligned}
& \mathbb{P}^{T}\left\{v_{N}^{S A A}-\frac{\lambda_{2} \sigma}{\sqrt{N}}-\frac{1}{1-\varepsilon}[L \nu(1+\sqrt[q]{n})] \leq v^{T}\right\} \\
& \geq 1-(2 M / \nu)^{n}\left[\exp \left\{-\lambda_{1}^{2} / 3\right\}+2 \exp \left\{-\ell^{2}(1-\varepsilon)^{2} \lambda_{1}^{2} \sigma^{2} / 2\right\}\right]
\end{aligned}
$$

Letting $\widehat{\gamma} / 3=|2 M / \nu|^{n} \max \left\{\exp \left\{-\lambda_{1}^{2} / 3\right\}, \exp \left\{-l^{2}(1-\varepsilon)^{2} \lambda_{1}^{2} \sigma^{2} / 2\right\}\right\}$, which implies that

$$
\frac{\widehat{\gamma}}{3} \geq|2 M / \nu|^{n} \exp \left\{-\lambda_{1}^{2} / 3\right\}, \quad \frac{\widehat{\gamma}}{3} \geq|2 M / \nu|^{n} \exp \left\{-\ell^{2}(1-\varepsilon)^{2} \lambda_{1}^{2} \sigma^{2} / 2\right\}
$$

and we have

$$
\lambda_{1}=\max \left\{\sqrt{3 n \log (2 M / \nu)-3 \log (\widehat{\gamma} / 3)}, \sqrt{\frac{2 n \log (2 M / \nu)-2 \log (\widehat{\gamma} / 3)}{\ell^{2}(1-\varepsilon)^{2} \sigma^{2}}}\right\} .
$$

Letting $\lambda_{2} \sigma / \sqrt{N}=L \nu(1+\sqrt[q]{n})(1-\varepsilon)$ and setting

$$
\theta:=4 \lambda_{1} \sigma L^{-1} N^{-1 / 2}(1-\varepsilon)^{-1}=\mathcal{O}(1) N^{-1 / 2} \sqrt{n \log (n N) \log \left(\hat{\gamma}^{-1}\right)},
$$

we arrive at the conclusion.

We make the following remarks on Theorem 4.3:
(i) Parts (i) and (ii) together show that with high probability, the value of the minimum of the worstcase FCVaR is at most $L \theta$ less than the true value $v^{T}$ and $2 L \theta$ larger than $v^{T}$, implying that the Wasserstein radius $\theta$ in $\mathcal{O}\left(N^{-1 / 2} \sqrt{\log (N)}\right)$ or $\mathcal{O}\left(N^{-1 / 2}\right)$ suffices;
(ii) Due to the discretization error, the non-asymptotic Wasserstein radius for the general compact support is in the order of $\mathcal{O}\left(N^{-1 / 2} \sqrt{\log (N)}\right)$, which is slightly larger than the one with the discrete compact support one (i.e., $\mathcal{O}\left(N^{-1 / 2}\right)$ );
(iii) In our numerical study, we numerically verify the order magnitude of the proposed confidence bound. We observe that the appropriate Wasserstein radius $\theta$ is nearly proportional to $1 / \sqrt{N}$, where $N$ denotes the sample size.

We then demonstrate that the worst-case FCVaR can also be decision outlier robust when Part (ii) of Assumption 2 holds. To begin with, let us define the following two constants. For a given $\alpha_{1} \in(0, \varepsilon)$ and a set $\widehat{\mathcal{U}}\left(\Delta_{1}\right)$ defined in Part (ii) of Assumption 2, we define

$$
\Delta_{1}^{L}=\inf \left\{\Delta_{1}: \mathbb{P}^{T}\left\{\widehat{\mathcal{U}}\left(\Delta_{1}\right) \geq 1-\varepsilon+\alpha_{1}\right\}\right\}, \quad \Delta_{1}^{U}=\sup \left\{\Delta_{1}: \mathbb{P}^{T}\left\{\widehat{\mathcal{U}}\left(\Delta_{1}\right) \geq 1-\varepsilon+\alpha_{1}\right\}\right\}
$$

which represent the smallest and largest perturbations, respectively, that preserve the Lipschitz continuity property in Part (ii) of Assumption 2.

Theorem 4.4. (Decision Outlier Robustness) Suppose that for any unamenable decision $\boldsymbol{x} \in \widehat{\mathcal{X}}$, there exists a $\Delta_{1} \in\left(\Delta_{1}^{L}, \Delta_{1}^{U}\right)$ such that Part (ii) of Assumption 2 holds and $\mathbb{P}^{T}\left\{\widehat{\mathcal{U}}\left(\Delta_{1}\right)\right\} \geq 1-\varepsilon+\alpha_{1}$ for some $\alpha_{1} \in(0, \varepsilon]$. Then, if $\Delta_{1}+L \theta<\Delta_{1}^{U}$ and sample size $N \geq \log \left(\widehat{\gamma}^{-1}\right) /\left(2 \alpha_{1}^{2}\right)$, then with probability $1-\hat{\gamma}$, the worst-case FCVaR is decision outlier robust.

Proof. We split the proof into two steps.
Step I. First of all, we need to ensure that with probability at least $1-\widehat{\gamma}$, the number of $N$ i.i.d. empirical samples $\left\{\widehat{\boldsymbol{\xi}}^{i}\right\}_{i \in[N]}$ is large enough, such that the number of the samples which fall outside the set $\widehat{\mathcal{U}}\left(\Delta_{1}\right)$ is at most $\lfloor N \varepsilon\rfloor$. Since $\alpha_{1} \in(0, \varepsilon]$, by applying Hoeffding's inequality (see, e.g., [30]), we have

$$
\mathbb{P}^{T}\left\{\sum_{i \in[N]} \mathbb{I}\left(\widehat{\boldsymbol{\xi}}^{i} \notin \widehat{\mathcal{U}}\left(\Delta_{1}\right)\right) \leq\lfloor N \varepsilon\rfloor\right\} \leq \exp \left\{-2 N\left(\alpha_{1}+\frac{\lfloor N \varepsilon\rfloor}{N}-\varepsilon\right)^{2}\right\} \approx \exp \left\{-2 N \alpha_{1}^{2}\right\}
$$

Letting $\exp \left\{-2 N \alpha_{1}^{2}\right\} \leq \widehat{\gamma}$, the sample size is at least $N \geq \log \left(\widehat{\gamma}^{-1}\right) /\left(2 \alpha_{1}^{2}\right)$.
Step II. Note that $\Delta_{1}^{L}<\Delta_{1}+L \theta<\Delta_{1}^{U}$ and the function $\bar{Q}(\boldsymbol{x}, \widehat{\boldsymbol{\xi}})$ is defined as

$$
\bar{Q}(\boldsymbol{x}, \widehat{\boldsymbol{\xi}})=\max _{\boldsymbol{\xi}}\left\{Q(\boldsymbol{x}, \boldsymbol{\xi}):\|\boldsymbol{\xi}-\widehat{\boldsymbol{\xi}}\|_{p} \leq \theta\right\} .
$$

According to the definition of set $\widehat{\mathcal{U}}\left(\Delta_{1}\right)$, we conclude that if $Q(\boldsymbol{x}, \widehat{\boldsymbol{\xi}})$ is finite and $\widehat{\boldsymbol{\xi}} \in \widehat{\mathcal{U}}\left(\Delta_{1}\right)$, then $\bar{Q}(\boldsymbol{x}, \widehat{\boldsymbol{\xi}})$ must also be finite by the Lipschitz continuity and is bounded by $Q(\boldsymbol{x}, \widehat{\boldsymbol{\xi}})+L \theta$. According to the definition of set $\widehat{\mathcal{U}}\left(\Delta_{1}^{U}\right), \Delta_{1}+L \theta<\Delta_{1}^{U}$, and the result in Step I, with probability at least $1-\widehat{\gamma}$, we have

$$
\eta=\widehat{\mathbb{P}}\{\bar{Q}(\boldsymbol{x}, \widehat{\boldsymbol{\xi}})<\infty\} \geq \widehat{\mathbb{P}}\left\{\bar{Q}(\boldsymbol{x}, \tilde{\boldsymbol{\xi}}) \leq \beta^{*}(\boldsymbol{x})+\Delta_{1}+L \theta\right\} \geq 1-\varepsilon .
$$

Step III. For the worst-case distribution $\overline{\mathbb{P}} \in \mathcal{P} \mathcal{P}_{\infty}^{W}$, according to [9], it can be represented as

$$
\overline{\mathbb{P}}=\sum_{i \in[N]} \delta_{\left(\tilde{\boldsymbol{\xi}}=\bar{\xi}^{i}\right)} / N
$$

with $\overline{\boldsymbol{\xi}}^{i} \in \operatorname{argmax}_{\boldsymbol{\xi}}\left\{Q(\boldsymbol{x}, \boldsymbol{\xi}):\left\|\boldsymbol{\xi}-\widehat{\boldsymbol{\xi}}^{i}\right\|_{p} \leq \theta\right\}$ for each $i \in[N]$.
Next, we construct the favorable distribution $\mathbb{P}^{*}$ such that $\mathbb{P}^{*}\left\{\tilde{\boldsymbol{\xi}}=\overline{\boldsymbol{\xi}}^{i}\right\}=\mathbb{I}\left\{\bar{Q}\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i}\right)<\infty\right\} /(N \eta)$ for each $i \in[N]$. By our construction, we have $\mathbb{P}^{*}\{\mathcal{U}\}=1,0 \preceq \mathbb{P}^{*} \preceq \overline{\mathbb{P}} /(1-\varepsilon)$. On the other hand, we have

$$
\mathbb{E}_{\mathbb{P}^{*}}[\bar{Q}(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]<\infty, \quad \mathbb{P}^{*}\{\tilde{\boldsymbol{\xi}}: \bar{Q}(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})=\infty\}=0
$$

This proves that $\mathbb{P}^{*}$ is a desirable probability measure, such that the condition in Proposition 3.3 is satisfied. Hence, we conclude that with probability $1-\hat{\gamma}$, the worst-case FCVaR is decision outlier robust.

According to Theorem 4.4, to preserve the decision outlier robustness, we need to guarantee that the radius of type $-\infty$ Wasserstein ambiguity set $\theta$ is small, i.e., $0 \leq \theta<\left(\Delta_{1}^{U}-\Delta_{1}^{L}\right) / L$. In fact, to simultaneously achieve out-of-sample performance guarantees and decision outlier robustness, since $\theta \propto 1 / \sqrt{N}$ according to Theorem 4.3, it is expected that the sample size should not be too small.

We conclude this section by remarking that the results in Theorem 4.3 and Theorem 4.4 can be extended to Winsorized CVaR and Huber-skip CVaR. The proofs are similar and thus are omitted.
4.3 Achieving Out-of-Sample Performance Guarantees in Favorable Two-stage Stochastic Programs. In this subsection, to achieve the out-of-sample performance, we provide one robustified favorable two-stage stochastic program by applying type $-\infty$ Wasserstein ambiguity set. First of all, if we apply the worst-case FCVaR to a two-stage stochastic program, we have

$$
\min _{\substack{\boldsymbol{x} \in \mathcal{X}, S \in \mathcal{S}}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\sup _{\mathbb{P} \in \mathcal{P} W}\left\{\mathbb{E}_{\mathbb{P}}[Q(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})]\right\}\right\}
$$

which can be written as

$$
\begin{equation*}
\min _{\substack{\boldsymbol{x} \in \mathcal{X}, \boldsymbol{z} \in\{0,1\}^{N}}} \boldsymbol{c}^{\top} \boldsymbol{x}+\left\{\frac{1}{N-N \varepsilon} \sum_{i \in[N]} z_{i} \max _{\boldsymbol{\xi}}\left\{Q(\boldsymbol{x}, \boldsymbol{\xi}):\left\|\boldsymbol{\xi}-\widehat{\boldsymbol{\xi}}^{i}\right\|_{p} \leq \theta\right\}: \sum_{i \in[N]} z_{i}=N-N \varepsilon\right\}, \tag{4.8}
\end{equation*}
$$

Notice that in general, for a given $\boldsymbol{z}$, the optimization problem above is NP-hard (see the details in [75]). Therefore, instead of focusing on (4.8), by exploring the structure of the problem, we consider the following special case of the worst-case favorable two-stage stochastic program. For example, if the recourse function $Q(\boldsymbol{x}, \boldsymbol{\xi})$ is monotone in $\boldsymbol{\xi}$ for any $\boldsymbol{x} \in \mathcal{X}$ and the norm is $L_{\infty}$, then (4.8) is equivalent to

$$
\begin{equation*}
\min _{\substack{\boldsymbol{x} \in \mathcal{X}, \boldsymbol{z} \in\{0,1\}^{N}}} \boldsymbol{c}^{\top} \boldsymbol{x}+\left\{\frac{1}{N-N \varepsilon} \sum_{i \in[N]} z_{i} Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i} \pm \theta \mathbf{e}\right): \sum_{i \in[N]} z_{i}=N-N \varepsilon\right\} \tag{4.9}
\end{equation*}
$$

where we choose $-\theta$ if the recourse function is monotone non-decreasing over a particular parameter, and $+\theta$ if the recourse function is monotone non-increasing over a parameter. Then, we can apply the result in Theorem 2.2 or the MILP (2.9) to derive a proper formulation. Notice that this monotonicity structure has been studied in several recent works (see, e.g., [16, 75, 77]). In order to illustrate the formulation (4.8), we use the two-stage recourse planning problem in Example 5 and apply the worst-case DFO under type- $\infty$ Wasserstein ambiguity set.

Example 8. Consider Example 5 under type $-\infty$ Wasserstein ambiguity set equipped with weighted $L_{\infty} \operatorname{norm}\left(\right.$ i.e., $\|\boldsymbol{\xi}\|_{\infty}:=\max \left\{w_{q}\|\boldsymbol{q}\|_{\infty}, w_{u}\|\boldsymbol{u}\|_{\infty}, w_{p}\|\boldsymbol{p}\|_{\infty}, w_{\lambda}\|\boldsymbol{\lambda}\|_{\infty}\right\}$ with positive weights $w_{q}, w_{u}, w_{p}, w_{\lambda}$ ) constructed based on $N$ i.i.d. samples $\left\{\widehat{\boldsymbol{\xi}}^{i}\right\}_{i \in[N]}$ on the nonnegative support $\mathcal{U}$. Then, the minimum of the worst-case FCVaR (4.9) is equivalent to

$$
\begin{equation*}
\min _{\boldsymbol{x} \geq \mathbf{0}, \boldsymbol{z}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\frac{1}{N-N \varepsilon} \sum_{i \in[N]} z_{i} Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i} \pm \theta \mathbf{e}\right): \sum_{i \in[N]} z_{i} \geq N-N \varepsilon, \boldsymbol{z} \in\{0,1\}^{N}\right\} \tag{4.10a}
\end{equation*}
$$

where for each $i \in[N]$, we have

$$
z_{i} Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i} \pm \theta \mathbf{e}\right)=\min _{\boldsymbol{y}^{i} \geq \mathbf{0}}\left\{\sum_{s \in[n]} \sum_{j \in\left[n_{1}\right]}\left(q_{s j}^{i}+\frac{\theta}{w_{q}}\right) y_{s j}^{i}: \quad \begin{array}{l}
\sum_{j \in\left[n_{1}\right]} y_{s j}^{i} \leq\left(p_{s}^{i}-\theta / w_{p}\right)_{+} x_{s}, \forall s \in[n],  \tag{4.10b}\\
\sum_{s \in[n]}\left(u_{s j}^{i}-\theta / w_{u}\right)_{+} y_{s j}^{i} \geq\left(\lambda_{j}^{i}+\theta / w_{\lambda}\right) z_{i}, \forall j \in\left[n_{1}\right]
\end{array}\right\}
$$

Similarly, the minimum of the worst-case WCVaR in this example can be formulated as follows:

$$
\min _{\substack{\boldsymbol{x} \in \mathcal{X}, \boldsymbol{z} \in\{0,1\}^{N}}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}+\frac{1}{N} \sum_{i \in[N]} z_{i} Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i} \pm \theta \mathbf{e}\right)+\eta \varepsilon: \begin{array}{l}
\eta \geq z_{i} Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i} \pm \theta \mathbf{e}\right)+\left(1-z_{i}\right) L_{i}, \forall i \in[N]  \tag{4.10c}\\
\sum_{i \in[N]} z_{i} \geq N-N \varepsilon
\end{array}\right\}
$$

where, for each $i \in[N]$, the scalar $L_{i}$ is defined in Corollary 2.3 and the product $z_{i} Q\left(\boldsymbol{x}, \widehat{\boldsymbol{\xi}}^{i} \pm \theta \mathbf{e}\right)$ is defined in (4.10b).

The comprehensive process for selecting $\theta$ in Example 8 can be found in the numerical study section. We remark that interested readers are referred to [75] for many reformulation results in the two-stage stochastic program with type $-\infty$ Wasserstein ambiguity set, which can be useful to derive the reformulation of the worst-case DFO.

5 Numerical Study. This section presents the numerical results to compare the strengths of FCVaR and its alternatives based on Example 5 in Section 2.3, where the relatively complete recourse assumption may not be satisfied.

We generate random instances with varying sample sizes $N$ for the numerical experiments. All the random variables (i.e., the customer demands $\tilde{\boldsymbol{\lambda}}$, random costs $\tilde{\boldsymbol{q}}$, random utilization rates $\tilde{\boldsymbol{p}}$, and random service rates $\tilde{\boldsymbol{u}}$ ) are truncated to be nonnegative. Particularly, for each instance, we suppose that the components of the cost vector $\boldsymbol{c}$ are i.i.d. truncated Gaussian ones with means 1 and variances 0.2 , the components of random utilization rate $\tilde{\boldsymbol{p}}$ are independent truncated Gaussian ones with means uniformly
distributed in $(0.9,1)$ and variance being 0.05 , and we let $q_{s j}^{i}=p_{s}^{i}$ for all $s \in[n], j \in\left[n_{1}\right]$, and $i \in[N]$ to let the reliable servers are more expensive in the second-stage cost. The components of the nominal customer demand $\tilde{\boldsymbol{\lambda}}$ are i.i.d. truncated Gaussian ones with means 10 and variances 0.2 and the random service rates $\tilde{\boldsymbol{u}}$ are i.i.d. truncated Gaussian ones with means 1 and variances 0.2 . We also assume that there exist some outliers in the customer demand information and service rate information, denoted by $\tilde{\boldsymbol{\lambda}}^{o}$ and $\tilde{\boldsymbol{u}}^{o}$, respectively. We assume the components of random vector $\tilde{\boldsymbol{\lambda}}^{o}$ are i.i.d. truncated Gaussian distributed with mean 30 and variance 5 and the components of random vector $\tilde{\boldsymbol{u}}^{o}$ are i.i.d. truncated Gaussian distributed with means 0.02 and variances 0.01 , which may cause the underlying two-stage problem infeasible. The observed demand vector follows the following distribution $0.85 \tilde{\boldsymbol{\lambda}}+0.15 \tilde{\boldsymbol{\lambda}}^{o}$, and the observed service rate vector follows $0.95 \tilde{\boldsymbol{u}}+0.05 \tilde{\boldsymbol{u}}^{o}$. We let the number of resources $n=20$ and the number of customers $n_{1}=20$.

In the numerical implementation, since the original SAA problem (2.7a) may be infeasible, we resolve the infeasibility issue from the original SAA by removing the infeasible scenarios until the remaining problem is solvable. This procedure is known as "Trimmed SAA" (see more discussions in chapter 7 of [17] and chapter 2.3 of [23]). After solving the corresponding Trimmed SAA, FCVaR, WCVaR, and HCVaR models, we generate additional 50 random testing cases to evaluate the solution performances, i.e., to assess the performance of the first-stage decision in each method. For the worst-case models, we follow Example 8 and focus on type $-\infty$ Wasserstein ambiguity set equipped with weighted infinity norm. All the instances in this section are coded in Python 3.9 with calls to solver Gurobi (version 9.1.1 with default settings) on a personal PC with an Apple M1 Pro processor and 16G of memory. We set the time limit of each instance to be 3600s. Experiment 1. Model Comparisons When the Testing Distribution is the Same as Training. For each method (i.e., Trimmed SAA, FCVaR, WCVaR, HCVaR, and In-CVaR models), when evaluating the first-stage decision using 50 random generated test instances, i.e., the components of the random utilization rate vector $\tilde{\boldsymbol{p}}$ are i.i.d. truncated Gaussian ones with means sampled uniformly from $(0.9,1)$ and variances all being 0.05 . we record all the $50 \%, 60 \%, 70 \%, 80 \%, 90 \%$ quantiles of the second-stage values, respectively. We then report the $95 \%$ confidence interval (C.I.) of each quantile among these 50 testing instances. We set $\varepsilon=0.10$ in both FCVaR (2.11a) and WCVaR (2.12a) and consider the sample size with $N \in\{100,200\}$. To avoid any trivial solution in HCVaR (i.e., $\boldsymbol{x}=\mathbf{0}, \boldsymbol{z}=\mathbf{0}$ may be a trivial optimal solution in (2.12b) when $H$ is relatively small), we solve the trimmed SAA model first and then select its $(1-\varepsilon)$-quantile as the value of $H$. We use In- $\mathrm{CVaR}_{\alpha}^{\beta}$ from [41] with $\alpha=0.1, \beta=0.9$ for comparisons. Notice that based on Example 5 in Section 2.3, we may not provide a big-M free formulation for In-CVaR model and therefore, we may not be able to solve all the instances of In-CVaR model to optimality within the time limit. We use "GAP" to denote its optimality gap as $\operatorname{GAP}(\%)=(|\mathrm{UB}-\mathrm{LB}|) /|\mathrm{LB}| \times 100$, where "UB" and "LB" denote the best upper bound and the best lower bound found by the In-CVaR model, respectively. For each testing instance, we assume the components of customer demand $\tilde{\boldsymbol{\lambda}}$ are i.i.d. truncated Gaussian ones with means 10 and variance 0.2 , the components of service rate $\tilde{\boldsymbol{u}}$ are i.i.d. truncated Gaussian ones with means 1 and variances 0.2 , and the remaining parameters follow the same assumptions described in the training procedure. The result is shown in Table 1. It is seen that, in a reasonable time, FCVaR, WCVaR, and In-CVaR can consistently provide a favorable solution with a lower cost than the trimmed SAA. However, In-CVaR takes much longer than the other methods and HCVaR performs worst among the four models. Additionally, it is worth noting that when we set the parameter $H$ in the HCVaR to be the $(1-\varepsilon)$-quantile of the trimmed SAA model, we observe that the performances of HCVaR and trimmed SAA are quite similar. We continue to discuss the performance of HCVaR in the next experiment.

Table 1: Quantile Comparisons among Trimmed SAA, FCVaR, WCVaR, HCVaR, and In-CVaR in Experiment 1.

| $N$ | Model | Time (s) | GAP | Quantile |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 50\% C.I. | 60\% C.I. | 70\% C.I. | 80\% C.I. | 90\% C.I. |
| 100 | Trimmed SAA | 5.58 | 0.00\% | [532.04,535.40] | [535.60,538.94] | [539.16,542.54] | [543.21,546.72] | [549.31,552.89] |
|  | FCVaR (2.11a) | 8.05 | 0.00\% | [473.75,477.56] | [478.41,482.40] | [483.97,487.93] | [490.13,494.00] | [498.34,502.26] |
|  | WCVaR (2.12a) | 11.05 | 0.00\% | [474.33,477.99] | [478.79,482.69] | [484.10,487.95] | [489.84,493.60] | [497.46,501.31] |
|  | HCVaR (2.12b) | 2.44 | 0.00\% | [532.05,535.40] | [535.61,538.94] | [539.14,542.53] | [543.20,546.71] | [549.28,552.86] |
|  | In-CVaR [41] | 1740.39 | 0.00\% | [473.97,477.68] | [478.52,482.45] | 483.88,487.77] | [489.75,493.59] | [497.66,501.52] |
| 200 | Trimmed SAA | 16.93 | 0.00\% | [575.99,579.47] | [579.40,582.74] | [583.24,586.55] | [587.25,590.59] | [593.10,596.41] |
|  | FCVaR (2.11a) | 41.36 | 0.00\% | [492.34,495.64] | [495.90,499.15] | [499.92,503.21] | [504.47,507.74] | [510.37,513.74] |
|  | WCVaR (2.12a) | 47.10 | 0.00\% | [492.78,496.11] | 496.21,499.55] | [500.31,503.62] | [504.95,508.28] | [511.03,514.46] |
|  | HCVaR (2.12b) | 5.06 | 0.00\% | [575.99,579.29] | [579.40,582.68] | [583.24,586.51] | [587.25,590.58] | [593.10,596.41] |
|  | In-CVaR [41] | 3600 | 0.91\% | [492.42,495.71] | 495.96, 499.24] | [500.03,503.34] | [504.49,507.79] | [510.59,514.02] |

Experiment 2. Model Comparisons When the Testing Distribution is Different From the Training one. We follow the same procedure described in Experiment 1, i.e., we record all the $50 \%$, $60 \%, 70 \%, 80 \%, 90 \%$ quantiles in the second-stage scenarios for each method (e.g., Trimmed SAA, FCVaR, WCVaR, and HCVaR) in each testing instance, respectively, and report the average of each quantile among these 50 random generated testing instances. The testing setting is the same as that of Experiment 1, except that we assume that the utilization rates have been perturbed, i.e., the components of the random utilization rate vector $\tilde{\boldsymbol{p}}$ are i.i.d. truncated Gaussian ones with means being 0.6 and variances being 0.3 . The result is shown in Table 2. As expected, both FCVaR and WCVaR can consistently provide a favorable solution with a lower cost than the trimmed SAA. On the other hand, HCVaR surprisingly performs worse than FCVaR, WCVaR, and In-CVaR. This may be because that HCVaR is very sensitive to its trimmed parameter $H$. In this experiment, we let the parameter $H$ in HCVaR be $(1-\varepsilon)$-quantile of trimmed SAA model to avoid any trivial solution; that is, when $H$ is small, e.g., $H$ is less than the first-stage cost, it provides a trivial solution is $\boldsymbol{x}=\mathbf{0}, \boldsymbol{z}=\mathbf{0}$ in (2.12b). In the following discussions, we focus on FCVaR and WCVaR that have small differences and may not be comparable. Therefore, to measure their relative performances, we report the running time of FCVaR and WCVaR in the following discussions.

Table 2: Quantile Comparisons among Trimmed SAA, FCVaR, WCVaR, HCVaR, and In-CVaR in Experiment 2.

| $N$ | Model | Time (s) | GAP | Quantile |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 50\% C.I. | 60\% C.I. | 70\% C.I. | 80\% C.I. | 90\% C.I. |
| 100 | Trimmed SAA | 5.58 | 0.00\% | [578.05,582.25] | [582.72,586.87] | [587.70,591.98] | [593.75,598.15] | [601.53,605.97] |
|  | FCVaR (2.11a) | 8.05 | 0.00\% | [540.41,545.57] | [547.32,552.56] | [554.86,560.01] | [563.72,569.06] | [577.85,583.22] |
|  | WCVaR (2.12a) | 11.05 | 0.00\% | [537.08,542.16] | [543.62,548.53] | [550.62,555.61] | [558.62,563.52] | [571.84,576.99] |
|  | HCVaR (2.12b) | 2.44 | 0.00\% | [577.96,582.16] | [582.61,586.76] | [587.56,591.84] | [593.55,597.95] | [601.37,605.82] |
|  | In-CVaR [41] | 1740.39 | 0.00\% | [538.27,543.37] | [544.88,550.01] | [552.17,557.15] | [560.47,565.57] | [574.09,579.40] |
| 200 | Trimmed SAA | 16.93 | 0.00\% | [621.98,626.08] | [626.28,630.41] | [631.40,635.46] | [637.22,641.33] | [645.12,649.30] |
|  | FCVaR (2.11a) | 41.36 | 0.00\% | [543.94,548.07] | [549.06,553.12] | [554.58,558.74] | [560.62,564.77] | [569.90,574.13] |
|  | WCVaR (2.12a) | 47.10 | 0.00\% | [544.62,548.82] | [549.41,553.53] | [554.76,558.82] | [561.22,565.40] | [570.29,574.54] |
|  | HCVaR (2.12b) | 5.06 | 0.00\% | [621.88,625.95] | [626.24,630.36] | [631.33,635.37] | [637.17,641.28] | [644.95,649.15] |
|  | InCVaR [41] | 3600 | 0.91\% | [544.29,548.45] | [549.24,553.33] | [554.73,558.84] | [560.93,565,13] | [570.30,574.55] |

Experiment 3. Comparisons in the Worst-case FCVaR and WCVaR and Finding a Proper Wasserstein Radius. Since HCVaR is quite sensitive to the parameter $H$ and does not work well in general, we focus on FCVaR and WCVaR for the remaining experiments. We follow the same setting and derivation of Example 8 in Section 4.3 for both worst-case FCVaR and worst-case WCVaR models and adopt the same training parameter setting as that in Experiment 1 for training and testing in this experiment. We also let the risk parameter $\varepsilon=0.10$ and sample size $N=200$. To choose a proper Wasserstein radius $\theta$, based on out-of-sample probability (4.2), we suggest selecting the smallest $\theta$ such that its corresponding training costs of FCVaR and WCVaR are beyond the $95 \%$ one-sided testing confidence interval (similar procedure for the out-of-sample performances can be found in section 7.3 of [68]). In the numerical study, we choose the weight of each random vector used in the weighted $L_{\infty}$ norm to be proportional to the inverse of the average of all the samples of the corresponding random vector, i.e., we let $w_{q}$ in Example 8 as $\theta / \bar{q}$, where $\bar{q}$ is the average of $\boldsymbol{q}$ in that particular instance. Then, following the same procedure as described in Experiment 2, the result is shown in Table 3. The optimal Wasserstein radius is $\theta=0.10$ for FCVaR and $\theta=0.01$ for WCVaR, and we observe that the running time of FCVaR is slightly less than that of WCVaR.
Experiment 4. Value of Confidence Bound. In this experiment, we test the order magnitude of the proposed confidence bound presented in Section 4.2. Since Example 8 lacks a fixed recourse structure, the computation of the required Lipschitz coefficient for Assumption 2 (ii) of Theorem 4.3 is not possible. Instead, we present the asymptotic trend of the optimal $\theta$. In this experiment, we follow the same setting as that in Experiment 3. Then, we follow the same procedure described in Experiment 3 to choose a proper $\theta$ for each sample size. We repeat this process 10 times and the result is shown in Figure 6, where we observe that the optimal Wasserstein radius $\theta$ decreases when sample size $N$ increases. The curve can well fit the results in the order of $1 / \sqrt{N}$, which validates our discussions in Section 4.2.
Experiment 5. Value of Big-M Free Formulations. In this experiment, we follow the same setting as Experiment 1 and compare the Big-M and Big-M free formulations between FCVaR and WCVaR with different choices of $\theta$. The big-M free formulations can be found in Section 2.3. We let the risk parameter $\varepsilon=0.10$ and generate instances with the varying sample sizes $N \in\{200,300,400,500\}$. The proposed big-M

Table 3: Comparisons in the Worst-case of FCVaR (2.11a) and WCVaR (2.12a) and $\theta$ Selection in Experiment 3.

| $\theta$ | FCVaR (2.11a) |  | WCVaR (2.12a) |  | Testing |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Opt. Val. | Time (s) | Opt. Val. | Time (s) | FCVaR (2.11a) C.I. | WCVaR (2.12a) C.I. |
| 0.00 | 508.78 | 41.36 | 545.81 | 47.11 | [540.49.543.33] | [544.01,546.85] |
| 0.01 | 519.43 | 44.68 | 559.43 | 52.91 | [546.81,550.95] | [550.28,554.42] |
| 0.02 | 530.39 | 49.69 | 569.32 | 54.82 | [553.71,557.86] | [557.18,561.34] |
| 0.03 | 541.55 | 52.87 | 579.48 | 55.28 | [560.88,565.04] | [564.31,568.48] |
| 0.04 | 552.96 | 56.18 | 589.94 | 58.75 | [576.07,580.65] | [574.38,578.60] |
| 0.05 | 564.63 | 57.76 | 600.71 | 60.88 | [583.33,587.92] | [582.05,586.28] |
| 0.06 | 576.62 | 63.25 | 611.78 | 64.29 | [590.34,594.93] | [589.91,594.15] |
| 0.07 | 588.93 | 66.21 | 623.16 | 69.38 | [597.82,602.40] | [598.05,602.31] |
| 0.08 | 601.59 | 68.48 | 634.89 | 80.39 | 605.69,610.27] | [606.50,610.76] |
| 0.09 | 614.59 | 71.36 | 646.96 | 81.72 | 613.83,618.41] | [615.15,619.43] |
| 0.10 | 627.97 | 73.33 | 659.41 | 83.68 | [622.07,626.64] | [624.05,628.33] |
| 0.11 | 641.73 | 74.71 | 672.24 | 86.25 | [630.71,635.25] | [633.32,637.60] |
| 0.12 | 655.90 | 77.86 | 685.49 | 92.26 | [639.90,644.45] | [642.99,647.28] |



Fig. 6: Optimal $\theta$ vs. Sample Size $N$ in Experiment 4.
free formulations can effectively identify better feasible solutions than the exact Big-M model with a much shorter solution time. Recall that we let "UB" and "LB" denote the best upper bound and the best lower bound found by the Big-M model. Since we cannot solve the Big-M model to optimality within the time limit, we use "GAP" to denote its optimality gap as GAP $(\%)=(|\mathrm{UB}-\mathrm{LB}|) /|\mathrm{LB}| \times 100$. In the corresponding big-M formulations, to select a proper value of the big-M coefficient, we first run the trimmed SAA model and then let the value of the big-M coefficient be the feasible scenario with the largest recourse value. We repeat this process for 10 times, and the average performance can be found in Table 4. Notably, we show that big-M free formulation can improve the running time. We anticipate that the differences will be more striking for larger-scale instances.

6 Conclusion. This paper studied distributionally favorable optimization (DFO) for data-driven optimization with endogenous outliers, where the conventional data-driven stochastic programs may fail. Notably, we showed its connection to robust statistics, established decision outlier robustness concept, and integrated distributional robustness to achieve out-of-sample performance guarantees. Exploring the contextual information in DFO or studying the worst-case regret bound of the FCVaR can be promising future research directions.
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## Appendix A. Formal Proof of the Connections Between Chance Constrained Programming and Robust Optimization Using DFO (1.2).

Proposition A.1. Suppose the interval ambiguity set is $\mathcal{P}_{I}=\left\{\boldsymbol{\mu}: \boldsymbol{\mu}(\mathcal{U})=1,0 \preceq \boldsymbol{\mu} \preceq \mathbb{P}_{0} /(1-\varepsilon)\right\}$, then the DFO counterpart of a robust optimization (1.4a) is equivalent to a chance constrained program

$$
\begin{equation*}
v^{*}=\min _{\boldsymbol{x} \in \mathcal{X}}\left\{\boldsymbol{c}^{\top} \boldsymbol{x}: \mathbb{E}_{\mathbb{P}_{0}}[\mathbb{I}(G(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})>0)] \leq \varepsilon\right\} \tag{A.1}
\end{equation*}
$$

Proof. According to the duality result in [64], we have

$$
\inf _{\boldsymbol{\mu} \in \mathcal{P}_{I}} \mathbb{E}_{\boldsymbol{\mu}}[\mathbb{I}(G(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})>0)]=\max _{\lambda_{0}}\left\{F\left(\boldsymbol{x}, \lambda_{0}\right):=\lambda_{0}+\frac{1}{1-\varepsilon} \mathbb{E}_{\mathbb{P}_{0}}\left[\left(\mathbb{I}(G(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})>0)-\lambda_{0}\right)_{-}\right]\right\}
$$

Since

$$
F\left(\boldsymbol{x}, \lambda_{0}\right)= \begin{cases}\lambda_{0}, & \text { if } \lambda_{0} \leq 0 \\ \lambda_{0}+\frac{1-\lambda_{0}}{1-\varepsilon} \mathbb{E}_{\mathbb{P}_{0}}[\mathbb{I}(G(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})>0)], & \text { if } 0<\lambda_{0}<1 \\ -\frac{\varepsilon \lambda_{0}}{1-\varepsilon}+\frac{1}{1-\varepsilon} \mathbb{E}_{\mathbb{P}_{0}}[\mathbb{I}(G(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})>0)], & \text { if } \lambda_{0} \geq 1\end{cases}
$$

by optimizing over $\lambda_{0}$, we further have

$$
\begin{aligned}
\max _{\lambda_{0}} F\left(\boldsymbol{x}, \lambda_{0}\right) & =\max \left\{\max _{\lambda_{0} \leq 0} F\left(\boldsymbol{x}, \lambda_{0}\right), \max _{0<\lambda_{0}<1} F\left(\boldsymbol{x}, \lambda_{0}\right), \max _{\lambda_{0} \geq 1} F\left(\boldsymbol{x}, \lambda_{0}\right)\right\} \\
& =\max \left\{0,-\varepsilon+\mathbb{E}_{\mathbb{P}_{0}}[\mathbb{I}(G(\boldsymbol{x}, \tilde{\boldsymbol{\xi}})>0)]\right\}
\end{aligned}
$$

Therefore, the conclusion follows by substituting the last equality into the left-hand side of the constraint in DFO (1.4b).

## A. 1 Proof of Proposition 2.1

Proposition A.2. (i) Given an interval ambiguity set $\mathcal{P}_{I}=\left\{\mathbb{P}: \mathbb{P}(\mathcal{U})=1,0 \preceq \mathbb{P} \preceq \mathbb{P}_{0} /(1-\varepsilon)\right\}$
with support $\mathcal{U}=\operatorname{supp}\left(\mathbb{P}_{0}\right)$, we have

$$
\begin{equation*}
\inf _{\mathbb{P} \in \mathcal{P}_{I}} \mathbb{E}_{\mathbb{P}}[\tilde{\boldsymbol{X}}]=\max _{\beta}\left\{\beta+\frac{1}{1-\varepsilon} \mathbb{E}_{\mathbb{P}_{0}}\left[(\tilde{\boldsymbol{X}}-\beta)_{-}\right]\right\}=\mathbb{P}_{0}-\operatorname{FCVaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}}) \tag{2.3a}
\end{equation*}
$$

(ii) An optimal solution of the right-hand side optimization problem (2.2) is $\beta^{*}=\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})$; and
(iii) The $\mathbb{P}_{0}-\mathrm{FCVaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})$ can be bounded by two conditional expectations:

$$
\begin{equation*}
\mathbb{E}_{\mathbb{P}}\left[\tilde{\boldsymbol{X}} \mid \tilde{\boldsymbol{X}}<\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right] \leq \mathbb{P}_{0}-\operatorname{FCVaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}}) \leq \mathbb{E}_{\mathbb{P}}\left[\tilde{\boldsymbol{X}} \mid \tilde{\boldsymbol{X}} \leq \mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right] \tag{2.3b}
\end{equation*}
$$

Proof. We split the proof into three parts by checking these three statements separately.
(i) The proof of the first statement is similar to that of Proposition A. 1 and thus is omitted.
(ii) Since the right-hand side optimization problem (2.2) is an unconstrained concave minimization, let us consider the first-order condition of FCVaR (2.2) for an optimal solution $\beta^{*}$, that is,

$$
\left.0 \in \frac{\partial \mathbb{P}_{0}-\mathrm{FCVaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})}{\partial \beta}\right|_{\beta=\beta^{*}}=1+\frac{1}{1-\varepsilon} \partial_{\beta}\left[\mathbb{E}_{\mathbb{P}_{0}}\left[(\tilde{\boldsymbol{X}}-\beta)_{-}\right]\right]_{\beta=\beta^{*}}
$$

According to the continuity of function $f(t)=\min (t, 0)$ and theorem 1 in [57], we can interchange the subdifferential operator and expectation, that is,
(A.2) $0=1+\frac{1}{1-\varepsilon} \mathbb{E}_{\mathbb{P}_{0}}\left[\left.\partial_{\beta}\left[(\tilde{\boldsymbol{X}}-\beta)_{-}\right]\right|_{\beta=\beta^{*}}\right]=1-\frac{1}{1-\varepsilon} \mathbb{P}_{0}\left\{\tilde{\boldsymbol{X}}<\beta^{*}\right\}-\frac{\omega}{1-\varepsilon} \mathbb{P}_{0}\left\{\tilde{\boldsymbol{X}}=\beta^{*}\right\}$,
for some $\omega \in[0,1]$. Letting $\omega=0$ and 1 , we have the following inequalities

$$
1-\varepsilon \geq \mathbb{P}_{0}\left\{\tilde{\boldsymbol{X}}<\beta^{*}\right\}, \quad 1-\varepsilon \leq \mathbb{P}_{0}\left\{\tilde{\boldsymbol{X}} \leq \beta^{*}\right\}
$$

Above, the second inequality implies that $\beta^{*} \geq \mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})$. Suppose that $\beta^{*}>\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})$.
Then the first inequality together and the definition of $\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})$ implies that

$$
1-\varepsilon \geq \mathbb{P}_{0}\left\{\tilde{\boldsymbol{X}}<\beta^{*}\right\} \geq \mathbb{P}_{0}\left\{\tilde{\boldsymbol{X}} \leq \mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right\} \geq 1-\varepsilon
$$

Thus, all inequalities become equalities. Letting $\omega=1$ in the optimality condition (A.2), we have

$$
0=1-\frac{1}{1-\varepsilon} \mathbb{P}_{0}\left\{\tilde{\boldsymbol{X}}<\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right\}-\frac{1}{1-\varepsilon} \mathbb{P}_{0}\left\{\tilde{\boldsymbol{X}}=\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right\}
$$

which implies that $\beta^{*}=\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})$ is another optimal solution.
(iii) Let us first prove the lower bound. According to the definition of conditional expectation, we have

$$
\begin{aligned}
& \mathbb{E}_{\mathbb{P}_{0}}\left[\tilde{\boldsymbol{X}} \mid \tilde{\boldsymbol{X}}<\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right] \\
= & \mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})+\frac{\mathbb{E}_{\mathbb{P}_{0}}\left[\left(\tilde{\boldsymbol{X}}-\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right) \mathbb{I}\left\{\tilde{\boldsymbol{X}}<\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right\}\right]}{\mathbb{P}_{0}\left\{\tilde{\boldsymbol{X}}<\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right\}} .
\end{aligned}
$$

Since $\mathbb{P}_{0}\left\{\underset{\tilde{\boldsymbol{X}}}{\tilde{\boldsymbol{X}}}<\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right\} \leq 1-\varepsilon$ and $\mathbb{E}_{\mathbb{P}_{0}}\left[\left(\tilde{\boldsymbol{X}}-\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right) \mathbb{I}\left\{\tilde{\boldsymbol{X}}<\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right\}\right]=$ $\mathbb{E}_{\mathbb{P}_{0}}\left[\min \left\{\tilde{\boldsymbol{X}}-\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}}), 0\right\}\right] \leq 0$, we have

$$
\begin{aligned}
& \mathbb{E}_{\mathbb{P}_{0}}\left[\tilde{\boldsymbol{X}} \mid \tilde{\boldsymbol{X}}<\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right] \\
\leq & \frac{\mathbb{E}_{\mathbb{P}_{0}}\left[\min \left\{\tilde{\boldsymbol{X}}-\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}}), 0\right\}\right]}{1-\varepsilon}+\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})=\mathbb{P}_{0}-\operatorname{FCVaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})
\end{aligned}
$$

Thus, the lower bound is valid.
Similarly, we can write the upper bound as

$$
\begin{aligned}
& \mathbb{E}_{\mathbb{P}_{0}}\left[\tilde{\boldsymbol{X}} \mid \tilde{\boldsymbol{X}} \leq \mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right] \\
= & \mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})+\frac{\mathbb{E}_{\mathbb{P}_{0}}\left[\left(\tilde{\boldsymbol{X}}-\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right) \mathbb{I}\left\{\tilde{\boldsymbol{X}} \leq \mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right\}\right]}{\mathbb{P}_{0}\left\{\tilde{\boldsymbol{X}} \leq \mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right\}} .
\end{aligned}
$$

Since $\mathbb{P}_{0}\left\{\tilde{\boldsymbol{X}} \leq \mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right\} \geq 1-\varepsilon$ and $\mathbb{E}_{\mathbb{P}_{0}}\left[\left(\tilde{\boldsymbol{X}}-\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right) \mathbb{I}\left\{\tilde{\boldsymbol{X}} \leq \mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right\}\right]=$

$$
\begin{aligned}
& \mathbb{E}_{\mathbb{P}_{0}}\left[\min \left\{\tilde{\boldsymbol{X}}-\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}}), 0\right\}\right], \text { we have } \\
& \quad \mathbb{E}_{\mathbb{P}_{0}}\left[\tilde{\boldsymbol{X}} \mid \tilde{\boldsymbol{X}} \leq \mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})\right] \geq \mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}})+\frac{1}{1-\varepsilon} \mathbb{E}_{\mathbb{P}_{0}}\left[\min \left\{\tilde{\boldsymbol{X}}-\mathbb{P}_{0}-\operatorname{VaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}}), 0\right\}\right] \\
& \quad=\mathbb{P}_{0}-\operatorname{FCVaR}_{1-\varepsilon}(\tilde{\boldsymbol{X}}) .
\end{aligned}
$$

This completes the proof.
We remark that existing works (see, e.g., [55] and [61]) focus on CVaR, while our result in the proof above holds for a distinct notion FCVaR. Our proof is also different from the CVaR literature.

## Appendix B. More Robust Statistics that DFO Can Recover and Beyond

B. 1 DFO Recovers Median It is well-known that the median of a dataset is much less sensitive to outliers than the mean (see more discussions in [35]). For example, one or two outlier data points with large values may change the mean dramatically, while the median may not even change. By choosing a proper uncertainty set, we observe that the $\operatorname{rDFO}$ (1.3) can recover the median of a dataset. That is, given $m$ data points $\left\{s_{i}\right\}_{i \in[m]} \in \mathbb{R}$, it is well known that the mean of $\left\{s_{i}\right\}_{i \in[m]}$ is achieved by solving the following least-square optimization:

$$
\begin{equation*}
\operatorname{mean}\left(\left\{s_{i}\right\}_{i \in[m]}\right) \in \arg \min _{x} \sum_{i \in[m]} \xi^{i}\left|x-s_{i}\right|^{2}, \tag{B.1a}
\end{equation*}
$$

which places equal weight $\xi^{i}=1 / m$ on each data point for all $i \in[m]$. If we consider the weight uncertainty set $\mathcal{U}=\left\{\boldsymbol{\xi} \in \mathbb{R}_{+}^{m}: \sum_{i \in[m]} 1 / \xi^{i}=m^{2}\right\}$, applying rDFO to the problem (B.1a) can recover the median of data points $\left\{s_{i}\right\}_{i \in[m]}$.

Proposition B.1. The median of data points $\left\{s_{i}\right\}_{i \in[m]} \in \mathbb{R}$ can be found by

$$
\begin{equation*}
\operatorname{median}\left(\left\{s_{i}\right\}_{i \in[m]}\right) \in \arg \min _{x} \min _{\xi \in \mathcal{U}} \sum_{i \in[m]} \xi^{i}\left|x-s_{i}\right|^{2}, \tag{B.1b}
\end{equation*}
$$

where $\mathcal{U}=\left\{\boldsymbol{\xi} \in \mathbb{R}_{+}^{m}: \sum_{i \in[m]} 1 / \xi^{i}=m^{2}\right\}$.
Proof. From the definition of the weight uncertainty set $\mathcal{U}$, we can rewrite problem (B.1b) as

$$
\begin{equation*}
\min _{x} \min _{\boldsymbol{\xi} \in \mathcal{U}} \frac{1}{m^{2}} \sum_{i \in[m]} \frac{1}{\xi^{i}} \sum_{i \in[m]} \xi^{i}\left|x-s_{i}\right|^{2} \tag{B.2a}
\end{equation*}
$$

According to Cauchy-Schwarz inequality (see, e.g., thereon 1.37 in [60]), we have

$$
\sum_{i \in[m]} \frac{1}{\xi^{i}} \sum_{i \in[m]} \xi^{i}\left|x-s_{i}\right|^{2} \geq\left(\sum_{i \in[m]}\left|x-s_{i}\right|\right)^{2}
$$

and the equality can be achieved when $\xi^{i^{*}}=c /\left|x-s_{i}\right|$ for each $i \in[m]$ and $c=\sum_{j \in[m]}\left|x-s_{j}\right| / m^{2}$.
Thus, problem (B.2a) can be written as

$$
\begin{equation*}
v^{*}=\min _{x} \frac{1}{m^{2}}\left(\sum_{i \in[m]}\left|x-s_{i}\right|\right)^{2}=\left(\min _{x} \frac{1}{m} \sum_{i \in[m]}\left|x-s_{i}\right|\right)^{2} \tag{B.2b}
\end{equation*}
$$

and the solution of the right-hand problem in (B.2b) can be interpreted as the median of $\left\{s_{i}\right\}_{i \in[m]}$. This completes the proof.

This result shows that in the presence of endogenous outliers, the DFO framework, weighing more on the favorable data points, can be more desirable than its risk-neutral counterpart.
B. 2 DFO Recovers More Robust Statistics Based on Proposition B. 1 Using the same weight uncertainty set $\mathcal{U}$ and following the similar derivation as Proposition B.1, we are able to recover more similar robust statistics, such as median absolute deviation (MAD), least absolute deviation (LAD), and least median of squares (LMS).
(i) Median absolute deviation (MAD), a robust measure of the variability of the data (see, e.g., [32]), can be represented as the median of the absolute deviations from the median of the data. That is,
given data points $\left\{s_{i}\right\}_{i \in[m]} \in \mathbb{R}$ and their median $\widehat{s}$, the MAD can be interpreted as

$$
\min _{x} \min _{\xi \in \mathcal{U}} \sum_{i \in[m]} \xi^{i}\left(x-\left|s_{i}-\widehat{s}\right|\right)^{2}=\left(\min _{x} \frac{1}{m} \sum_{i \in[m]}\left|x-\left|s_{i}-\widehat{s}\right|\right|\right)^{2} .
$$

Here, applying DFO converts the less reliable average absolute deviation (i.e., $\xi^{i}=1 / \mathrm{m}$ in the above left-hand problem) to the desirable MAD;
(ii) Least absolute deviation (LAD), a special case of robust regression (see, e.g., [40]), minimizes the $L_{1}$ norm of the residuals. That is, given $m$ data points $\left\{\overline{\boldsymbol{x}}_{i}, y_{i}\right\}_{i \in[m]} \subseteq \mathbb{R}^{d} \times \mathbb{R}$, suppose that the residual function is defined as $r_{i}(\boldsymbol{\beta})=\left(y_{i}-\overline{\boldsymbol{x}}_{i}^{\top} \boldsymbol{\beta}\right)$, for each $i \in[m]$. Then, applying the DFO converts the least-square regression problem to the LAD regression problem

$$
v^{*}=\min _{\boldsymbol{\beta}} \min _{\boldsymbol{\xi} \in \mathcal{U}} \sum_{i \in[m]} \xi^{i}\left(r_{i}(\boldsymbol{\beta})\right)^{2}=\left(\min _{\boldsymbol{\beta}} \frac{1}{m} \sum_{i \in[m]}\left|r_{i}(\boldsymbol{\beta})\right|\right)^{2}
$$

(iii) Least median of squares (LMS) is another known robust regression (see, e.g., [46]), which minimizes the median of the squared residuals. Given $m$ data points $\left\{\overline{\boldsymbol{x}}_{i}, y_{i}\right\}_{i \in[m]} \subseteq \mathbb{R}^{d} \times \mathbb{R}$, suppose the residual $r_{i}(\boldsymbol{\beta})=\left(y_{i}-\overline{\boldsymbol{x}}_{i}^{\top} \boldsymbol{\beta}\right)$ for each $i \in[m]$. Then LMS can be interpreted as applying DFO to the average squared residuals:

$$
\min _{x, \boldsymbol{\beta}} \min _{\boldsymbol{\xi} \in \mathcal{U}} \sum_{i \in[m]} \xi^{i}\left|x-r_{i}^{2}(\boldsymbol{\beta})\right|^{2}=\left(\min _{x, \boldsymbol{\beta}} \frac{1}{m} \sum_{i \in[m]}\left|x-r_{i}^{2}(\boldsymbol{\beta})\right|\right)^{2}
$$

(iv) Least Absolute Error Estimation (LAEE) is an alternative to LAD when the size of the relative error is a severe concern (see, e.g., [73]). Given $m$ data points $\left\{\overline{\boldsymbol{x}}_{i}, y_{i}\right\}_{i \in[m]} \subseteq \mathbb{R}^{d} \times \mathbb{R}$, suppose that the residual $r_{i}(\boldsymbol{\beta})=\left(y_{i}-\overline{\boldsymbol{x}}_{i}^{\top} \boldsymbol{\beta}\right)$ for each $i \in[m]$. Then LAEE can be interpreted as applying DFO to the average squared relative residuals:

$$
v^{*}=\min _{\boldsymbol{\beta}} \min _{\boldsymbol{\xi} \in \mathcal{U}} \sum_{i \in[m]} \xi^{i}\left(\frac{r_{i}(\boldsymbol{\beta})}{y_{i}}\right)^{2}=\left(\min _{\boldsymbol{\beta}} \frac{1}{m} \sum_{i \in[m]}\left|\frac{r_{i}(\boldsymbol{\beta})}{y_{i}}\right|\right)^{2}
$$

B. 3 DFO Recovers More M-Estimators We use DFO to recover the Huber estimator [34] and Tukey's bisquare estimator [71].
Huber Estimator [34]. The Huber loss function is defined as

$$
L_{\delta}(x)=\left\{\begin{aligned}
\frac{1}{2} x^{2}, & |x| \leq \delta \\
\delta\left(|x|-\frac{1}{2} \delta\right), & \text { otherwise }
\end{aligned}\right.
$$

The following DFO can recover the Huber estimator:

$$
v^{*}=\min _{\boldsymbol{\beta}} \min _{\mathbb{P} \in \mathcal{P}} \mathbb{E}_{\mathbb{P}}[\mathcal{L}(\boldsymbol{\beta}, \tilde{\boldsymbol{\xi}})]
$$

where the ambiguity set $\mathcal{P}$ is decision-dependent as below

$$
\mathcal{P}=\left\{\frac{1}{N} \sum_{i \in[N]} \mathbb{P}_{i}: \mathbb{P}_{i}\left\{\tilde{\boldsymbol{\xi}}: \mathcal{L}(\boldsymbol{\beta}, \tilde{\boldsymbol{\xi}})=\frac{1}{2} r_{i}^{2}(\boldsymbol{\beta})\right\}+\mathbb{P}_{i}\left\{\tilde{\boldsymbol{\xi}}: \mathcal{L}(\boldsymbol{\beta}, \tilde{\boldsymbol{\xi}})=\delta\left(\left|r_{i}(\boldsymbol{\beta})\right|-\frac{1}{2} \delta\right)\right\}=1\right\},
$$

with support $\mathcal{U}=\left\{\boldsymbol{\xi}^{i}\right\}_{i \in[N]}=\left\{\overline{\boldsymbol{x}}_{i}, y_{i}\right\}_{i \in[N]}$.
Tukey's Bisquare Estimator [71]. Similarly, we can use the DFO to recover the Tukey's bisquare estimator, where Tukey's bisquare loss function is defined as

$$
L_{\delta}(x)=\left\{\begin{aligned}
\frac{x^{2}}{2}-\frac{x^{4}}{2 \delta^{2}}+\frac{x^{6}}{6 \delta^{4}}, & |x| \leq \delta \\
\frac{\delta^{2}}{6}, & \text { otherwise }
\end{aligned}\right.
$$

The Tukey's bisquare estimator can be recovered as

$$
v^{*}=\min _{\boldsymbol{\beta}} \min _{\mathbb{P} \in \mathcal{P}} \mathbb{E}_{\mathbb{P}}[\mathcal{L}(\boldsymbol{\beta}, \tilde{\boldsymbol{\xi}})]
$$

where the ambiguity set $\mathcal{P}$ is decision-dependent as below

$$
\mathcal{P}=\left\{\frac{1}{N} \sum_{i \in[N]} \mathbb{P}_{i}: \mathbb{P}_{i}\left\{\tilde{\boldsymbol{\xi}}: \mathcal{L}(\boldsymbol{\beta}, \tilde{\boldsymbol{\xi}})=\frac{r_{i}^{2}(\boldsymbol{\beta})}{2}-\frac{r_{i}^{4}(\boldsymbol{\beta})}{2 \delta^{2}}+\frac{r_{i}^{6}(\boldsymbol{\beta})}{6 \delta^{4}}\right\}+\mathbb{P}_{i}\left\{\tilde{\boldsymbol{\xi}}: \mathcal{L}(\boldsymbol{\beta}, \tilde{\boldsymbol{\xi}})=\frac{\delta^{2}}{6}\right\}=1\right\}
$$

with support $\mathcal{U}=\left\{\boldsymbol{\xi}^{i}\right\}_{i \in[N]}=\left\{\overline{\boldsymbol{x}}_{i}, y_{i}\right\}_{i \in[N]}$.
B. 4 DFO Recovers Quantile Regression Quantile regression can be used to estimate and conduct inference on the conditional quantile functions, which is more robust against outliers in the response measurements (see, e.g., $[39,79]$ ). Given $n$ data points $\left\{\overline{\boldsymbol{x}}_{i}, y_{i}\right\}_{i \in[m]} \subseteq \mathbb{R}^{d} \times \mathbb{R}$, the quantile regression problem can be modeled as

$$
\begin{equation*}
\min _{\boldsymbol{\beta}}\left\{\tau \sum_{i \in[m]}\left(y_{i}-\overline{\boldsymbol{x}}_{i}^{\top} \boldsymbol{\beta}\right)_{+}+(1-\tau) \sum_{i \in[m]}\left(\overline{\boldsymbol{x}}_{i}^{\top} \boldsymbol{\beta}-y_{i}\right)_{+}\right\} \tag{B.3a}
\end{equation*}
$$

where $\tau \in(0,1)$ is the given quantile. Similarly, we can recover the quantile regression problem with the following DFO:

$$
\begin{equation*}
v^{*}=\min _{\boldsymbol{\beta}} \min _{\boldsymbol{\xi} \in \mathcal{U}_{I}} \sum_{i \in[m]} \xi^{i}\left(y_{i}-\overline{\boldsymbol{x}}_{i}^{\top} \boldsymbol{\beta}\right)+\sum_{i \in[m]}\left|y_{i}-\overline{\boldsymbol{x}}_{i}^{\top} \boldsymbol{\beta}\right|, \tag{B.3b}
\end{equation*}
$$

where the "interval uncertainty set" $\mathcal{U}_{I}$ is defined as

$$
\mathcal{U}_{I}=\left\{\boldsymbol{\xi} \in \mathbb{R}^{m}: \tau-1 \leq \xi^{i} \leq \tau, \forall i \in[m]\right\}
$$

Note that in (B.3b), letting $\xi^{i}=0$ for all $i \in[m]$, it reduces to LAD.
B. 5 DFO Can Recover Many Machine Learning Examples Phase Retrieval [36, 48]. Considering the least-square criterion, the task of recovering the signal from the measurements vector in phase retrieval admits the following form

$$
v^{*}=\min _{\boldsymbol{x}} \frac{1}{n} \sum_{i \in[n]}\left(y_{i}-\left|\boldsymbol{a}_{i}^{\top} \boldsymbol{x}\right|\right)^{2}
$$

where $\boldsymbol{A} \in \mathbb{R}^{n \times d}$ is the sensing matrix with $\boldsymbol{a}_{i}$ denoting its $i$ th row, $\boldsymbol{x}$ is the task of recovering the signal of interest, and $\boldsymbol{y} \in \mathbb{R}_{+}^{n}$ is the measurement.

Using the uncertainty $\mathcal{U}=\{-1,1\}^{n}$, we can rewrite the phase retrieval problem as an equivalent DFO

$$
v^{*}=\min _{\boldsymbol{x}} \min _{\boldsymbol{\xi} \in \mathcal{U}} \frac{1}{n} \sum_{i \in[n]}\left(y_{i}-\xi^{i} \boldsymbol{a}_{i} \boldsymbol{x}\right)^{2},
$$

which can be formulated as a mixed-integer program.
Clusterwise Linear Regression [3]. For a given dataset with $N$ data points and $d$ features $\left\{\overline{\boldsymbol{x}}_{i}, y_{i}\right\}_{i \in[N]} \subseteq$ $\mathbb{R}^{d} \times \mathbb{R}$, for an integer $k \in[N]$, clusterwise linear regression (CLR) aims to find the partition of the data into $k$ disjoint clusters such that each cluster subjects to a linear model and the overall sum of squared errors of linear regression models within each cluster is minimized. That is, CLR is equivalent to

$$
\min _{\boldsymbol{\beta}, C_{i}}\left\{\sum_{i \in[k]} \sum_{j \in C_{i}}\left(y_{j}-\overline{\boldsymbol{x}}_{j}^{\top} \boldsymbol{\beta}_{i}\right)^{2}: \cup_{i \in[k]} C_{i}=[N], C_{i} \cap C_{j}=\emptyset, \forall i \neq j\right\} .
$$

We can recast CLR problem as a DFO one. That is, suppose we choose the most favorable clusters, each with the least sum of squares. That is, we can rewrite the problem as the following DFO

$$
v^{*}=\min _{\boldsymbol{\beta}} \min _{\boldsymbol{\xi} \in \mathcal{U}}\left\{\sum_{i \in[k]} \sum_{j \in[N]} \xi^{i j}\left(y_{j}-\overline{\boldsymbol{x}}_{j}^{\top} \boldsymbol{\beta}_{i}\right)^{2}\right\}
$$

where $\mathcal{U}=\left\{\boldsymbol{\xi}: \sum_{i \in[k]} \xi^{i j}=1, \xi^{i j} \in[0,1], \forall i \in[k], j \in[N]\right\}$.
The Upper Confidence Bound (UCB) Algorithm [4]. The UCB algorithm has been widely used in online learning $[13,63,69]$. The UCB algorithm aims to explore the most favorable action when facing
uncertainty, i.e., choose the most plausibly possible payoffs. The essence of the UCB algorithm is coincident with what we propose in DFO , that is,

$$
a_{t}=\operatorname{argmax}_{a \in \mathcal{A}} \max _{\xi \in \mathcal{U}_{I}(a)} Q(a)+\xi
$$

where $\mathcal{U}_{I}(a)=\left\{\xi:-\sqrt{(2 \log t) /\left(n_{t} a\right)} \leq \xi \leq \sqrt{(2 \log t) /\left(n_{t} a\right)}\right\}$ denotes the action-dependent interval uncertainty set with $n_{t}$ being the number of the action $a$ that has been selected at time epoch $t, Q(a)$ is the expected reward with decision $a$, and $\mathcal{A}$ is the action set.

We conclude this section by remarking that DFO can recover many other robust statistics.
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