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Abstract

We consider the NP-hard problem of finding the closest rank-one binary tensor to a given binary
tensor, which we refer to as the rank-one Boolean tensor factorization (BTF) problem. This optimization
problem can be used to recover a planted rank-one tensor from noisy observations. We formulate rank-one
BTF as the problem of minimizing a linear function over a highly structured multilinear set. Leveraging
on our prior results regarding the facial structure of multilinear polytopes, we propose novel linear
programming relaxations for rank-one BTF. We then establish deterministic sufficient conditions under
which our proposed linear programs recover a planted rank-one tensor. To analyze the effectiveness of
these deterministic conditions, we consider a semi-random model for the noisy tensor, and obtain high
probability recovery guarantees for the linear programs. Our theoretical results as well as numerical
simulations indicate that certain facets of the multilinear polytope significantly improve the recovery
properties of linear programming relaxations for rank-one BTF.
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1 Introduction

A tensor of order N is an N -dimensional array. Factorizations of high-order tensors, i.e., N ≥ 3, as products
of low-rank matrices, have applications in signal processing, numerical linear algebra, computer vision, data
mining, neuroscience, and elsewhere [27, 24, 43, 3]. We consider the problem of factorizing a high-order tensor
with binary entries, henceforth, referred to as a binary tensor. Such problems arise in applications such as
neuro-imaging, recommendation systems, topic modeling, and sensor network localization [42, 30, 35, 23].
In Boolean tensor factorization (BTF), the binary tensor is approximated by products of low rank binary
matrices using Boolean algebra [31]. BTF is a very useful tool for analyzing binary tensors to discover latent
factors from them [19, 34, 37, 41]. Furthermore, BTF produces more interpretable and sparser results than
normal factorization methods [31]. BTF is NP-hard in general [21]; all existing methods to tackle this problem
rely on heuristics and hence do not provide any guarantee on the quality of the solution [31, 19, 2, 34, 37].

In order to formally define BTF, we first introduce some notation. For an integer n, we denote by
[n] := {1, 2, . . . , n}. All the tensors that we consider in this work have order three, meaning that each
element of the tensor has three indices. Given a tensor W, we denote its (i, j, k)th element by wijk. We
denote by ⊗ the vector outer product. That is, if x ∈ R

n, y ∈ R
m, z ∈ R

l, then W = x⊗ y⊗ z is a n×m× l
tensor defined by wijk = xiyjzk, for i ∈ [n], j ∈ [m], k ∈ [l]. The Frobenius norm of a tensor W, is defined

as ‖W‖ :=
√

∑

i,j,k w
2
ijk. The rank (or Boolean rank) of a binary tensor W is the smallest integer r such

that there exist 3r binary vectors xt, yt, zt, for t ∈ [r], with

W =

r
∨

t=1

(xt ⊗ yt ⊗ zt),
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where ∨ denotes the component-wise “or” operation. In particular, a binary tensor has rank one if it
is the outer product of three binary vectors. Computing the Boolean rank of a binary tensor is NP-
complete [22, 31]. Interestingly, unlike matrices, there exist n×m× l binary tensors whose Boolean rank is
larger than max{n,m, l}. Indeed, a tight upper bound on the Boolean rank of a binary tensor is given by
min{nm, nl,ml} [31].

1.1 Problem statement

The rank-r BTF is the problem of finding the closest rank-r binary tensor to a given binary tensor. Precisely,
we are given a n×m× l binary tensor G = (gijk) and an integer r, and we seek 3r binary vectors xt ∈ {0, 1}n,
yt ∈ {0, 1}m, zt ∈ {0, 1}l, for all t ∈ [r], that minimize

∥

∥

∥
G −

r
∨

t=1

xt ⊗ yt ⊗ zt
∥

∥

∥

2

.

In this paper, we focus on the simplest case of BTF; namely, the case with r = 1, referred to as the rank-one
BTF. This problem can be formulated as the following optimization problem:

min
∥

∥

∥
G − x⊗ y ⊗ z

∥

∥

∥

2

(P)

s.t. x ∈ {0, 1}n, y ∈ {0, 1}m, z ∈ {0, 1}l.

Rank-one BTF is NP-hard in general [31] and to this date no algorithm with theoretical guarantees is known
for this problem. In this paper, we introduce novel linear programming (LP) relaxations with theoretical
performance guarantees for rank-one BTF. To this end, in the following, we present an equivalent integer
programming reformulation of Problem (P) in an extended space. Define

S0 := {(i, j, k) ∈ [n]× [m]× [l] : gijk = 0}, S1 := {(i, j, k) ∈ [n]× [m]× [l] : gijk = 1}. (1)

Since G, x, y, z are all binary valued, the objective function of Problem (P) can be written as

∥

∥

∥G − x⊗ y ⊗ z
∥

∥

∥

2

=
∑

(i,j,k)∈S0

xiyjzk +
∑

(i,j,k)∈S1

(1− xiyjzk).

Subsequently, we introduce auxiliary variables wijk := xiyjzk, for i ∈ [n], j ∈ [m], k ∈ [l]. It then follows
that rank-one BTF can be equivalently written, in an extended space, as the problem of minimizing a linear
function over a highly structured multilinear set [11]:

min
∑

(i,j,k)∈S0

wijk +
∑

(i,j,k)∈S1

(1− wijk) (extP)

s.t. wijk = xiyjzk, ∀i ∈ [n], j ∈ [m], k ∈ [l]

x ∈ {0, 1}n, y ∈ {0, 1}m, z ∈ {0, 1}l.

The above reformulation enables us to leverage on our previous results regarding the facial structure of the
convex hull of multilinear sets [11, 13, 12, 14, 17, 15], and develop strong LP relaxations for rank-one BTF.

1.2 Recovery of a planted model

It is widely accepted that worst-case guarantees for algorithms are often too pessimistic, as the input data in
most real-world applications is highly structured. Motivated by this observation, a recent stream of research
in mathematical data science is focused on obtaining theoretical guarantees for various existing and new
algorithms under stochastic models that better reflect typical problem instances (see for example [1, 32, 28,
16, 8, 9]). More specifically, in our context, we assume that the input tensor G is obtained by corrupting
a binary rank-one tensor, referred to as the ground truth. Our goal is to obtain sufficient conditions under
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which the solution returned by the algorithm corresponds to the ground truth. Such conditions are often
referred to as recovery guarantees [1, 32, 28, 16, 8, 9].

In this paper, we show that given a corrupted tensor G, Problem (P) coincides with the maximum
likelihood estimator for recovering the ground truth (see Proposition 1). Consider an optimization problem
for rank-one BTF. We say that this optimization problem recovers the ground truth, if the optimization
problem has a unique optimal solution and it corresponds to the ground truth rank-one tensor. We are
interested in addressing the following question: under a suitable generative model for the input, what is the
maximum level of corruption, under which our optimization problems recover the ground truth with high
probability? Throughout this paper, when we write that an event happens with high probability, we mean
that the event happens with probability that goes to one, as n,m, l → ∞. Our analysis is based on an
important assumption that the optimization problem only receives the tensor G as input and does not have
the knowledge of how it was generated, hence it is, in particular, a “parameter-free” algorithm.

1.3 Fully random versus semi-random models

We now define two stochastic models for rank-one BTF. First, we introduce the fully-random corruption
model. Consider binary vectors x̄ ∈ {0, 1}n, ȳ ∈ {0, 1}m, z̄ ∈ {0, 1}l and define the ground truth rank-one
tensor W̄ = (w̄ijk) := x̄⊗ ȳ⊗ z̄ ∈ {0, 1}n×m×l. Given p ∈ [0, 1], the noisy tensor G is constructed as follows:
for each (i, j, k) ∈ [n]× [m]× [l], gijk is corrupted with probability p, i.e., gijk := 1− x̄iȳj z̄k, and gijk is not
corrupted with probability 1−p, i.e., gijk := x̄iȳj z̄k. This model has been used in [31, 34, 37] for conducting
empirical analysis of some heuristics for BTF.

It is well-understood that many popular algorithms, including spectral methods, crucially rely on the fully-
random model and on the knowledge of the error probability parameter p to succeed (see for example [20]).
To address this shortcoming, semi-random models have been introduced [20]; these models are generated
by combining random and adversarial components. Semi-random models are often used to measure the
“robustness” of algorithms as they better reflect real-world instances than fully-random models. It has
been shown that, unlike some popular heuristics such as spectral methods that fail under semi-random
models, optimization-based techniques such as semi-definite programming continue to work well under these
models [20, 33, 36]. In this paper, we prove that for rank-one BTF, all “reasonable” optimization algorithms
share this robustness property (see Proposition 2).

We now define the semi-random corruption model for rank-one BTF. In this model, first the noisy tensor
G is constructed from the ground truth rank-one tensor W̄ according to the fully-random model. Then, an
adversary modifies G by applying an arbitrary sequence of monotone transformations defined as follows:

• If an entry is 1 in W̄ and is 0 in G, the adversary may revert to 1 the entry in G;

• If an entry is 0 in W̄ and is 1 in G, the adversary may revert to 0 the entry in G.

It is important to note that while it seems the adversary makes helpful changes to the noisy tensor which
should make the problem easier to solve, such changes break the special properties associated with the
fully-random model and hence heuristics that highly rely on such unrealistic properties do not succeed in
semi-random models.

Denote by rx̄ (resp. rȳ, rz̄) the ratio of ones in x̄ (resp. ȳ, z̄) to the number of elements in x̄ (resp. ȳ, z̄).
In this paper, we mainly focus on the case where p is a constant, and we often consider the “dense regime,”
in which rx̄, rȳ, and rz̄ are positive constants.

1.4 Our contribution

In this paper, we introduce novel LP relaxations for rank-one BTF. We investigate the recovery properties of
the proposed LPs under the semi-random corruption model. Clearly, any convex relaxation can recover the
ground truth only if the original NP-hard problem succeeds in doing so. We start by establishing the recovery
threshold for rank-one BTF under our two corruption models. Namely, we obtain necessary and sufficient
conditions under which Problem (P) recovers the ground truth with high probability. In particular, our
results imply that, under mild assumptions on the growth rate of n,m, l, Problem (P) recovers the ground
truth with high probability if and only if p < 1/2 (see Theorems 1 and 2).
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We then study the recovery properties of our proposed LPs. To this end, we first establish deterministic
sufficient conditions under which the ground truth tensor is the unique optimal solution of each LP relaxation.
Subsequently, we obtain high probability recovery guarantees under the semi-random corruption model. We
start by considering a simple LP relaxation for rank-one BTF, referred to as the standard LP, and obtain a
recovery guarantee for it. Our result in particular implies that if rx̄ = rȳ = rz̄, under mild assumptions on
the growth rate of n,m, l, the standard LP recovers the ground truth with high probability if p < rw̄

2(1+rw̄) ,

where we define rw̄ := rx̄rȳrz̄ (see Theorem 3). We refer to our strongest proposed LP relaxation as the
complete LP. Since the theoretical analysis of the complete LP is rather complex, we consider a relaxation of
this LP, which we refer to as the flower LP. Roughly speaking, this intermediate LP is obtained by adding
flower inequalities [12] to the standard LP. We prove that under mild assumptions on the growth rate of
n,m, l, flower LP recovers the ground truth with high probability if p < rw̄

1+2rw̄
(see Theorem 4). That

is, utilizing a stronger LP relaxation results in an improvement of up to 33% in the recovery threshold.
Numerical experiments suggest that our recovery guarantees are fairly tight, and that the complete LP
significantly outperforms the flower LP. We believe that obtaining recovery guarantees for the complete LP
is an interesting open question. We remark that all proposed LP relaxations can be solved efficiently both
in theory (i.e., in polynomial time) and in practice.

Outline. In Section 2, we establish some basic properties of our optimization framework. In Section 3,
we introduce our LP relaxations for rank-one BTF. In Section 4, we present the statements of our recovery
guarantees. Preliminary numerical results are provided in Section 5. In Section 6, we prove our necessary
and sufficient recovery conditions for rank-one BTF. In Sections 7 and 8, we prove our recovery guarantees
for the standard LP and the flower LP, respectively. Finally, the proof of a technical result omitted from
Section 3 is given in Section 9.

2 Optimization and recovery

In this section, we establish two fundamental properties of optimization algorithms that convey the effec-
tiveness of our approach for recovering a planted tensor from noisy observations.

2.1 Maximum likelihood and maximum a posteriori estimators

In the following, we present the connections between Problem (P) and the maximum likelihood (ML) esti-
mator and the maximum a posteriori (MAP) estimator for the recovery problem of a planted tensor. By
definition, the MAP estimator maximizes the probability of recovering the planted rank-one tensor. Hence,
if the MAP estimator fails in recovering the ground truth, no algorithm, efficient or not, will succeed in doing
so.

Proposition 1. Consider the fully-random corruption model with p < 1
2 . Then solving Problem (P) is

equivalent to finding the ML estimator. Furthermore, if we assume that all ground truth rank-one binary
tensors are equally likely a priori, solving Problem (P) is equivalent to finding the MAP estimator.

Proof. Let W be the ground truth binary tensor and let G be the observed noisy binary tensor. First, we
show that solving Problem (P) is equivalent to finding the ML estimator. We use the notation P[G | W]
to denote the probability that the noisy binary tensor G was observed given that W was the ground truth
rank-one binary tensor. Note that we have

P [gijk = 1 | wijk = 0] = P [gijk = 0 | wijk = 1] = p

P [gijk = 1 | wijk = 1] = P [gijk = 0 | wijk = 0] = 1− p,

thus

P [gijk | wijk] =

{

pwijk(1− p)1−wijk if gijk = 0

p1−wijk(1− p)wijk if gijk = 1.
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Given the noisy binary tensor G, we seek a rank-one binary tensor W that maximizes the likelihood function

P[G | W].

Since the probability of corruption of the entries of W are independent, we have

P[G | W] =
∏

(i,j,k)∈[n]×[m]×[l]

P [gijk | wijk]

=
∏

(i,j,k)∈S0

(

pwijk(1− p)1−wijk
)

∏

(i,j,k)∈S1

(

p1−wijk(1− p)wijk
)

.

Maximizing the likelihood function is equivalent to maximizing the log-likelihood function:

logP[G | W] =
∑

(i,j,k)∈S0

(wijk log p+ (1− wijk) log(1− p)) +
∑

(i,j,k)∈S1

((1− wijk) log p+ wijk log(1− p))

=
∑

(i,j,k)∈S0

(

wijk log
p

1− p
+ log(1− p)

)

−
∑

(i,j,k)∈S1

(

wijk log
p

1− p
− log p

)

=





∑

(i,j,k)∈S0

wijk −
∑

(i,j,k)∈S1

wijk



 log
p

1− p
+ |S0| log(1− p) + |S1| log p.

We then observe that the objective function of Problem (P) is obtained from the log-likelihood function
via translation and scaling by log p

1−p . This scaling factor is negative since p < 1/2, which is desired since

in Problem (P) we minimize the objective function. This concludes the proof that solving Problem (P) is
equivalent to finding ML estimator.

If we assume that all ground truth rank-one binary tensors are equally likely a priori, then by Bayes’
rule,

argmaxP[W | G] = argmaxP[G | W],

thus solving Problem (P) is equivalent to finding the MAP estimaor.

2.2 Robustness of optimization algorithms

We say that an optimization problem is robust, if whenever it recovers the ground truth for an input tensor
G, then it also recovers the ground truth if an adversary modifies G by applying an arbitrary sequence of
monotone transformations. As a consequence, if a robust optimization problem recovers the ground truth
with high probability under the fully-random corruption model, then it also recovers the ground truth with
high probability under the associated semi-random model. In the following, we prove that for rank-one
BTF, any reasonable optimization algorithm is robust. To the best of our knowledge, there exists no robust
spectral method for this problem.

We start by introducing some notation. As before, given binary vectors x̄ ∈ {0, 1}n, ȳ ∈ {0, 1}m,
z̄ ∈ {0, 1}l, define the ground truth rank-one tensor W̄ = (w̄ijk) := x̄⊗ ȳ ⊗ z̄ ∈ {0, 1}n×m×l. Define:

P := {(i, j, k) ∈ [n]× [m]× [l] : x̄i = ȳj = z̄k = 1},
N := {(i, j, k) ∈ [n]× [m]× [l] : x̄i = 0 ∨ ȳj = 0 ∨ z̄k = 0},
T := {(i, j, k) ∈ [n]× [m]× [l] : gijk = x̄iȳj z̄k},
F := {(i, j, k) ∈ [n]× [m]× [l] : gijk = 1− x̄iȳj z̄k}.

It then follows that
S0 = (T ∩ N ) ∪ (F ∩ P), S1 = (T ∩ P) ∪ (F ∩N ),

where S0, S1 are defined in (1).

Proposition 2. Denote by Problem (Rec) a minimization problem whose objective function is identical to
that of Problem (extP) and whose feasible region satisfies 0 ≤ wijk ≤ 1 for all i ∈ [n], j ∈ [m], k ∈ [l]. Then
Problem (Rec) is robust.
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Proof. For notational simplicity, we assume that the optimization variables are (x, y, z,W). However, the
proof follows from the same line of arguments, if Problem (Rec) contains additional variables. Consider
G,G′ ∈ {0, 1}n×m×l such that G′ can be obtained from G via a sequence of monotone transformations.
Denote by OP1, Problem (Rec) with input tensor G and denote by OP2, Problem (Rec) with input tensor
G′. We assume that (x̄, ȳ, z̄, W̄) is the unique optimal solution of OP1. We show that (x̄, ȳ, z̄, W̄) is the
unique optimal solution of OP2 as well.

Define T ′ := {(i, j, k) ∈ [n]× [m]× [l] : g′ijk = x̄iȳj z̄k} and define Q := T ′ \ T . Notice that by definition

T ′ ⊃ T . Since (x̄, ȳ, z̄, W̄) is the unique optimal solution of OP1, the optimal value of this optimization
problem is given by |F|. Moreover, (x̄, ȳ, z̄, W̄) is a feasible solution of OP2 with the objective value equal
to |F| − |Q|. Suppose that (x̄, ȳ, z̄, W̄) is not the unique optimal solution of OP2; then there exists a
solution (x̃, ỹ, z̃, W̃) different from (x̄, ȳ, z̄, W̄) whose objective value is less that or equal to |F|− |Q|. Define
S′
0 := {(i, j, k) ∈ [n]× [m]× [l] : g′ijk = 0} = (T ′ ∩N ) ∪ (F ′ ∩P) and S′

1 := {(i, j, k) ∈ [n]× [m]× [l] : g′ijk =

1} = (T ′ ∩ P) ∪ (F ′ ∩ N ), where F ′ = F ∪Q. Let us examine the objective value f̃ of OP2 at (x̃, ỹ, z̃, W̃):

f̃ =
∑

(i,j,k)S′

0

w̃ijk +
∑

(i,j,k)S′

1

(1− w̃ijk) (2)

=
∑

(i,j,k)∈S0

w̃ijk +
∑

(i,j,k)∈Q∩N

w̃ijk −
∑

(i,j,k)∈Q∩P

w̃ijk +
∑

(i,j,k)∈S1

(1− w̃ijk) +
∑

(i,j,k)∈Q∩P

(1− w̃ijk)

−
∑

(i,j,k)∈Q∩N

(1− w̃ijk)

=
∑

(i,j,k)∈S0

w̃ijk +
∑

(i,j,k)∈S1

(1− w̃ijk)−
(

∑

(i,j,k)∈Q∩P

(2w̃ijk − 1)−
∑

(i,j,k)∈Q∩N

(2w̃ijk − 1)
)

≤|F | − |Q|. (3)

Moreover, since by assumption 0 ≤ w̃ijk ≤ 1 for all (i, j, k) ∈ [n]× [m]× [l], we have:

∑

(i,j,k)∈Q∩P

(2w̃ijk − 1)−
∑

(i,j,k)∈Q∩N

(2w̃ijk − 1) ≤ |Q ∩ P|+ |Q ∩ N| = |Q|. (4)

From (2) and (4) it follows that

∑

(i,j,k)∈S0

w̃ijk +
∑

(i,j,k)∈S1

(1− w̃ijk) ≤ |F |, (5)

which contradicts with the assumption that (x̄, ȳ, z̄, W̄) is the unique optimal solution of OP1. Therefore,
(x̄, ȳ, z̄, W̄) is the unique optimal solution of OP2 as well and this completes the proof.

In particular, Proposition 2 enables us to establish recovery under the semi-random corruption model by
proving recovery under the simpler fully-random corruption model.

3 LP relaxations for rank-one BTF

A simple LP relaxation of Problem (extP) can be obtained by replacing each multilinear term wijk = xiyjzk,
xi, yj , zk ∈ {0, 1}, by its convex hull [5]. Using the sign of objective function coefficients, we remove a subset
of constraints that are never active at an optimal solution to obtain:

min
∑

(i,j,k)∈S0

wijk +
∑

(i,j,k)∈S1

(1− wijk) (sLP)

s.t. wijk ≤ xi, wijk ≤ yj , wijk ≤ zk, ∀(i, j, k) ∈ S1 (6)

wijk ≥ 0, wijk ≥ xi + yj + zk − 2, ∀(i, j, k) ∈ S0 (7)

(x, y, z) ∈ [0, 1]n+m+l. (8)
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Throughout this paper, we refer to Problem (sLP) as the standard LP. In Sections 4 and 5, we investigate
the effectiveness of this LP theoretically and numerically, respectively. Next, leveraging on our previous
results regarding the facial structure of the convex hull of multilinear sets [11, 13, 12, 14, 17, 15], we propose
stronger LP relaxations for rank-one BTF.

3.1 The multilinear polytope and new LP relaxations

We start by providing a brief overview of the multilinear polytope. Subsequently, we propose new LP
relaxations for rank-one BTF. Consider a hypergraph G = (V,E), where V is the set of nodes, and E is the
set of edges, where each edge is a subset of V of cardinality at least two. The multilinear set SG is defined as
the set of binary points (u,w) ∈ {0, 1}V ×{0, 1}E satisfying the collection of equations we =

∏

v∈e uv, for all
e ∈ E. The multilinear polytope MPG is defined as the convex hull of the multilinear set SG. It then follows
that the feasible region of Problem (extP) is a highly structured multilinear set and hence understanding
the facial structure of its convex hull is key to constructing strong LP relaxations for rank-one BTF.

In [12, 14, 15] we obtain sufficient conditions, in terms of acyclicity degree of the hypergraph, under
which the multilinear polytope has a compact extended formulation. As a byproduct, in these papers we
introduce new classes of valid inequalities for the multilinear polytope; namely, flower inequalities [12],
running intersection inequalities [14] and their extensions [15]. For more theoretical results on the facial
structure of the multilinear polytope, we refer the reader to [38, 39, 40, 11, 13, 6, 4, 10, 18].

Henceforth, we refer to the convex hull of the feasible region of Problem (extP) as the multilinear polytope
of rank-one BTF, and we denote by GBT = (V,EBT) its hypergraph. In particular, GBT is a tripartite
hypergraph: it has n +m + l nodes, and nml edges, each edge contains three nodes: one from the first n,
one from the second m, and one from the last l. Now define the hypergraph Ḡ = (V,EBT ∪ Ē), where Ē
contains all subsets of cardinality two of each e ∈ EBT. It then follows that the projection of MPḠ onto the
space defined by GBT coincides with MPGBT . Hence, to obtain a polyhedral relaxation for SGBT , it suffices to
obtain a polyhedral relaxation for SḠ. To this end, for each (i, j, k) ∈ [n]×[m]×[l], we replace the multilinear
set defined by the three equations wijk = xiyjzk, w

1
ij = xiyj , w

2
ik = xizk, w

3
jk = yjzk, xi, yj , zk ∈ {0, 1} by

its convex hull [38] to obtain the following LP relaxation of Problem (extP):

min
∑

(i,j,k)∈S0

wijk +
∑

(i,j,k)∈S1

(1− wijk) (cLP)

s.t. wijk ≤ w1
ij , wijk ≤ w2

ik, wijk ≤ w3
jk, ∀(i, j, k) ∈ S1 (9)

xi + yj + zk − w1
ij − w2

ik − w3
jk + wijk ≤ 1, ∀(i, j, k) ∈ S1

w1
ij + w2

ik − wijk ≤ xi, ∀(i, j, k) ∈ S0, (10)

w1
ij + w3

jk − wijk ≤ yj , ∀(i, j, k) ∈ S0, (11)

w2
ik + w3

jk − wijk ≤ zk, ∀(i, j, k) ∈ S0, (12)

wijk ≥ 0, ∀(i, j, k) ∈ S0

(x, y, z) ∈ [0, 1]n+m+l, (w1, w2, w3) ∈ [0, 1]nm+nl+ml,

where as before we removed some constraints that are never active at an optimal solution. Henceforth, we
refer to Problem (cLP) as the complete LP. As we will show in Section 5, the complete LP is significantly
stronger than the standard LP. Notice that the standard LP consists of nml+n+m+l variables, and at most
3nml constraints, while the complete LP consists of nml+ nm+ nl+ml+ n+m+ l variables, and at most
4nml constraints. This moderate increase in size has a rather insignificant impact on the computational cost
of solving Problem (cLP). Indeed, the complete LP can be solved very fast using off-the-shelf LP solvers
such as CPLEX and Gurobi.

Let us detail on the connections between the complete LP and alternative LP relaxations for Prob-
lem (extP). First, consider the Reformulation Relaxation Technique (RLT) hierarchy [38] for Problem (extP).
It can be checked that the constraints of Problem (cLP) are present in level-2 RLT of Problem (extP).
However, level-2 RLT of Problem (extP) contains Θ((n + m + l)3) variables and constraints, and hence is
significantly more expensive to solve.
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As we mentioned before, flower inequalities [12] and running intersection inequalities [14] are among the
most popular valid inequalities for the multilinear polytope and both theoretical and computational benefits
of these inequalities for binary polynomial optimization have been investigated in the literature [17, 26].
However, for the multilinear polytope of rank-one BTF MPGBT , it can be shown that all flower inequalities
and running intersection inequalities are implied by the feasible region of Problem (cLP) (see proof of
Theorem 3 in [14]). In fact, inequalities (9) are flower inequalities of MPḠ, and inequalities (10)–(12) are
running intersection inequalities of MPḠ.

Obtaining recovery guarantees for the complete LP is rather involved. To investigate the impact of the
inequalities defining the complete LP in improving recovery properties of the standard LP, we consider a
specific relaxation of Problem (cLP), which we will refer as the flower LP :

min
∑

(i,j,k)∈S0

wijk +
∑

(i,j,k)∈S1

(1− wijk) (fLP)

s.t. wijk ≤ xi, wijk ≤ yj , wijk ≤ zk, ∀(i, j, k) ∈ S1 (13)

wijk ≥ 0, wijk ≥ xi + yj + zk − 2, ∀(i, j, k) ∈ S0 (14)

wi′jk − wijk ≤ 1− xi, ∀(i, j, k) ∈ S0, (i
′, j, k) ∈ S1 (15)

wij′k − wijk ≤ 1− yj , ∀(i, j, k) ∈ S0, (i, j
′, k) ∈ S1 (16)

wijk′ − wijk ≤ 1− zk, ∀(i, j, k) ∈ S0, (i, j, k
′) ∈ S1 (17)

(x, y, z) ∈ [0, 1]n+m+l.

Inequalities (15)- (17) are flower inequalities of MPGBT and as we mentioned before are implied by the feasible
region of the complete LP. As the feasible region of Problem (cLP) is contained in that of Problem (fLP), we
conclude that if the flower LP succeeds in recovering the ground truth, so does the complete LP. Due to its
simple formulation, Problem (fLP) is simpler to analyze than Problem (cLP), yet, as we detail in Section 4,
it significantly outperforms Problem (sLP) in recovering the ground truth. It is important to note that while
in general, flower inequalities are not facet-defining for the multilinear polytope, as we show next, they define
facets of the multilinear polytope of rank-one BTF.

Proposition 3. All inequalities defining the feasible region of flower LP, i.e., inequalities (13)- (17), define
facets of the multilinear polytope of rank-one BTF.

The proof of Proposition 3 relies on standard techniques and is given in Section 9.

4 Statements of recovery guarantees

In this section, we summarize the main results of this paper. The proofs are deferred to Sections 6 to 8.

4.1 Recovery conditions for rank-one BTF

We start by characterizing the corruption range, in terms of p, for which rank-one BTF can recover the
ground truth with high probability. Such conditions serve as a reference point for assessing the effectiveness
of our LP relaxations. Our results for rank-one BTF essentially indicate that Problem (P) recovers the
ground truth with high probability if and only if p < 1/2. These results can be seen as tight, since in the
fully-random model for p = 1/2, each entry of the noisy tensor G is zero or one with equal probability, no
matter what the original ground truth rank-one tensor W̄ is.

First, we present necessary conditions under which Problem (P) recovers the ground truth under fully-
random corruption model. Note that a similar condition for the semi-random model cannot be given as the
adversary may choose to undo all corruptions.

Theorem 1 (Necessary conditions for recovery). Consider the fully-random corruption model. If p ≥ 1/2,
then the probability that Problem (P) recovers the ground truth is at most 1/2. Furthermore, if rx̄, rȳ, rz̄, p
are positive constants and p > 1/2, then with high probability Problem (P) does not recover the ground truth.

Next, we give sufficient conditions under which Problem (P) recovers the ground truth with high proba-
bility. This result holds for the more general semi-random corruption model.
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Theorem 2 (Sufficient conditions for recovery). Consider the semi-random corruption model. Assume that
rx̄, rȳ, rz̄ are positive constants and

lim
n,m,l→∞

n+m+ l

min{nm, nl,ml} = 0. (18)

If p is a constant satisfying p < 1/2, then Problem (P) recovers the ground truth with high probability.

Proofs of the above theorems are given in Section 6. In fact, in Section 6, we also present more general
conditions for recovery in which we do not assume that rx̄, rȳ, rz̄, p are constants (see Propositions 4 and 5).

Remark 1. The limit assumption (18) in Theorem 2 is not too restrictive. Consider m and l as functions
of n, i.e., m = m(n) and l = l(n). Furthermore, assume that m(n) grows faster than n and that l(n) grows
faster than m(n), i.e. n ∈ O(m(n)), m(n) ∈ O(l(n)). Then assumption (18) is satisfied if l(n) ∈ o(nm(n)).
Intuitively, sufficient conditions of Theorem 2 require that the functions m(n) and l(n) grow similarly as n
increases. Two simple examples of functions that satisfy these assumptions are: (2.i). m(n), l(n) ∈ Θ(nk),
for any positive integer k; (2.ii). m(n), l(n) ∈ Θ(exp(n)). An example of functions that do not satisfy the
assumptions of Theorem 2 is: m(n) ∈ Θ(nk) and l(n) ∈ Θ(nk+1), for any positive integer k.

4.2 Recovery conditions for the standard LP

Next, we present recovery guarantees for the standard LP; namely, Problem (sLP). In particular, we obtain
a sufficient condition in terms of p, rx̄, rȳ, rz̄ under which the standard LP recovers the ground truth with
high probability.

Theorem 3. Consider the semi-random corruption model. Assume that rx̄, rȳ, rz̄ are positive constants,
and without loss of generality, assume rx̄ ≥ rȳ ≥ rz̄. Assume that, as n,m, l → ∞, we have n exp(−m),
n exp(−l), m exp(−n), m exp(−l), l exp(−n), l exp(−m) → 0. If p is a constant satisfying

p <
rx̄rȳrz̄

2(1 + rx̄rȳrz̄) + δ
, (19)

where

δ :=
1

2
rx̄rȳ +

1

2
rx̄rz̄ − rȳrz̄ + rx̄ − 1

2
rȳ −

1

2
rz̄ ≥ 0,

then Problem (sLP) recovers the ground truth with high probability.

Note that δ ≥ 0 since the assumption rx̄ ≥ rȳ ≥ rz̄ implies that rx̄rȳ + rx̄rz̄ ≥ 2rȳrz̄ and 2rx̄ ≥ rȳ + rz̄,
and these inequalities are satisfied tightly if and only if rx̄ = rȳ = rz̄. Now suppose that the ground truth
satisfies rx̄ = rȳ = rz̄, and denote by rw̄ the tensor density ; i.e., rw̄ := rx̄rȳrz̄. We then obtain the following
corollary of Theorem 3:

Corollary 1. Consider the semi-random corruption model. Suppose that rx̄, rȳ, rz̄ are positive constants
satisfying rx̄ = rȳ = rz̄ and let rw̄ := rx̄rȳrz̄. Assume that, as n,m, l → ∞, we have n exp(−m), n exp(−l),
m exp(−n), m exp(−l), l exp(−n), l exp(−m) → 0. If p is a constant satisfying

p <
rw̄

2(1 + rw̄)
,

then Problem (sLP) recovers the ground truth with high probability.

The proof of Theorem 3 is given in Section 7. To prove this result, we first obtain a deterministic
sufficient condition for recovery (see Propositions 7 and 9). Then, using the deterministic condition together
with Proposition 2, we derive a recovery guarantee under the semi-random corruption model.

Remark 2. The limit assumptions in Theorem 3 are not too restrictive. Consider m and l as functions of
n, i.e., m = m(n) and l = l(n). Two simple examples of functions that satisfy the assumptions of Theorem 3
are: (3.i). m(n) ∈ Θ(nh) and l(n) ∈ Θ(nk), for positive integers h, k; (3.ii). m(n), l(n) ∈ Θ(exp(n/2)). It
is important to note that the limit assumptions in Theorem 3 are not comparable to those in Theorem 2. In
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particular, (3.i) contains as special case the example given in Remark 1 (i.e., m(n) ∈ Θ(nk), l(n) ∈ Θ(nk+1))
that does not satisfy assumption (18). On the other hand, example (2.ii) does not satisfy the limit assumptions
in Theorem 3. Clearly, any LP relaxation of rank-one BTF recovers the ground truth, only if the original
integer program succeeds in doing so. The fact that the assumptions of Theorem 3 are not implied by those
of Theorem 2 is merely an artifact of our analysis.

4.3 Recovery conditions for the flower LP

Next, we present recovery a guarantee for the flower LP; namely, Problem (fLP):

Theorem 4. Consider the semi-random corruption model. Assume that rx̄, rȳ, rz̄ are positive constants and
let rw̄ := rx̄rȳrz̄. Assume that, as n,m, l → ∞, we have nml exp(−n), nml exp(−m), nml exp(−l) → 0. If
p is a constant satisfying

p <
rw̄

1 + 2rw̄
, (20)

then Problem (fLP) recovers the ground truth with high probability.

The proof of Theorem 4 is given in Section 8. Our proof scheme is similar to that of Theorem 3: we first
obtain a deterministic sufficient condition for recovery (see Propositions 10 and 11); next we consider the
semi-random corruption model.

Remark 3. The limit assumptions in Theorem 4 are not too restrictive, even though they are stronger than
the limit assumptions in Theorem 3. Consider m and l as functions of n, i.e., m = m(n) and l = l(n). A
simple example of functions that satisfies the assumptions of Theorem 4 is example (3.i) of Remark 2. On
the other hand, example (3.ii) of Remark 2 does not satisfy the assumptions of Theorem 3. An example of
functions that satisfies the assumptions in all Theorems 2 to 4 is example (2.i) of Remark 1. Again notice
that the standard LP recovers the ground truth only if the flower LP succeeds in doing so, and that fact that
the assumptions of Theorem 4 are not implied by those of Theorem 3 is merely an artifact of our analysis.

The recovery thresholds of the two LP relaxations for rank-one BTF together with rank-one BTF are
depicted in Figure 1: as the recovery threshold of Corollary 1 serves as an upper bound for the recovery
threshold of standard LP, we conclude that the addition of flower inequalities significantly improves the
recovery properties of the LP relaxation.

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

 Rank-one BTF

 Flower LP

 Standard LP

p

rw̄

Figure 1: Comparison of the recovery threshold for two LP relaxations of Rank-one BTF under the semi-
random corruption model as given by Corollary 1 and Theorem 4.

We conclude this section by observing that the parameter p is not an input to our LP relaxation schemes.
Hence, the knowledge of such parameter is not necessary for our recovery guarantees, which is an important
and desirable property. Moreover, to obtain recovery guarantees we do not make any assumption on how
the ground truth tensor W̄ was generated.
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5 Numerical experiments

In this section, we conduct a preliminary numerical study to compare the recovery properties of the proposed
LP relaxations for rank-one BTF. A comprehensive computational study that includes real data sets from
the literature is a topic of future research.

We consider three LP relaxations for rank-one BTF: (i) the standard LP, defined by Problem (sLP), (ii)
the flower LP, defined by Problem (fLP), and (iii) the complete LP, defined by Problem (cLP). We generate
the input tensor G according to the fully-random corruption model defined before. For our numerical
experiments we set n = m = l = 15, rw̄ ∈ [0 : 0.04 : 1.0], and p ∈ [0 : 0.01 : 0.5]. Given rw̄, we construct
the ground truth tensor W̄ = x̄ ⊗ ȳ ⊗ z̄ as follows: we set q := 3

√
rw̄ and let x̄, ȳ, z̄ be vectors of Bernoulli

random variables with parameter q. It then follows that E[
∑

ijk w̄ijk] = q3 = rw̄. For each fixed pair (rw̄, p),
we run 40 random trials. We then count the number of times each LP relaxation recovers the ground truth.
Dividing by the number of trials, we obtain the empirical rate of recovery. All experiments are performed
on the NEOS server [7] and all LPs are solved with GAMS/CPLEX [25]. Results are shown in Figure 2; as can
be seen from Figures 2(a) and 2(b), our recovery guarantees given by Corollary 1 and Theorem 4 are fairly
tight, and we conjecture that these conditions are necessary for recovery as well. Moreover, Figure 2(c)
indicates that the complete LP significantly outperforms the flower LP and hence understanding its recovery
properties is a topic of future research.
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(a) Standard LP
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(b) Flower LP
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(c) Complete LP

Figure 2: The empirical rate of recovery for LP relaxations of Rank-one BTF under the fully-random
corruption model. The black curves in Figures 2(a) and 2(b) correspond to the recovery guarantees given
by Corollary 1 and Theorem 4, respectively.

Finally, we would like to remark that while the recovery threshold of the original NP-hard problem is
independent of the density of the input tensor, our theoretical and numerical results indicate that for all
considered LP relaxations of rank-one BTF, the recovery threshold improves as the tensor density increases.

11



6 Recovery proofs for rank-one BTF

The main goal of this section is to prove Theorems 1 and 2. We start by introducing some notation that
will be used in this section. Let (x̄, ȳ, z̄) ∈ {0, 1}n+m+l. Like in the corruption models, we denote by rx̄
(resp. rȳ, rz̄) the ratio of ones in x̄ (resp. ȳ, z̄) to the number of elements in x̄ (resp. ȳ, z̄). For every
(x, y, z) ∈ {0, 1}n+m+l, we denote by

∆(x,y,z) := {(i, j, k) ∈ [n]× [m]× [l] | x̄iȳj z̄k 6= xiyjzk}, δ(x,y,z) := |∆(x,y,z)|.

For every (x, y, z) ∈ {0, 1}n+m+l and every s, t ∈ {0, 1}, we define the following sets:

Xst := {i ∈ [n] | x̄i = s, xi = t}, Yst := {j ∈ [m] | ȳj = s, yj = t}, Zst := {k ∈ [l] | z̄k = s, zk = t}.

For every (x, y, z) ∈ {0, 1}n+m+l, we denote by obj(x, y, z) the objective function of (P). Such function is
explicitly given by

obj(x, y, z) :=
∥

∥

∥G − x⊗ y ⊗ z
∥

∥

∥

2

=
∑

i∈[n], j∈[m], k∈[l]:
gijk=0

xiyjzk +
∑

i∈[n], j∈[m], k∈[l]:
gijk=1

(1− xiyjzk),

and it gives the number of triples (i, j, k) ∈ [n] × [m] × [l] for which xiyjzk 6= gijk. In the remainder of the
paper we also denote by P[A] the probability of an event A, and by E[X] the expected value of a random
variable X.

6.1 Some useful lemmas

Next, we present two lemmas that will be useful in our analysis. In Lemma 1, we study the quantity δ(x,y,z)
and provide a lower bound.

Lemma 1. Let (x̄, ȳ, z̄) ∈ {0, 1}n+m+l.

(i) For every (x, y, z) ∈ {0, 1}n+m+l, we have

δ(x,y,z) = |X11||Y11||Z10|+ |X11||Y10||Z11|+ |X10||Y11||Z11|+ |X11||Y10||Z10|+ |X10||Y11||Z10|
+ |X10||Y10||Z11|+ |X10||Y10||Z10|+ |X11||Y11||Z01|+ |X11||Y01||Z11|+ |X01||Y11||Z11|
+ |X11||Y01||Z01|+ |X01||Y11||Z01|+ |X01||Y01||Z11|+ |X01||Y01||Z01|.

(ii) For every (x, y, z) ∈ {0, 1}n+m+l such that (x, y, z) 6= (x̄, ȳ, z̄), we have

δ(x,y,z) ≥ min{rx̄nrȳm, rx̄nrz̄l, rȳmrz̄l}.

Proof. (i). Let (x, y, z) ∈ {0, 1}n+m+l. We have

∆(x,y,z) = {(i, j, k) ∈ [n]× [m]× [l] | x̄iȳj z̄k = 1, xiyjzk = 0}
∪ {(i, j, k) ∈ [n]× [m]× [l] | x̄iȳj z̄k = 0, xiyjzk = 1},

where the union is disjoint. Thus,

δ(x,y,z) = (|X11||Y11||Z10|+ |X11||Y10||Z11|+ |X10||Y11||Z11|+ |X11||Y10||Z10|+ |X10||Y11||Z10|
+ |X10||Y10||Z11|+ |X10||Y10||Z10|) + (|X11||Y11||Z01|+ |X11||Y01||Z11|+ |X01||Y11||Z11|
+ |X11||Y01||Z01|+ |X01||Y11||Z01|+ |X01||Y01||Z11|+ |X01||Y01||Z01|).

(ii). Let (x, y, z) ∈ {0, 1}n+m+l such that (x, y, z) 6= (x̄, ȳ, z̄). From (i), we have

δ(x,y,z) ≥ |X10||Y11||Z11|+ |X10||Y11||Z10|+ |X10||Y10||Z11|+ |X10||Y10||Z10|
= |X10|(|Y11|+ |Y10|)(|Z11|+ |Z10|) = |X10|rȳmrz̄l.
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Thus, if we assume |X10| ≥ 1, we obtain δ(x,y,z) ≥ rȳmrz̄l and we are done. Symmetrically, if we assume
|Y10| ≥ 1, we obtain δ(x,y,z) ≥ rx̄nrz̄l and we are done. Symmetrically, if we assume |Z10| ≥ 1, we obtain
δ(x,y,z) ≥ rx̄nrȳm and we are done.

Thus we now assume X10 = Y10 = Z10 = ∅, which implies |X11| = rx̄n, |Y11| = rȳm, and |Z11| = rz̄l.
Since (x, y, z) 6= (x̄, ȳ, z̄), at least one of the sets X01, Y01, Z01 is nonempty. If |X01| ≥ 1, then from (i) we
have

δ(x,y,z) ≥ |X01||Y11||Z11| ≥ |Y11||Z11| = rȳmrz̄l

and we are done. Symmetrically, if |Y01| ≥ 1, we obtain δ(x,y,z) ≥ rx̄nrz̄l and we are done. Symmetrically, if
|Z01| ≥ 1, we obtain δ(x,y,z) ≥ rx̄nrȳm and we are done.

In Lemma 2, we study the probabilities that a vector (x, y, z) ∈ {0, 1}n+m+l has value obj(x, y, z) smaller
or larger than obj(x̄, ȳ, z̄) in the fully-random corruption model.

Lemma 2. Consider the fully-random corruption model. Let (x, y, z) ∈ {0, 1}n+m+l such that (x, y, z) 6=
(x̄, ȳ, z̄) and let δ := δ(x,y,z). Then we have:

(i) P[obj(x, y, z) > obj(x̄, ȳ, z̄)] =
∑⌈δ/2⌉−1

ℓ=0

(

δ
ℓ

)

pℓ(1− p)δ−ℓ.

(ii) If p ≤ 1/2, then P[obj(x, y, z) ≤ obj(x̄, ȳ, z̄)] ≤ exp
(

−2δ(1/2− p)2
)

.

(iii) If p ≥ 1/2, then P[obj(x, y, z) ≥ obj(x̄, ȳ, z̄)] ≤ exp
(

−2δ(p− 1/2)2
)

.

Proof. (i) In the case δ = 0, we have obj(x, y, z) = obj(x̄, ȳ, z̄) and the sum in the statement is vacuous, thus
we are done. Assume now δ > 0. Note that obj(x, y, z) > obj(x̄, ȳ, z̄) if and only if strictly less than half of
the (i, j, k) ∈ ∆(x,y,z) are corrupted. We obtain

P[obj(x, y, z) > obj(x̄, ȳ, z̄)] =

⌈δ/2⌉−1
∑

ℓ=0

(

δ

ℓ

)

pℓ(1− p)δ−ℓ.

(ii) In the case δ = 0, we have exp
(

−2δ(1/2− p)2
)

= exp(0) = 1, thus we are done. Assume now δ > 0.
Note that obj(x, y, z) ≤ obj(x̄, ȳ, z̄) if and only if at least half of the (i, j, k) ∈ ∆(x,y,z) are corrupted. For
every (i, j, k) ∈ ∆(x,y,z), let B(i,j,k) be the Bernoulli random variable defined by B(i,j,k) := 1, if (i, j, k) is
corrupted, and B(i,j,k) := 0, if (i, j, k) is not corrupted. Consider the Binomial random variable

Sδ :=
∑

(i,j,k)∈∆(x,y,z)

B(i,j,k).

We obtain that obj(x, y, z) ≤ obj(x̄, ȳ, z̄) if and only if Sδ ≥ δ/2. Note that E[Sδ] = δp, thus

P[obj(x, y, z) ≤ obj(x̄, ȳ, z̄)] = P[Sδ ≥ δ/2] = P[Sδ − E[Sδ] ≥ δ(1/2− p)].

By assumption p ≤ 1/2 and δ > 0, thus in particular δ(1/2−p) ≥ 0. Hence we can use Hoeffding’s inequality
and obtain

P[obj(x, y, z) ≤ obj(x̄, ȳ, z̄)] ≤ exp

(

−2δ2(1/2− p)2

δ

)

= exp
(

−2δ(1/2− p)2
)

.

(iii) This proof is symmetric to the proof of (ii).

6.2 Proof of necessary conditions for recovery

In this section we use Lemmas 1 and 2 in Section 6.1 to prove Theorem 1. We start with the following
proposition, which provides general necessary conditions under which Problem (P) recovers the ground
truth.

13



Proposition 4. Consider the fully-random corruption model. Assume p > 1/2 and

lim
n,m,l→∞

min{rx̄nrȳm, rx̄nrz̄l, rȳmrz̄l}(p− 1/2)2 = ∞.

Then with high probability Problem (P) does not recover the ground truth.

Proof. Let (x, y, z) ∈ {0, 1}n+m+l such that (x, y, z) 6= (x̄, ȳ, z̄). If (P) recovers the ground truth, then we
must have obj(x, y, z) ≥ obj(x̄, ȳ, z̄). Thus, the probability that (P) recovers the ground truth is at most
P[obj(x, y, z) ≥ obj(x̄, ȳ, z̄)].

From Lemma 2 (iii) and Lemma 1 (ii), we obtain

P[obj(x, y, z) ≥ obj(x̄, ȳ, z̄)] ≤ exp
(

−2δ(x,y,z)(p− 1/2)2
)

≤ exp
(

−2min{rx̄nrȳm, rx̄nrz̄l, rȳmrz̄l}(p− 1/2)2
)

.

Due to our assumption, as n,m, l → ∞, the argument of the exponential function goes to −∞ and so
P[obj(x, y, z) ≥ obj(x̄, ȳ, z̄)] → 0 and with high probability (P) does not recover the ground truth.

We are now ready to prove Theorem 1.

Proof of Theorem 1. We first prove the first part of the statement: If p ≥ 1/2, then the probability that
Problem (P) recovers the ground truth is at most 1/2.

Let (x, y, z) ∈ {0, 1}n+m+l such that (x, y, z) 6= (x̄, ȳ, z̄). If (P) recovers the ground truth, then we
must have obj(x, y, z) > obj(x̄, ȳ, z̄). Thus, the probability that (P) recovers the ground truth is at most

P[obj(x, y, z) > obj(x̄, ȳ, z̄)]. From Lemma 2 (i), we have P[obj(x, y, z) > obj(x̄, ȳ, z̄)] =
∑⌈δ/2⌉−1

ℓ=0

(

δ
ℓ

)

pℓ(1 −
p)δ−ℓ, where δ := δ(x,y,z). It can then be seen that P[obj(x, y, z) > obj(x̄, ȳ, z̄)] ≤ 1/2 if p ≥ 1/2. This
concludes the proof of the first part of the statement.

The second part of the statement, where we assume that rx̄, rȳ, rz̄, p are positive constants and p > 1/2,
follows directly from Proposition 4.

6.3 Proof of sufficient conditions for recovery

The main goal of this section is to prove Theorem 2. First, we remark that it follows from Proposition 2
that Problem (P) is robust. We proceed with the following proposition, which provides general sufficient
conditions under which Problem (P) recovers the ground truth.

Proposition 5. Consider the semi-random corruption model. Assume p < 1/2 and

lim
n,m,l→∞

(

2min{rx̄nrȳm, rx̄nrz̄l, rȳmrz̄l} (1/2− p)
2 − (n+m+ l) log 2

)

= ∞.

Then with high probability (P) recovers the ground truth.

Proof. Due to Proposition 2, it suffices to prove the statement of the proposition for the fully-random
corruption model. Denote by P̄ the probability that (P) does not recover the ground truth. We have

P̄ = P[∃(x, y, z) ∈ {0, 1}n+m+l s.t. (x, y, z) 6= (x̄, ȳ, z̄), obj(x, y, z) ≤ obj(x̄, ȳ, z̄)]

≤
∑

(x,y,z)∈{0,1}n+m+l

(x,y,z) 6=(x̄,ȳ,z̄)

P[obj(x, y, z) ≤ obj(x̄, ȳ, z̄)]

≤
∑

(x,y,z)∈{0,1}n+m+l

(x,y,z) 6=(x̄,ȳ,z̄)

exp
(

−2δ(x,y,z) (1/2− p)
2
)

≤ 2n+m+l exp
(

−2min{rx̄nrȳm, rx̄nrz̄l, rȳmrz̄l} (1/2− p)
2
)

.

In the first inequality we used the union bound. In the second inequality we used part (ii) of Lemma 2.
In the third inequality we used part (ii) of Lemma 1 and the fact that there are 2n+m+l vectors (x, y, z) ∈
{0, 1}n+m+l.
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We now show that the last expression goes to zero as n,m, l → ∞. For notational simplicity we define
µ(n,m, l) := min{rx̄nrȳm, rx̄nrz̄l, rȳmrz̄l}. We have

lim
n,m,l→∞

2n+m+l exp
(

−2µ(n,m, l) (1/2− p)
2
)

= lim
n,m,l→∞

exp
(

log
(

2n+m+lexp
(

−2µ(n,m, l) (1/2− p)
2
)))

= lim
n,m,l→∞

exp
(

log
(

2n+m+l
)

+ log
(

exp
(

−2µ(n,m, l) (1/2− p)
2
)))

= lim
n,m,l→∞

exp
(

(n+m+ l) log 2− 2µ(n,m, l) (1/2− p)
2
)

= exp

(

lim
n,m,l→∞

(

(n+m+ l) log 2− 2µ(n,m, l) (1/2− p)
2
)

)

.

By assumption, the last limit is −∞. Hence, the original limit is exp(−∞) = 0.
We have shown that the probability that (P) does not recover the ground truth goes to zero as n,m, l →

∞. Therefore, the probability that (P) recovers the ground truth goes to one as n,m, l → ∞ and so (P)
recovers the ground truth with high probability.

We are now ready to present the proof of Theorem 2. The key difference with Proposition 5 is that, in
Theorem 2, we assume that p, rx̄, rȳ, rz̄ are constants, and we obtain a simpler condition in terms of the
growth rates of n,m, l.

Proof of Theorem 2. For notational simplicity we define µ(n,m, l) := min{rx̄nrȳm, rx̄nrz̄l, rȳmrz̄l}. Con-
sider the limit in the statement of Proposition 5. We have

lim
n,m,l→∞

(

2µ(n,m, l) (1/2− p)
2 − (n+m+ l) log 2

)

= lim
n,m,l→∞

2µ(n,m, l) (1/2− p)
2

(

1− (n+m+ l) log 2

2µ(n,m, l) (1/2− p)
2

)

=

(

lim
n,m,l→∞

2µ(n,m, l) (1/2− p)
2

)

·
(

lim
n,m,l→∞

(

1− (n+m+ l) log 2

2µ(n,m, l) (1/2− p)
2

))

.

Consider the first limit in the last expression. Since rx̄, rȳ, rz̄ are constants in (0, 1] and p is a constant in
[0, 1/2), this first limit is ∞. Consider now the second limit. Using our limit assumption and the fact that
rx̄, rȳ, rz̄ are constants in (0, 1] and p is a constant in [0, 1/2), we have

lim
n,m,l→∞

(n+m+ l) log 2

2µ(n,m, l) (1/2− p)
2 = 0.

Hence the second limit is 1. The original limit is then equal to∞, and the corollary follows from Proposition 5.

7 Recovery proof for the standard LP

The main goal of this section is to prove Theorem 3. To this end, we first obtain deterministic sufficient
conditions for recovery. Subsequently, we study the semi-random corruption model.

7.1 Deterministic recovery guarantee

In the following, we present deterministic recovery guarantees. We first focus on the special case in which the
input tensor G is not corrupted; i.e., F = ∅. Subsequently, we consider the problem with corrupted inputs.

Proposition 6. Let x̄ ∈ {0, 1}n, ȳ ∈ {0, 1}m, z̄ ∈ {0, 1}l. Define W̄ = (w̄ijk) := x̄ ⊗ ȳ ⊗ z̄ ∈ {0, 1}n×m×l

and let G := W̄. Then (x̄, ȳ, z̄, W̄) is an optimal solution of Problem (sLP). Furthermore, (x̄, ȳ, z̄, W̄) is the
unique optimal solution of Problem (sLP) if and only if x̄, ȳ, z̄ 6= 0.
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Proof. First, we show that (x̄, ȳ, z̄, W̄) is an optimal solution of Problem (sLP). Since G = W̄ , in Prob-
lem (sLP), we have S0 = N and S1 = P. Let (x, y, z,W) be a feasible solution to Problem (sLP). The
objective value of this solution is nonnegative, since wijk ≥ 0 for every (i, j, k) ∈ N and wijk ≤ 1 for every
(i, j, k) ∈ P. Since (x̄, ȳ, z̄, W̄) is a feasible solution to Problem (sLP) with objective value zero, it is then
an optimal solution to Problem (sLP).

In the rest of the proof we show the “if and only if” in the statement. First, we prove the “only if”: We
assume that at least one among x̄, ȳ, z̄ is the zero vector, and we show that (x̄, ȳ, z̄, W̄) is not the unique
optimal solution of Problem (sLP). Assume x̄ = 0. It is then simple to check that (x̄, 1− ȳ, z̄, W̄) is another
optimal solution to Problem (sLP). The cases ȳ = 0 and z̄ = 0 are symmetric, so this concludes the proof
of the “only if”.

In the remainder of the proof we show the “if” in the statement: We assume x̄, ȳ, z̄ 6= 0 and show that
(x̄, ȳ, z̄, W̄) is the unique optimal solution of Problem (sLP). Since the objective value of (x̄, ȳ, z̄, W̄) is zero,
it suffices to show that, if (x, y, z,W) is a feasible solution to Problem (sLP) with objective value zero, then
we have (x, y, z,W) = (x̄, ȳ, z̄, W̄). Since the objective value of (x, y, z,W) is zero, we have wijk = 0 for
every (i, j, k) ∈ N and wijk = 1 for every (i, j, k) ∈ P. Thus W = W̄.

We now show that, for every i ∈ [n], x̄i = 1 implies xi = 1. Since ȳ, z̄ 6= 0, there exist j ∈ [m], k ∈ [l]
such that ȳj = 1, z̄k = 1. Then we have (i, j, k) ∈ P and so wijk = 1. Constraints (6), (8) then imply xi = 1.
Next, we show that, for every i ∈ [n], x̄i = 0 implies xi = 0. Since ȳ, z̄ 6= 0, there exist j ∈ [m], k ∈ [l] such
that ȳj = 1, z̄k = 1. Then we have (i, j, k) ∈ N and so wijk = 0. Constraints (7), (8) then imply xi = 0. We
have shown that x = x̄. Symmetrically, we obtain y = ȳ and z = z̄.

Henceforth, assume that F 6= ∅. In the following, we first present a sufficient condition under which an
optimal solution of Problem (sLP) coincides with the ground truth. Next, we investigate the question of
uniqueness. For every i ∈ [n] and r, s ∈ {0, 1}, define

T x,i
rs :=

∣

∣

∣(j, k) ∈ [m]× [l] : ȳj = r, z̄k = s, (i, j, k) ∈ T
∣

∣

∣,

F x,i
rs :=

∣

∣

∣
(j, k) ∈ [m]× [l] : ȳj = r, z̄k = s, (i, j, k) ∈ F

∣

∣

∣
.

Parameters T y,j
rs , F y,j

rs for all j ∈ [m], and T z,k
rs , F z,k

rs for all k ∈ [l] are similarly defined. Finally, define
T x,i = T x,i

00 + T x,i
10 + T x,i

01 + T x,i
11 and F x,i = F x,i

00 + F x,i
10 + F x,i

01 + F x,i
11 . Parameters T y,j , F y,j , T z,k, F z,k are

similarly defined.

Proposition 7. Let x̄ ∈ {0, 1}n, ȳ ∈ {0, 1}m, z̄ ∈ {0, 1}l and define W̄ = (w̄ijk) := x̄⊗ ȳ⊗ z̄ ∈ {0, 1}n×m×l.
Suppose that F 6= ∅. Then (x̄, ȳ, z̄, W̄) is an optimal solution of Problem (sLP), if the following conditions
are satisfied:

1. For each i ∈ [n] with x̄i = 0, we have F x,i > 0, for each j ∈ [m] with ȳj = 0, we have F y,j > 0, and
for each k ∈ [l] with z̄k = 0, we have F z,k > 0.

2. For each i ∈ [n] with x̄i = 0, we have

T x,i
11 ≥ 1

3
F x,i
00 +

1

2
(F x,i

01 + F x,i
10 ) + F x,i

11 . (21)

Symmetrically, (21) holds when replacing (x, i, n) by (y, j,m) and (z, k, l), respectively.

3. For each i ∈ [n] with x̄i = 1, we have

1

3
T x,i
11 ≥ F x,i

11 +
∑

(j,k):(i,j,k)∈T :
ȳj=0,z̄k=1

1

T y,j
11

(1

3
F y,j
00 +

1

2
(F y,j

01 + F y,j
10 ) + F y,j

11

)

+
∑

(j,k):(i,j,k)∈T :
ȳj=1,z̄k=0

1

T z,k
11

(1

3
F z,k
00 +

1

2
(F z,k

01 + F z,k
10 ) + F z,k

11

)

.

(22)

Symmetrically, (22) holds when switching (x, i, n) by (y, j,m) and switching (x, i, n) by (z, k, l).
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Proof. We start by constructing the dual of Problem (sLP). Define dual variables λx
ijk, λ

y
ijk, λ

z
ijk for all

(i, j, k) ∈ S1 associated with the first, the second and the third set of constraints in (6), respectively. Define
µ1
ijk, µ

2
ijk for all (i, j, k) ∈ S0 associated with the first and the second set of constraints in (7), respectively.

Finally, define ux
i (resp. lxi ) for all i ∈ [n], uy

j (resp. lyj ) for all j ∈ [m], and uz
k (resp. lzk) for all k ∈ [l],

associated with xi ≤ 1 (resp. −xi ≤ 0), yj ≤ 1 (resp. −yj ≤ 0), and zk ≤ 1 (resp. −zk ≤ 0) respectively. It
then follows that the dual of Problem (sLP) is given by

max |S1| − 2
∑

(i,j,k)∈S0

µ2
ijk −

∑

i∈[n]

ux
i −

∑

j∈[m]

uy
j −

∑

k∈[l]

uz
k (sD)

s.t.
∑

(j,k):(i,j,k)∈S0

µ2
ijk + ux

i − lxi =
∑

(j,k):(i,j,k)∈S1

λx
ijk, ∀i ∈ [n] (23)

∑

(i,k):(i,j,k)∈S0

µ2
ijk + uy

j − lyj =
∑

(i,k):(i,j,k)∈S1

λy
ijk, ∀j ∈ [m] (24)

∑

(i,j):(i,j,k)∈S0

µ2
ijk + uz

k − lzk =
∑

(i,j):(i,j,k)∈S1

λz
ijk, ∀k ∈ [l] (25)

λx
ijk + λy

ijk + λz
ijk = 1, ∀(i, j, k) ∈ S1 (26)

µ1
ijk + µ2

ijk = 1, ∀(i, j, k) ∈ S0 (27)

λx
ijk ≥ 0, λy

ijk ≥ 0, λz
ijk ≥ 0, ∀(i, j, k) ∈ S1 (28)

µ1
ijk ≥ 0, µ2

ijk ≥ 0, ∀(i, j, k) ∈ S0 (29)

lxi ≥ 0, ∀i ∈ [n], lyj ≥ 0, ∀j ∈ [m], lzk ≥ 0, ∀k ∈ [l] (30)

ux
i ≥ 0, ∀i ∈ [n], uy

j ≥ 0, ∀j ∈ [m], uz
k ≥ 0, ∀k ∈ [l]. (31)

To prove the optimality of (x̄, ȳ, z̄, W̄), it suffices to construct a dual feasible point (λ̄x, λ̄y, λ̄z, µ̄1, µ̄2, ūx, ūy, ūz)
of Problem (sD) that satisfies complementary slackness. First, to satisfy (30) we set lxi = 0 for all i ∈ [n],
lyj = 0 for all j ∈ [m] and lzk = 0 for all k ∈ [l]. By complementary slackness, we have:

(I) For each (i, j, k) ∈ F ∩ N : (i) if x̄i = 1, we have λ̄x
ijk = 0, (ii) if ȳj = 1, we have λ̄y

ijk = 0, and (iii) if

z̄k = 1, we have λ̄z
ijk = 0.

(II) For each (i, j, k) ∈ F ∩ P, we have µ̄1
ijk = 0; in this case, by (27), we get µ̄2

ijk = 1.

(III) For each (i, j, k) ∈ T ∩ N with x̄i = ȳj = 0 or x̄i = z̄k = 0 or ȳj = z̄k = 0, we have µ̄2
ijk = 0; in this

case by (27), we get µ̄1
ijk = 1.

(IV) For each i ∈ [n], with x̄i = 0, we have ūx
i = 0; for each j ∈ [m], with ȳj = 0, we have ūy

j = 0; for each
k ∈ [l], with z̄k = 0, we have ūz

k = 0.

In order to satisfy constraints (26) and (28), we choose λ̄x, λ̄y, λ̄z as follows:

λ̄x
ijk = λ̄y

ijk = λz
ijk =

1

3
, ∀(i, j, k) ∈ T ∩ P,

λ̄x
ijk = λ̄y

ijk = λz
ijk =

1

3
, ∀(i, j, k) ∈ F ∩N , with x̄i = ȳj = z̄k = 0,

λ̄x
ijk = λ̄y

ijk =
1

2
, ∀(i, j, k) ∈ F ∩N , with x̄i = ȳj = 0, z̄k = 1,

λ̄x
ijk = λ̄z

ijk =
1

2
, ∀(i, j, k) ∈ F ∩N , with x̄i = z̄k = 0, ȳj = 1,

λ̄y
ijk = λ̄z

ijk =
1

2
, ∀(i, j, k) ∈ F ∩N , with ȳj = z̄k = 0, x̄i = 1,

λ̄x
ijk = 1, ∀(i, j, k) ∈ F ∩N , with x̄i = 0, ȳj = z̄k = 1,

λ̄y
ijk = 1, ∀(i, j, k) ∈ F ∩N , with ȳj = 0, x̄i = z̄k = 1,

λ̄z
ijk = 1, ∀(i, j, k) ∈ F ∩N , with z̄k = 0, x̄i = ȳj = 1.

(32)
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Moreover, we let

µ̄2
ijk = αi, ∀(i, j, k) ∈ T ∩ N , with x̄i = 0, ȳj = z̄k = 1,

µ̄2
ijk = βj , ∀(i, j, k) ∈ T ∩ N , with ȳj = 0, x̄i = z̄k = 1, (33)

µ̄2
ijk = γk, ∀(i, j, k) ∈ T ∩ N , with z̄k = 0, x̄i = ȳj = 1,

where parameters αi, βj , γk are to be determined later. By constraints (27) we have µ̄1
ijk = 1 − αi, for all

(i, j, k) ∈ T ∩ N with x̄i = 0, ȳj = z̄k = 1, µ̄1
ijk = 1− βj , for all (i, j, k) ∈ T ∩ N with ȳj = 0, x̄i = z̄k = 1,

and µ̄1
ijk = 1 − γk, for all (i, j, k) ∈ T ∩ N , with z̄k = 0, x̄i = ȳj = 1. Hence to satisfy constraints (29) we

impose
0 ≤ αi ≤ 1, 0 ≤ βj ≤ 1, 0 ≤ γk ≤ 1.

Substituting (32) and (33) in constraints (23)-(25), the following cases arise:

• For each i ∈ [n] with x̄i = 0, constraints (23) simplify to

∑

(j,k):(i,j,k)∈T :
ȳj=z̄k=1

αi =
∑

(j,k):(i,j,k)∈F :
ȳj=z̄k=0

1

3
+

∑

(j,k):(i,j,k)∈F :
(ȳj=1,z̄k=0)∨(ȳj=0,z̄k=1)

1

2
+

∑

(j,k):(i,j,k)∈F :
ȳj=z̄k=1

1.

By Condition 1, we have F x,i > 0, i.e., the right-hand side of the above inequality is positive. By
inequality (21) of Condition 2, we have T x,i

11 > 0, i.e., the left-hand side of the above inequality is positive.
Hence we obtain:

αi =
1

T x,i
11

(1

3
F x,i
00 +

1

2
(F x,i

01 + F x,i
10 ) + F x,i

11

)

. (34)

Clearly, αi ≥ 0, hence it suffices to have αi ≤ 1, which can be equivalently written as inequality (21).
Similarly, for each j ∈ [m] with ȳj = 0, by Condition 1 we have F y,j > 0 and by symmetric counterpart

of inequality (21) of Condition 2 we have T y,j
11 > 0. Hence to satisfy constraints (24), we let

βj =
1

T y,j
11

(1

3
F y,j
00 +

1

2
(F y,j

01 + F y,j
10 ) + F y,j

11

)

. (35)

It then follows that the constraint βj ≤ 1 can be equivalently written as a symmetric counterpart of
inequality (21). Finally, for each k ∈ [l] with z̄k = 0, by Condition 1, we have F z,k > 0 and by symmetric

counterpart of inequality (21) of Condition 2 we have T z,k
11 > 0. Hence to satisfy constraints (25), we let

γk =
1

T z,k
11

(1

3
F z,k
00 +

1

2
(F z,k

01 + F z,k
10 ) + F z,k

11

)

. (36)

It then follows that γk ≤ 1 can be equivalently written as a symmetric counterpart inequality (21).

• For each i ∈ [n] with x̄i = 1, constraints (23) simplify to

ūx
i =

∑

(j,k):(i,j,k)∈T
ȳj=z̄k=1

1

3
−

∑

(j,k):(i,j,k)∈T :
ȳj=0,z̄k=1

βj −
∑

(j,k):(i,j,k)∈T :
ȳj=1,z̄k=0

γk −
∑

(j,k):(i,j,k)∈F
ȳj=z̄k=1

1.

Substituting for βj , γk using (35) and (36), it follows that the constraint ūx
i ≥ 0 can be equivalently written

as inequality (22) of Condition 3 in Proposition 10. Similarly, substituting for αi, γk using (34) and (36)
in equalities (24), it follows that for each j ∈ [m] with ȳj = 1, the constraint ūy

j ≥ 0 can be written
as a symmetric counterpart of inequality (22) of Condition 3. Finally, substituting for αi, βj using (34)
and (35) in equalities (25), it follows that for each k ∈ [l] with z̄k = 1, the constraint ūz

k ≥ 0 can be written
as a symmetric counterpart of inequality (22) of Condition 3.
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It is important to note that Condition 1 in the statement of Proposition 7 is not necessary and is
only added to simplify the remaining conditions and the proof. As we will show shortly, for the fully-
random corruption model, this condition is not restrictive as it always holds with high probability, provided
that p > 0. We now provide a sufficient condition under which the ground truth is the unique optimal
solution of Problem (sLP). To this end, we use Mangasarian’s characterization of uniqueness of LP optimal
solutions [29]:

Proposition 8 (Part (iv) of Theorem 2 in [29]). Consider an LP whose feasible region is defined by Cx ≤ d.
Let x̄ be an optimal solution of this LP and denote by ū the vector of dual optimal solution. Let Ci denote
the i-th row of C. Define K = {i : Cix̄ = di, ūi > 0}, L = {i : Cix̄ = di, ūi = 0}. Let CK and CL be the
matrices whose rows are Ci, i ∈ K and Ci, i ∈ L, respectively. Then x̄ is the unique optimal solution of the
LP, if there exists no nonzero vector x satisfying

CKx = 0, CLx ≤ 0. (37)

Utilizing the above result, we are now ready to establish our uniqueness condition:

Proposition 9. Suppose that all assumptions of Proposition 7 hold. Moreover, suppose that inequalities (21)
and (22) and their symmetric counterparts are strictly satisfied. Then (x̄, ȳ, z̄, W̄) is the unique optimal
solution of Problem (sLP).

Proof. Let (x̄, ȳ, z̄, W̄) be an optimal solution of Problem (sLP). To prove the statement it suffices to show
there is no nonzero (x, y, z,W) satisfying condition (37). We have:

(i) Since inequalities (21) strictly hold, together with part (III) of complementary slackness in the proof
of Proposition 7, we conclude that µ̄1

ijk > 0 for all (i, j, k) ∈ T ∩ N , implying wijk = 0 for all
(i, j, k) ∈ T ∩ N .

(ii) Since inequalities (22) strictly hold, we have ūx
i > 0 for all i ∈ [n] with x̄i = 1. This in turn implies

that xi = 0 for all i ∈ [n] with x̄i = 1. By symmetry we conclude that yj = 0 for all j ∈ [m] with
ȳj = 1 and zk = 0 for all k ∈ [l] with z̄k = 1.

(iii) By part (II) of complementary slackness in the proof of Proposition 7, we have µ̄2
ijk > 0 for all

(i, j, k) ∈ F ∩ P, implying wijk = xi + yj + zk for all (i, j, k) ∈ F ∩ P. By part (ii) above this implies
that wijk = 0 for all (i, j, k) ∈ F ∩ P.

(iv) By (32) we have λ̄x
ijk > 0 for all (i, j, k) ∈ T ∩ P, implying wijk = xi in this case. By part (ii) above,

we conclude that wijk = 0 for all (i, j, k) ∈ T ∩ P.

(v) By assumption 1 and inequality (21) of Proposition 7, for each i ∈ [n] with x̄i = 0, we have T x,i
11 ≥ 1;

that is, Problem (sLP) contains a constraint of the form wijk ≥ xi + yj + zk − 2 with (i, j, k) ∈ T and
x̄i = 0, ȳj = z̄k = 1. By (33) and assumption 1, we have µ̄2

ijk > 0. Therefore, wijk = xi+yj +zk = xi,
where the second equality follows from part (ii) above. By part (i) we have wijk = 0; hence, we
conclude that xi = 0 for any i ∈ [n] with x̄i = 0. By symmetry, yj = 0 for any j ∈ [m] with ȳj = 0
and zk = 0 for any k ∈ [l] with z̄k = 0.

(vi) By (32) for any (i, j, k) ∈ F ∩ N with x̄i = 0, we have λ̄x
ijk > 0. This in turn implies that we must

have wijk = xi. By part (v) above we have xi = 0, implying wijk = 0. By symmetry, it follows that
wijk = 0 for all (i, j, k) ∈ F ∩N .

From parts (i)-(vi) we conclude there is no nonzero (x, y, z,W) satisfying (37).

7.2 Recovery under the random corruption model

We now consider the semi-random corruption model and prove Theorem 3, which provides a sufficient
condition in terms of p, rx̄, rȳ, rz̄ under which the standard LP recovers the ground truth with high probability.
To this end, we define the following random variables. For each i ∈ [n], j ∈ [m], k ∈ [l] and r, s ∈ {0, 1},
denote by tx,ijk→rs (resp. fx,i

jk→rs) a random variable whose value equals 1, if ȳj = r, z̄k = s, (i, j, k) ∈ T
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(resp. (i, j, k) ∈ F), and equals 0, otherwise. Random variables ty,jik→rs, fy,j
ik→rs, tz,kij→rs, fz,k

ij→rs for all
i ∈ [n], j ∈ [m], k ∈ [l] are similarly defined. In the remainder of the paper, we denote by nx̄, nȳ, and nz̄ the
number of ones in binary vectors x̄, ȳ, z̄, i.e., nx̄ := nrx̄, nȳ := mrȳ, and nz̄ := lrz̄. For ease of notation,
from now on, when we sum over index sets [n], [m], or [l], we omit the index set, with the understanding
that indices i, i′ are summed over [n], indices j, j′ are summed over [m], and indices k, k′ are summed over
[l].

Proof of Theorem 3. By Proposition 2 it suffices to prove the statement under the fully-random corruption
model. First, let us we consider the case where the input tensor is not corrupted; i.e., p = 0. From
Proposition 6 it follows that if rx̄, rȳ, rz̄ are positive, the standard LP recovers the ground truth.

Henceforth, suppose that p > 0. This assumption implies, in particular that F 6= ∅ with high probability.
Denote by A0 the event that Condition 1 in Proposition 7 is satisfied. Denote by A1, the event that all
inequalities of the form (21) and symmetric counterparts strictly hold. Moreover, denote by A2 the event
that all inequalities of the form (22) and symmetric counterparts strictly hold. Denote by Arecovery the
event that the standard LP recovers the ground truth. Then, by Proposition 9 we have P[Arecovery] ≥
P[A0 ∩A1 ∩A2]. Since Arecovery is the intersection of a constant number of events Ai, to establish recovery
with high probability, it suffices to prove that each Ai, i ∈ {0, 1, 2} occurs with high probability.

Claim 1. Event A0 occurs with high probability.

Proof of claim. We have A0 = A0
1 ∩A0

2 ∩A0
3, where the event A0

1 occurs if

1

ml

∑

j,k

fx,i
jk > 0, ∀i ∈ [n], (38)

where fx,i
jk = 1, if (i, j, k) ∈ F and fx,i

jk = 0, otherwise. The event A0
2 occurs if 1

nl

∑

i,k f
y,j
ik > 0, ∀j ∈ [m],

where fy,j
ik = 1, if (i, j, k) ∈ F and fy,j

ik = 0, otherwise. The event A0
3 occurs if 1

nm

∑

i,j f
z,k
ij > 0, ∀k ∈ [l],

where fz,k
ij = 1, if (i, j, k) ∈ F and fz,k

ij = 0, otherwise. We show that event A0
1 occurs with high probability.

Using a similar line of arguments, it follows that A0
2 and A0

3 occur with high probability. Denote by ǫ the
expected value of the left-hand side of inequality (38). Then:

ǫ := E

[ 1

ml

∑

j,k

fx,i
jk

]

=
1

ml

∑

j,k

E
[

fx,i
jk

]

= p > 0,

where the inequality follows by assumption. Then:

P[A0
1] = P

[

n
⋂

i=1

{ 1

ml

∑

j,k

fx,i
jk > 0

}]

≥ P

[

n
⋂

i=1

{∣

∣

∣

1

ml

∑

j,k

fx,i
jk − E

[ 1

ml

∑

j,k

fx,i
jk

]∣

∣

∣ ≤ ǫ
}]

≥ 1−
n
∑

i=1

P

[∣

∣

∣

1

ml

∑

j,k

fx,i
jk − E

[ 1

ml

∑

j,k

fx,i
jk

]∣

∣

∣ > ǫ
]

≥ 1− 2n exp(−2mlǫ2),

where the first inequality follows by set inclusion, the second inequality follows by taking the union bound
and the last inequality follows from the application of Hoeffding’s inequality since the random variables
0 ≤ fx,i

jk ≤ 1 for all i ∈ [n], j ∈ [m], k ∈ [l] are independent. The proof then follows since by assumption
ǫ = p is a positive constant independent of n,m, l and since the limit assumptions in the theorem imply that,
as n,m, l → ∞, we have n exp(−ml) → 0. ⋄

Claim 2. Event A1 occur with high probability.

Proof of claim. Denote by A1
1 the event that inequalities (21) are strictly satisfied. By symmetry, to show

that A1 occurs with high probability, it suffices to show that A1
1 occurs with high probability. For each

i ∈ [n], define

Y x,i
jk := tx,ijk→11 −

1

3
fx,i
jk→00 −

1

2
fx,i
jk→01 −

1

2
fx,i
jk→10 − fx,i

jk→11.
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It then follows that event A1 occurs if

1

ml

(

∑

j,k

Y x,i
jk

)

> 0, ∀i ∈ [n] with x̄i = 0. (39)

Denote by ǫ the expected value of the left-side of (39). For any i ∈ [n] with x̄i = 0, we have:

ǫ =
1

ml

∑

j,k

(

E[tx,ijk→11]−
1

3
E[fx,i

jk→00]−
1

2
E[fx,i

jk→01]−
1

2
E[fx,i

jk→10]− E[fx,i
jk→11]

)

= (1− p)rȳrz̄ −
1

3
p(1− rȳ)(1− rz̄)−

1

2
p(rȳ(1− rz̄) + rz̄(1− rȳ))− prȳrz̄. (40)

Since p > 0, it follows that inequality ǫ > 0 can be equivalently written as

p <
6rȳrz̄

(8rȳrz̄ + rȳ + rz̄ + 2)
. (41)

It is simple to check that the above condition is implied by inequality (19). Notice that by symmetry, the in-
equalities obtained by replacing (x, i, n) by (y, j,m) in (21) strictly hold in expectation if p < 6rx̄rz̄

(8rx̄rz̄+rx̄+rz̄+2) ,

and the inequalities obtained by replacing (x, i, n) by (z, k, l) in (21) strictly hold in expectation if p <
6rx̄rȳ

(8rx̄rȳ+rx̄+rȳ+2) . Since by assumption rx̄ ≥ rȳ ≥ rz̄, it can be checked that the latter two are implied by

inequality (41).
Define I0 = {i ∈ [n] : x̄i = 0}. We now show that event A1

1 occurs with high probability:

P[A1
1] = P

[

⋂

i∈I0

{

1

ml

∑

j,k

Y x,i
jk > 0

}]

= P

[

⋂

i∈I0

{

1

ml

∑

j,k

Y x,i
jk − E

[ 1

ml

∑

j,k

Y x,i
jk

]

> −ǫ

}]

≥ P

[

⋂

i∈I0

{∣

∣

∣

∣

∣

1

ml

∑

j,k

Y x,i
jk − E

[ 1

ml

∑

j,k

Y x,i
jk

]

∣

∣

∣

∣

∣

< ǫ

}]

≥ 1−
∑

i∈I0

P

[∣

∣

∣

∣

∣

1

ml

∑

j,k

Y x,i
jk − E

[ 1

ml

∑

j,k

Y x,i
jk

]

∣

∣

∣

∣

∣

≥ ǫ

]

≥ 1− 2n exp
(

− mlǫ2

2

)

,

where the first inequality follows from set inclusion, the second inequality follows from taking the union
bound, and the last inequality follows from the application of Hoeffding’s inequality using the fact that Y x,i

jk ,

for all i, j, k are independent random variables and −1 ≤ Y x,i
jk ≤ 1. Since by assumption p, rȳ, rz̄ are positive

constants, from (40) it follows that ǫ is a constant. Moreover, as we detailed above, by (19) we have ǫ > 0.
The proof then follows since the limit assumptions in the theorem imply that, as n,m, l → ∞, we have
n exp(−ml) → 0. ⋄

Claim 3. Events A2 occurs with high probability.

Proof of claim. Denote by A2
1 the event that inequalities (22) are strictly satisfied. By symmetry, to show

that A2 occurs with high probability, it suffices to show that A2
1 occurs with high probability. First notice

that by Condition 2 of Proposition 7, inequalities (22) can be equivalently written as:

1

ml
(
1

3
T x,i
11 − F x,i

11 )− 1

m

∑

j∈[m]:ȳj=0

(

1

l

∑

k∈[l]:z̄k=1,
(i,j,k)∈T

min

{

1

T y,j
11

(1

3
F y,j
00 +

1

2
(F y,j

01 + F y,j
10 ) + F y,j

11

)

, 1

})

− 1

l

∑

k∈[l]:z̄k=0

(

1

m

∑

j∈[m]:ȳj=1
(i,j,k)∈T

min

{

1

T z,k
11

(1

3
F z,k
00 +

1

2
(F z,k

01 + F z,k
10 ) + F z,k

11

)

, 1

})

≥ 0.
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We next define some random variables associated with the above inequality. For each i ∈ [n] with x̄i = 1,
and for each (j, k) ∈ [m]× [l], define

νy,jik :=

∑

i′,k′

(

1
3f

y,j
i′k′→00 +

1
2f

y,j
i′k′→01 +

1
2f

y,j
i′k′→10 + fy,j

i′k′→11

)

∑

i′,k′ t
y,j
i′k′→11

, (42)

if ȳj = 0, z̄k = 1, (i, j, k) ∈ T , and define νy,jik := 0, otherwise. Since to define (42) we assume (i, j, k) ∈ T , it

follows that ty,jik→11 = 1. Hence the denominator of (42) can be equivalently written as 1+
∑

(i′,k′)∈[n]×[l]\(i,k) t
y,j
i′k′→11.

Subsequently, define

νy,jx,i :=
1

l

∑

k

νy,jik , ν̄y,jx,i :=
1

l

∑

k

min{νy,jik , 1}. (43)

Clearly 0 ≤ ν̄y,jx,i ≤ rz̄ ≤ 1 and 0 ≤ ν̄y,jz,k ≤ rx̄ ≤ 1. The random variables νz,kij , and ν̄z,kx,i are similarly defined.

It then follows that the event A2
1 occurs if, for every i ∈ [n] with x̄i = 1,

1

ml

∑

j,k

(1

3
tx,ijk→11 − fx,i

jk→11

)

− 1

m

∑

j

ν̄y,jx,i −
1

l

∑

k

ν̄z,kx,i > 0. (44)

To prove the statement, it suffices to show that inequalities (44) hold with high probability. Denote by ǫ the

expected value of the left-hand side of (44). From the definition of νy,jx,i , ν
z,k
x,i given by (43), it follows that

ǫ ≥ E

[ 1

ml

∑

j,k

(1

3
tx,ijk→11 − fx,i

jk→11

)

− 1

m

∑

j

νy,jx,i −
1

l

∑

k

νz,kx,i

]

=
1

ml

∑

j,k

(1

3
E[tx,ijk→11]− E[fx,i

jk→11]− E[νy,jik ]− E[νz,kij ]
)

:= ǭ. (45)

Hence ǫ > 0, if ǭ > 0. In the following, we obtain a lower bound on ǭ. To this end, we first obtain an upper
bound on E[νy,jik ]. Using a similar line of arguments, an upper bound on E[νz,kij ] can be calculated. Recall

that by definition for each i ∈ [n] with x̄i = 1, νy,jik = 0 unless ȳj = 0, z̄k = 1 and (i, j, k) ∈ T It then follows
that

E[νy,jik ] = E

[

νy,jik

∣

∣

∣
(i, j, k) ∈ T

]

(1− p). (46)

Using
∑

i′,k′ (t
y,j
i′k′→11 + fy,j

i′k′→11) = nx̄nz̄, we obtain

E[νy,jik |(i, j, k) ∈ T ] = E

[
∑

i′,k′

(

1
3f

y,j
i′k′→00 +

1
2f

y,j
i′k′→01 +

1
2f

y,j
i′k′→10

)

+ nx̄nz̄
(

1 +
∑

(i′,k′)∈[n]×[l]\(i,k) t
y,j
i′k′→11

) − 1

]

= E

[

1

1 +
∑

(i′,k′)∈[n]×[l]\(i,k) t
y,j
i′k′→11

]

E

[

∑

i′,k′

(1

3
fy,j
i′k′→00 +

1

2
fy,j
i′k′→01 +

1

2
fy,j
i′k′→10

)

+ nx̄nz̄

]

− 1

=
1

(1− p)nx̄nz̄
(1− pnx̄nz̄ )

(1

3
p(n− nx̄)(l − nz̄) +

1

2
p((n− nx̄)nz̄ + nx̄(l − nz̄)) + nx̄nz̄

)

− 1

=
1− pnx̄nz̄

1− p

(p

3
(

1

rx̄rz̄
+

1

2rx̄
+

1

2rz̄
− 2) + 1

)

− 1

≤ 1

1− p

(p

3
(

1

rx̄rz̄
+

1

2rx̄
+

1

2rz̄
− 2) + 1

)

− 1, (47)

where in the third line we used the fact that for a binomial random variable X with parameters (N, p̄),
we have E[ 1

1+X ] = 1
(N+1)p̄ (1 − (1 − p̄)N+1). The last inequality follows since 0 ≤ 1 − pnx̄nz̄ ≤ 1 and

1
rx̄rz̄

+ 1
2rx̄

+ 1
2rz̄

− 2 ≥ 0. Substituting (47) in (46) yields:

E[νy,jik ] ≤ p

3

( 1

rx̄rz̄
+

1

2rx̄
+

1

2rz̄
+ 1
)

. (48)
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Using a similar line of arguments we obtain

E[νz,kij ] ≤ p

3

( 1

rx̄rȳ
+

1

2rx̄
+

1

2rȳ
+ 1
)

. (49)

Substituting (48) and (49) in (45) yields:

ǭ ≥ 1

3
(1− p)rȳrz̄ − prȳrz̄ −

p

3

( 1

rx̄rz̄
+

1

2rx̄
+

1

2rz̄
+ 1
)

(1− rȳ)rz̄

− p

3

( 1

rx̄rȳ
+

1

2rx̄
+

1

2rȳ
+ 1
)

(1− rz̄)rȳ

=
rȳrz̄
6

(

2− p

rx̄rȳrz̄
(4rx̄rȳrz̄ + rx̄rȳ + rx̄rz̄ − 2rȳrz̄ + 2rx̄ − rȳ − rz̄ + 4)

)

:= ǫ̃.

Hence, if ǫ̃ > 0, we have ǫ > 0. Since rx̄, rȳ, rz̄ are positive, it can be checked that inequality ǫ̃ > 0 is
equivalent to inequality (19). Using a similar line of argument it can be shown that inequalities obtained by
switching (x, i, n) with (y, j,m) in (22) hold in expectation, if p < 2rx̄rȳrz̄/(4rx̄rȳrz̄ + rx̄rȳ + rȳrz̄ − 2rx̄rz̄ +
2rȳ − rx̄ − rz̄ + 4), and inequalities obtained by switching (x, i, n) with (z, k, l) in (22) hold in expectation,
if p < 2rx̄rȳrz̄/(4rx̄rȳrz̄ + rx̄rz̄ + rȳrz̄ − 2rx̄rȳ + 2rz̄ − rx̄ − rȳ + 4). Since by assumption rx̄ ≥ rȳ ≥ rz̄, these
two inequalities are implied by inequality (19).

Define I1 = {i ∈ [n] : x̄i = 1}. We now show that event A2
1 occurs with high probability:

P[A2
1] = P

[

⋂

i∈I1

{

1

ml

∑

j,k

(1

3
tx,ijk→11 − fx,i

jk→11

)

− 1

m

∑

j

ν̄y,jx,i −
1

l

∑

k

ν̄z,kx,i > 0

}]

≥ P

[

⋂

i∈I1

{

1

ml

∑

j,k

(1

3
tx,ijk→11 − fx,i

jk→11

)

− E

[ 1

ml

∑

j,k

(1

3
tx,ijk→11 − fx,i

jk→11

)]

− 1

m

∑

j

ν̄y,jx,i + E

[ 1

m

∑

j

ν̄y,jx,i

]

− 1

l

∑

k

ν̄z,kx,i + E

[1

l

∑

k

ν̄z,kx,i

]

> −ǫ̃

}]

≥ P

[

⋂

i∈I1

{

1

ml

∑

j,k

(1

3
tx,ijk→11 − fx,i

jk→11

)

− E

[ 1

ml

∑

j,k

(1

3
tx,ijk→11 − fx,i

jk→11

)]

> − ǫ̃

3

}

∩
⋂

i∈I1

{

− 1

m

∑

j

ν̄y,jx,i + E

[ 1

m

∑

j

ν̄y,jx,i

]

> − ǫ̃

3

}

∩
⋂

i∈I1

{

− 1

l

∑

k

ν̄z,kx,i + E

[1

l

∑

k

ν̄z,kx,i

]

> − ǫ̃

3

}]

≥ P

[

⋂

i∈I1

{∣

∣

∣

∣

∣

1

ml

∑

j,k

(1

3
tx,ijk→11 − fx,i

jk→11

)

− E

[ 1

ml

∑

j,k

(1

3
tx,ijk→11 − fx,i

jk→11

)]

∣

∣

∣

∣

∣

<
ǫ̃

3

}

∩
⋂

i∈I1

{∣

∣

∣

∣

∣

1

m

∑

j

ν̄y,jx,i − E

[ 1

m

∑

j

ν̄y,jx,i

]

∣

∣

∣

∣

∣

<
ǫ̃

3

}

∩
⋂

i∈I1

{∣

∣

∣

∣

∣

1

l

∑

k

ν̄z,kx,i − E

[1

l

∑

k

ν̄z,kx,i

]

∣

∣

∣

∣

∣

<
ǫ̃

3

}]

≥ 1−
∑

i∈I1

P

[∣

∣

∣

∣

∣

1

ml

∑

j,k

(1

3
tx,ijk→11 − fx,i

jk→11

)

− E

[ 1

ml

∑

j,k

(1

3
tx,ijk→11 − fx,i

jk→11

)]

∣

∣

∣

∣

∣

≥ ǫ̃

3

]

−
∑

i∈I1

P

[∣

∣

∣

∣

∣

1

m

∑

j

ν̄y,jx,i − E

[ 1

m

∑

j

ν̄y,jx,i

]

∣

∣

∣

∣

∣

≥ ǫ̃

3

]

−
∑

i∈I1

P

[∣

∣

∣

∣

∣

1

l

∑

k

ν̄z,kx,i − E

[1

l

∑

k

ν̄z,kx,i

]

∣

∣

∣

∣

∣

≥ ǫ̃

3

]

≥ 1− 2n exp
(

− mlǫ̃2

8

)

− 2n exp
(

− 2mǫ̃2

9

)

− 2n exp
(

− 2lǫ̃2

9

)

,

where the first inequality follows since ǫ ≥ ǫ̃ > 0, the second and third inequalities follow from set inclusion.
The fourth inequality follows from taking the union bound. The last inequality follows from the application
of the Hoeffding inequality by noting that (i) random variables sijk := 1

3 t
x,i
jk→11 − fx,i

jk→11 for all i ∈ [n], j ∈
[m], k ∈ [l] are independent and −1 ≤ sijk ≤ 1

3 , (ii) random variables ν̄y,jx,i for all j ∈ [m] are independent with
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0 ≤ ν̄y,jx,i ≤ 1 and, (iii) random variables ν̄z,kx,i for all k ∈ [l] are independent with 0 ≤ ν̄z,kx,i ≤ 1. The proof
then follows from the fact that ǫ̃ is a positive constant and because the limit assumptions in the theorem
imply that, as n,m, l → ∞, we have n exp(−m), n exp(−l), n exp(−ml) go to zero. ⋄

8 Recovery proof for the flower LP

The main goal of this section is to prove Theorem 4. To this end, we first obtain a deterministic sufficient
condition for recovery. Subsequently, we study the semi-random corruption model. Since the feasible region
of the flower LP is a subset of the feasible region of the standard LP, if all assumptions of Proposition 9 are
satisfied, then then the ground truth is the unique optimal solution of flower LP. Similarly, if all assumptions
of Theorem 3 are satisfied, then the flower LP recovers the ground truth with high probability.

8.1 Deterministic recovery guarantee

To obtain a deterministic condition for recovery, we first present a sufficient condition under which an optimal
solution of Problem (fLP) coincides with the ground truth. Next, we investigate the question of uniqueness.
For notational simplicity, for any r ∈ {0, 1}, we define

T x,y,i,j
r =

∣

∣

∣
k ∈ [l] : z̄k = r, (i, j, k) ∈ T

∣

∣

∣
.

Parameters T x,z,i,k
r , T y,z,j,k

r are similarly defined. Moreover for each r, s, t ∈ {0, 1} we define

T x,i
rst =

∣

∣

∣(j, k, i′) ∈ [m]× [l]× [n] : ȳj = r, z̄k = s, x̄i′ = t, (i, j, k) ∈ T , (i′, j, k) ∈ T
∣

∣

∣.

Parameters T y,j
rst and T z,k

rst are similarly defined. Finally, define

T̄ x,y
1 =

1

nm

∑

i,j

T x,y,i,j
1 .

Parameters T̄ x,z
1 and T̄ y,z

1 are similarly defined. Since the feasible region of the flower LP is a subset of the
feasible region of the standard LP, by Proposition 6, if F = ∅, Problem (fLP) recovers the ground truth
provided that x̄, ȳ, z̄ 6= 0. Therefore, in the following, we consider the case with F 6= ∅.

Proposition 10. Let x̄ ∈ {0, 1}n, ȳ ∈ {0, 1}m, z̄ ∈ {0, 1}l and define W̄ = (w̄ijk) := x̄⊗ȳ⊗ z̄ ∈ {0, 1}n×m×l.
Suppose that F 6= ∅. Then (x̄, ȳ, z̄, W̄) is an optimal solution of Problem (fLP), if in addition to Condition 1
of Proposition 7, the following conditions are satisfied:

1. For each i ∈ [n], j ∈ [m] with x̄i = ȳj = 1, we have T x,y,i,j
1 ≥ 1, for each j ∈ [m], k ∈ [l] with

ȳj = z̄k = 1, we have T y,z,j,k
1 ≥ 1 and, for each i ∈ [n], k ∈ [l] with x̄i = z̄k = 1, we have T x,z,i,k

1 ≥ 1.

2. Let α < 1 be a constant arbitrarily close to 1. Then for each i ∈ [n] with x̄i = 0, we have T x,i
111 ≥

αT x,i
11 T̄ y,z

1 , for each j ∈ [m] with ȳj = 0, we have T y,j
111 ≥ αT y,j

11 T̄ x,z
1 , and for each k ∈ [l] with z̄k = 0,

we have T z,k
111 ≥ αT z,k

11 T̄ x,y
1 .

3. For each (i, j, k) ∈ T with x̄i = 0, ȳj = z̄k = 1, we have

min
{

T x,i
11 ,

T x,i
111

T y,z,j,k
1

}

≥ 1

3
F x,i
00 +

1

2
(F x,i

01 + F x,i
10 ) + F x,i

11 . (50)

Moreover, (50) holds when (x, i, n) is replaced with (y, j,m) and (z, k, l), respectively.
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4. For each (i, j, k) ∈ T ∩ P, define

γ̄ijk :=
1

3

(

2− 1

3

nx̄

T y,z,j,k
1

− 1

3

nȳ

T x,z,i,k
1

− 1

3

nz̄

T x,y,i,j
1

− 1

αT̄ y,z
1

∑

i′:x̄i′=0
(i′,j,k)∈T

1

T x,i′

11

(1

3
F x,i′

00 +
1

2
(F x,i′

01 + F x,i′

10 ) + F x,i′

11

)

− 1

αT̄ x,z
1

∑

j′:ȳj′=0

(i,j′,k)∈T

1

T y,j′

11

(1

3
F y,j′

00 +
1

2
(F y,j′

01 + F y,j′

10 ) + F y,j′

11

)

− 1

αT̄ x,y
1

∑

k′:z̄k′=0
(i,j,k′)∈T

1

T z,k′

11

(1

3
F z,k′

00 +
1

2
(F z,k′

01 + F z,k′

10 ) + F z,k′

11

)

)

.

Then for each (i, j, k) ∈ T ∩ P, we have

3γ̄ijk ≥ max

{

F x,i
11

T x,i
11

,
F y,j
11

T y,j
11

,
F z,k
11

T z,k
11

}

. (51)

Proof. We start by constructing the dual of Problem (fLP). Define dual variables λx
ijk, λ

y
ijk, λ

z
ijk for all

(i, j, k) ∈ S1 associated with the first, the second and the third set of constraints in (13), respectively. Define
µ1
ijk, µ

2
ijk for all (i, j, k) ∈ S0 associated with first and second set of constraints in (14), respectively. Define

fx
ijki′ for all (i

′, j, k) ∈ S1 and for all (i, j, k) ∈ S0 associated with constraints (15), fy
ijkj′ for all (i, j

′, k) ∈ S1

and for all (i, j, k) ∈ S0 associated with constraints (16), and fz
ijkk′ for all (i, j, k′) ∈ S1 and for all (i, j, k) ∈ S0

associated with constraints (17). Finally, define ux
i (resp. lxi ) for all i ∈ [n], uy

j (resp. lyj ) for all j ∈ [m],
and uz

k (resp. lzk) for all k ∈ [l], associated with xi ≤ 1 (resp −xi ≤ 0), yj ≤ 1 (resp −yj ≤ 0), zk ≤ 1
(resp −zk ≤ 0), respectively. For notational simplicity, let F x = {(i, j, k, i′) : (i′, j, k) ∈ S1, (i, j, k) ∈ S0},
F y = {(i, j, k, j′) : (i, j′, k) ∈ S1, (i, j, k) ∈ S0}, and F z = {(i, j, k, k′) : (i, j, k′) ∈ S1, (i, j, k) ∈ S0}. The dual
of Problem (fLP) is given by:

max |S1| − 2
∑

(i,j,k)
∈S0

µ2
ijk −

∑

(i,j,k,i′)
∈Fx

fx
ijki′ −

∑

(i,j,k,j′)
∈Fy

fy
ijkj′ −

∑

(i,j,k,k′)
∈F z

fx
ijkk′ −

∑

i

ux
i −

∑

j

uy
j −

∑

k

uz
k (fD)

s.t.
∑

(j,k):(i,j,k)∈S0

µ2
ijk +

∑

(j,k,i′):
(i,j,k,i′)∈Fx

fx
ijki′ + ux

i − lxi =
∑

(j,k):(i,j,k)∈S1

λx
ijk, ∀i ∈ [n] (52)

∑

(i,k):(i,j,k)∈S0

µ2
ijk +

∑

(i,k,j′):
(i,j,k,j′)∈Fy

fy
ijkj′ + uy

j − lyj =
∑

(i,k):(i,j,k)∈S1

λy
ijk, ∀j ∈ [m] (53)

∑

(i,j):(i,j,k)∈S0

µ2
ijk +

∑

(i,j,k′):
(i,j,k,k′)∈F z

fz
ijkk′ + uz

k − lzk =
∑

(i,j):(i,j,k)∈S1

λz
ijk, ∀k ∈ [l] (54)

λx
ijk + λy

ijk + λz
ijk +

∑

i′:(i′,j,k,i)
∈Fx

fx
i′jki +

∑

j′:(i,j′,k,j)
∈Fy

fy
ij′kj +

∑

k′:(i,j,k′,k)
∈F z

fz
ijk′k = 1, ∀(i, j, k) ∈ S1 (55)

µ1
ijk + µ2

ijk +
∑

i′:(i,j,k,i′)
∈Fx

fx
ijki′ +

∑

j′:(i,j,k,j′)
∈Fy

fy
ijkj′ +

∑

k′:(i,j,k,k′)
∈F z

fz
ijkk′ = 1, ∀(i, j, k) ∈ S0 (56)

λx
ijk ≥ 0, λy

ijk ≥ 0, λz
ijk ≥ 0, ∀(i, j, k) ∈ S1 (57)

µ1
ijk ≥ 0, µ2

ijk ≥ 0 ∀(i, j, k) ∈ S0 (58)

fx
ijki′ ≥ 0, ∀(i, j, k, i′) ∈ F x, fy

ijkj′ ≥ 0, ∀(i, j, k, j′) ∈ F y, fz
ijkk′ ≥ 0, ∀(i, j, k, k′) ∈ F z (59)
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lxi ≥ 0, ∀i ∈ [n], lyj ≥ 0, ∀j ∈ [m], lzk ≥ 0, ∀k ∈ [l] (60)

ux
i ≥ 0, ∀i ∈ [n], uy

j ≥ 0, ∀j ∈ [m], uz
k ≥ 0, ∀k ∈ [l]. (61)

To prove the optimality of (x̄, ȳ, z̄, W̄), it suffices to construct a dual feasible point (λ̄x, λ̄y, λ̄z, µ̄1, µ̄2, f̄x, f̄y, f̄z, l̄x, l̄y, l̄z, ūx, ūy, u
for Problem (fD) that satisfies complementary slackness. First, we set l̄xi = 0 for all i ∈ [n], l̄yj = 0 for all

j ∈ [m], l̄zk = 0 for all k ∈ [l] and µ̄2
ijk = 0 for all (i, j, k) ∈ S0. By complementary slackness, we have:

(I) For each (i, j, k) ∈ F ∩ N with (i) x̄i = 1, we have λ̄x
ijk = 0, (ii) ȳj = 1, we have λ̄y

ijk = 0, and (iii)

z̄k = 1, we have λ̄z
ijk = 0.

(II) For each (i, j, k) ∈ F ∩ P, we have µ̄1
ijk = 0.

(III) For each (i′, j, k) ∈ F ∩ N and (i, j, k) ∈ F ∩ P, we have f̄x
ijki′ = 0; for each (i, j′, k) ∈ F ∩ N and

(i, j, k) ∈ F ∩P, we have f̄y
ijkj′ = 0; for each (i, j, k′) ∈ F ∩N and (i, j, k) ∈ F ∩P, we have f̄z

ijkk′ = 0.

(IV) For each i ∈ [n], with x̄i = 0, we have ūx
i = 0; for each j ∈ [m], with ȳj = 0, we have ūy

j = 0; for each
k ∈ [l], with z̄k = 0, we have ūz

k = 0.

Simplifications. To construct the dual certificate, we make the following simplifications:

• for each (i, j, k) ∈ T ∩ P, we let
λ̄x
ijk = λ̄y

ijk = λ̄z
ijk = γijk. (62)

We establish the non-negativity of λx
ijk, λ̄

y
ijk, λ̄

z
ijk later when we determine γijk.

• for each (i, j, k) ∈ F ∩N , we set:

λ̄x
ijk = λ̄y

ijk = λ̄z
ijk =

1

3
, if x̄i = ȳj = z̄k = 0

λ̄y
ijk = λ̄z

ijk =
1

2
, if x̄i = 1, ȳj = z̄k = 0

λ̄x
ijk = λ̄z

ijk =
1

2
, if x̄i = 0, ȳj = 1, z̄k = 0

λ̄x
ijk = λ̄y

ijk =
1

2
, if x̄i = ȳj = 0, z̄k = 1.

(63)

• for each (i, j, k) ∈ T ∩ N , we set:

f̄x
ijki′ = 0, ∀(i′, j, k) ∈ F ∩N
f̄y
ijkj′ = 0, ∀(i, j′, k) ∈ F ∩N (64)

f̄z
ijkk′ = 0, ∀(i, j, k′) ∈ F ∩N

and

f̄x
ijki′ = αx

i , ∀(i′, j, k) ∈ T ∩ P
f̄y
ijkj′ = αy

j , ∀(i, j′, k) ∈ T ∩ P (65)

f̄z
ijkk′ = αz

k, ∀(i, j, k′) ∈ T ∩ P,

where αx
i , α

y
j , α

z
k are to be determined later.

• for each (i, j, k) ∈ F ∩ P, we set:

f̄x
ijki′ =

1

3T y,z,j,k
1

, ∀(i′, j, k) ∈ T ∩ P

f̄y
ijkj′ =

1

3T x,z,i,k
1

, ∀(i, j′, k) ∈ T ∩ P (66)
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f̄z
ijkk′ =

1

3T x,y,i,j
1

, ∀(i, j, k′) ∈ T ∩ P,

where by Condition 1, we have T y,z,j,k
1 ≥ 1, T x,z,i,k

1 ≥ 1, and T x,y,i,j
1 ≥ 1.

Using these simplifications, in the following we establish dual feasibility. For clarity of presentation, we
consider different type of constraints of Problem (fD), separately.

Constraints (52)–(54): By complementary slackness, equations (63) and (65), it follows that for each
i ∈ [n] with x̄i = 0, constraints (52) simplify to

∑

(j,k,i′):(i,j,k)∈T ,
(i′,j,k)∈T : x̄i′=ȳj=z̄k=1

αx
i =

∑

(j,k):(i,j,k)∈F
ȳj=z̄k=0

1

3
+

∑

(j,k):(i,j,k)∈F :
(ȳj=1,z̄k=0)∨(ȳj=0,z̄k=1)

1

2
+

∑

(j,k):(i,j,k)∈F :
ȳj=z̄k=1

1.

By Condition 1 of Proposition 7, F x,i > 0; i.e., the right-hand of the above equality is positive. By
inequality (50) of Condition 3, T x,i

111 > 0; i.e., the left-hand of the above equality is positive. Hence:

αx
i =

1

T x,i
111

(1

3
F x,i
00 +

1

2
(F x,i

01 + F x,i
10 ) + F x,i

11

)

. (67)

Clearly αx
i ≥ 0, satisfying constraints (57). Substituting (62) and (66) in constraints (52) and using comple-

mentary slackness, for each i ∈ [n] with x̄i = 1 we obtain

ūx
i =

∑

(j,k):(i,j,k)∈T :
ȳj=z̄k=1

γijk − 1

3

∑

(j,k,i′):(i′,j,k)∈T ,
(i,j,k)∈F :

x̄i′=ȳj=z̄k=1

1

T y,z,j,k
1

=
∑

(j,k):(i,j,k)∈T ,
ȳj=z̄k=1

γijk − 1

3

∑

(j,k):(i,j,k)∈F,
ȳj=z̄k=1

(

∑

i′:(i′,j,k)∈T ,
x̄i′=1

1

T y,z,j,k
1

)

=
∑

(j,k):(i,j,k)∈T ,
ȳj=z̄k=1

γijk − 1

3
F x,i
11 . (68)

We establish non-negativity of ūx
i after we determine γijk. Similarly, substituting (63) and (65) in con-

straints (53) and using complementary slackness, for each j ∈ [m] with ȳj = 0 we get:

∑

(i,k,j′):(i,j,k)∈T ,
(i,j′,k)∈T :x̄i=ȳj′=z̄k=1

αy
j =

∑

(i,k):(i,j,k)∈F
x̄i=z̄k=0

1

3
+

∑

(i,k):(i,j,k)∈F :
(x̄i=1,z̄k=0)∨(x̄i=0,z̄k=1)

1

2
+

∑

(i,k):(i,j,k)∈F :
x̄i=z̄k=1

1.

By Condition 1 of Proposition 7, F y,j > 0; i.e., the right-hand of the above equality is positive. By symmetric
counterpart of inequality (50) of Condition 3, T y,j

111 > 0; i.e., the left-hand of the above equality is positive.
Hence:

αy
i =

1

T y,j
111

(1

3
F y,j
00 +

1

2
(F y,j

01 + F y,j
10 ) + F y,j

11

)

. (69)

Clearly αy
j ≥ 0, satisfying constraints (57). Substituting (62) and (66) in constraints (53), for each j ∈ [m]

with ȳj = 1, we get

ūy
j =

∑

(i,k):(i,j,k)∈T :
x̄i=z̄k=1

γijk − 1

3
F y,j
11 .

We establish non-negativity of ūy
j after we determine γijk. Finally, substituting (63) and (65) in con-

straints (54) for each k ∈ [l] with z̄k = 0, we obtain

∑

(i,j,k′):(i,j,k)∈T ,
(i,j,k′)∈T :x̄i=ȳj=z̄k′=1

αz
k =

∑

(i,j):(i,j,k)∈F
x̄i=ȳj=0

1

3
+

∑

(i,j):(i,j,k)∈F :
(x̄i=1,ȳj=0)∨(x̄i=0,ȳj=1)

1

2
+

∑

(i,j):(i,j,k)∈F :
x̄i=ȳj=1

1.
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By Condition 1 of Proposition 7, F z,k > 0; i.e., the right-hand of the above equality is positive. By a
symmetric counterpart of inequality (50) of Condition 3, T z,k

111 > 0i.e., the right-hand of the above equality
is positive. Hence

αz
k =

1

T z,k
111

(1

3
F z,k
00 +

1

2
(F z,k

01 + F z,k
10 ) + F z,k

11

)

. (70)

Substituting (62) and (66) in constraints (54), for each k ∈ [l] with z̄k = 1, we obtain

ūz
k =

∑

(i,j):(i,j,k)∈T :
x̄i=ȳj=1

γijk − 1

3
F z,k
11 .

We establish non-negativity of ūz
k after we determine γijk.

Constraints (55): The following cases arise:

• If (i, j, k) ∈ T ∩ P, substituting (62), (65) and (66) in constraints (55) we obtain:

3γijk +
∑

i′:(i′,j,k)∈T ∩N

αx
i′ +

∑

i′:(i′,j,k)∈F∩P

1

3T y,z,j,k
1

+
∑

j′:(i,j′,k)∈T ∩N

αy
j′

+
∑

j′:(i,j′,k)∈F∩P

1

3T x,z,i,k
1

+
∑

k′:(i,j,k′)∈T ∩N

αz
k′ +

∑

k′:(i,j,k′)∈F∩P

1

3T x,y,i,j
1

= 1.

Substituting for αx
i , α

y
j , α

z
k using (67), (69), and (70), respectively, we obtain:

γijk =
1

3

(

2− 1

3

nx̄

T y,z,j,k
1

− 1

3

nȳ

T x,z,i,k
1

− 1

3

nz̄

T x,y,i,j
1

−
∑

i′:x̄i′=0
(i′,j,k)∈T

1

T x,i′

111

(1

3
F x,i′

00 +
1

2
(F x,i′

01 + F x,i′

10 ) + F x,i′

11

)

−
∑

j′:ȳj′=0

(i,j′,k)∈T

1

T y,j′

111

(1

3
F y,j′

00 +
1

2
(F y,j′

01 + F y,j′

10 ) + F y,j′

11

)

−
∑

k′:z̄k′=0
(i,j,k′)∈T

1

T z,k′

111

(1

3
F z,k′

00 +
1

2
(F z,k′

01 + F z,k′

10 ) + F z,k′

11

)

)

.

From Condition 2 it follows that γijk ≥ γ̄ijk for all (i, j, k) ∈ T ∩ P. Hence the non-negativity of γijk,
i.e., non-negativity of λ̄x

ijk, λ̄
y
ijk, λ̄

z
ijk for each (i, j, k) ∈ T ∩ P, follows from Condition 4.

• If (i, j, k) ∈ F ∩N such that x̄i = ȳj = z̄k = 0, substituting (63) and (64) in constraints (55) we obtain:
1
3 + 1

3 + 1
3 = 1; i.e., these constraints are satisfied.

• If (i, j, k) ∈ F ∩ N such that x̄i = 1, ȳj = z̄k = 0, substituting (63) and (64) in constraints (55),
and using condition (I) of complementary slackness (i.e., λ̄x

ijk = 0) we obtain: 1
2 + 1

2 = 1; i.e., these
constraints are satisfied. By symmetry, constraints (55) are satisfied if (i, j, k) ∈ F ∩N and (i) x̄i = 0,
ȳj = 1, z̄k = 0, or (ii) x̄i = ȳj = 0, z̄k = 1.

• If (i, j, k) ∈ F ∩N such that x̄i = ȳj = 1, z̄k = 0, by condition (I) of complementary slackness we have
λ̄x
ijk = λ̄y

ijk = 0. Hence, by (64), constraints (55) simplify to λ̄z
ijk = 1. By symmetry, if (i, j, k) ∈ F∩N

such that x̄i = 1, ȳj = 0, z̄k = 1, constraints (55) simplify to λ̄y
ijk = 1, and if (i, j, k) ∈ F ∩ N such

that x̄i = 0, ȳj = 1, z̄k = 1, constraints (55) simplify to λ̄x
ijk = 1.
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Constraints (56): Two cases arise:

• If (i, j, k) ∈ F ∩P, then by condition (II) of complementary slackness we have µ̄1
ijk = 0; hence by (66)

we obtain:

∑

i′:x̄i′=1,
(i′,j,k)∈T

1

3T y,z,j,k
1

+
∑

j′:ȳj′=1,

(i,j′,k)∈T

1

3T x,z,i,k
1

+
∑

k′:z̄k′=1,
(i,j,k′)∈T

1

3T x,y,i,j
1

=
1

3
+

1

3
+

1

3
= 1.

That is, in this case, constraints (56) are satisfied.

• If (i, j, k) ∈ T ∩ N , by projecting out variables µ1
ijk and using (65) we obtain:

∑

i′:(i′,j,k)∈T ∩P

αx
i +

∑

j′:(i,j′,k)∈T ∩P

αy
j +

∑

k′:(i,j,k′)∈T ∩P

αz
k ≤ 1.

This inequality in turn corresponds to the following cases (in all remaining cases, it simplifies to 0 ≤ 1):

– If x̄i = 0, ȳj = z̄k = 1, we get
∑

i′:x̄i′=1,
(i′,j,k)∈T

αx
i ≤ 1.

By (67), the above inequality is implied by inequality (50).

– If x̄i = 1, ȳj = 0, z̄k = 1, we get
∑

j′:ȳj′=1,

(i,j′,k)∈T

αy
j ≤ 1.

By (69), the above inequality is implied by a symmetric counterpart of inequality (50).

– If x̄i = ȳj = 1, z̄k = 0, we get
∑

k′:z̄k′=1,
(i,j,k′)∈T

αz
k ≤ 1.

By (70), the above inequality is implied by a symmetric counterpart of inequality (50).

Final step. It remains to establish non-negativity of ūx
i , ū

y
j , ū

z
k. Recall that for each i ∈ [n], ūx

i is given
by (68) if x̄i = 1 and equals zero, otherwise. Since γijk ≥ γ̄ijk, it follows that if

3
∑

(j,k):(i,j,k)∈T ∩P

γ̄ijk ≥ F x,i
11 , (71)

then we have ūx
i ≥ 0. By Condition 4, for each (i, j, k) ∈ T ∩ P, we have 3γ̄ijk ≥ F x,i

11 /T x,i
11 . Summing both

sides of this inequality over all (j, k) for which (i, j, k) ∈ T ∩P, we obtain inequality (71). The non-negativity
of ūy

j , ū
z
k follows from a similar line of arguments.

Next, utilizing Proposition 8, we present our uniqueness condition:

Proposition 11. Suppose that all assumptions of Proposition 10 hold; moreover, suppose that inequali-
ties (50) (and symmetric counterparts) and inequalities (51) are strictly satisfied. Then (x̄, ȳ, z̄, W̄) is the
unique optimal solution of Problem (fLP).

Proof. Let (x̄, ȳ, z̄, W̄) be an optimal solution of Problem (sLP). To prove the statement it suffices to show
there is no nonzero (x, y, z,W) satisfying condition (37).

(i) Since inequality (51) is strictly satisfied, we have ūx
i > 0 for all i ∈ [n] with x̄i = 1. This in turn implies

that xi = 0 for all i ∈ [n] with x̄i = 1. By symmetry, we obtain yj = 0 for all j ∈ [m] with ȳj = 1 and
zk = 0 for all k ∈ [l] with z̄k = 1.
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(ii) Since inequality (51) is strictly satisfied, we have γijk = λx
ijk > 0 for all (i, j, k) ∈ T ∩ P. Hence, we

have wijk = xi = 0 for all (i, j, k) ∈ T ∩P, where the second equality follows from part (i) above since
x̄i = 1.

(iii) Since inequalities (50) are strictly satisfied, we have µ̄1
ijk > 0 for all (i, j, k) ∈ T ∩N , implying wijk = 0

for all (i, j, k) ∈ T ∩ N .

(iv) By (66) we have f̄x
ijki′ > 0 for all (i, j, k) ∈ F ∩P and (i′, j, k) ∈ T ∩P; implying wijk −wi′jk = xi. By

part (i) xi = 0, while by part (ii), wi′jk = 0, implying wijk = 0. By assumption (1) of Proposition 10,
for any j, k with ȳj = z̄k = 1, there exists (i′, j, k) ∈ T ∩ P. Therefore, we conclude that wijk = 0 for
all (i, j, k) ∈ F ∩ P.

(v) By assumption f̄x
ijki′ = αx

i > 0 for all (i, j, k) ∈ T ∩ N and (i′, j, k) ∈ T ∩ P; this in turn implies that
wijk − wi′jk = xi. By part (ii) we have wi′jk = 0 and by part (iii) we have wijk = 0. This implies
that xi = 0. For any i ∈ [n] with x̄i = 0, by condition 1 of Proposition 7, F x,i > 0 and hence by
inequality (50) of Proposition 10, we have T x,i

111 > 0. That is for each i ∈ [n] with x̄i = 0, there exists
j, k, i′ with ȳj = z̄k = x̄i′ = 1 such that (i, j, k) ∈ T ∩ N and (i′, j, k) ∈ T ∩ P. Hence xi = 0 for all
i ∈ [n] with x̄i = 0. By symmetry we conclude that yi = 0 for all j ∈ [m] with ȳj = 0 and zk = 0 for
all k ∈ [l] with z̄k = 0.

(vi) By (63) for any (i, j, k) ∈ F ∩N with x̄i = 0, we have wijk = xi. By part (v) we have xi = 0, implying
wijk = 0. By symmetry we conclude that wijk = 0 for all (i, j, k) ∈ F ∩N .

From parts (i)-(vi) we conclude there is no nonzero (x, y, z,W) satisfying (37).

8.2 Recovery under the semi-random corruption model

We now consider the semi-random corruption model and prove Theorem 4, which provides a sufficient
condition in terms of p, rx̄, rȳ, rz̄ under which the flower LP recovers the ground truth with high probability.
To this end, we make use of the following two lemmas:

Lemma 3. Let X1, X2 be nonnegative independent random variables with E[X1] > 0 and E[X2] > 0. Suppose
that for every t > 0 we have

P[|X1 − E[X1]| ≥ t] ≤ f1(t), P[|X2 − E[X2]| ≥ t] ≤ f2(t), (72)

for some functions f1(·), f2(·). Then for any t > 0, we have

P

[∣

∣

∣
X1X2 − E[X1X2]

∣

∣

∣
≥ t
]

≤ f1

(

t
√

tE[X2]/E[X1] + 2E[X2]

)

+ f2

(

t
√

tE[X1]/E[X2] + 2E[X1]

)

.

Proof. Let β := 2 +
√

t/(E[X1]E[X2]). We claim that if X1X2 − E[X1]E[X2] ≥ t, then at least one the
following inequalities hold: X1 ≥ E[X1] +

t
β E[X2]

, X2 ≥ E[X2] +
t

β E[X1]
. To see this, assume that neither of

these inequalities hold, then we have

X1X2 <
(

E[X1] +
t

β E[X2]

)(

E[X2] +
t

β E[X1]

)

= E[X1]E[X2] +
2t

β
+

t2

β2 E[X1]E[X2]
≤ E[X1]E[X2] + t,

where the last inequality follows since 2t
β + t2

β2 E[X1]E[X2]
− t ≤ 0 for every t ≥ 0. We have obtained a

contradiction, hence we have shown our claim. It then follows that:

P

[

X1X2 − E[X1X2] ≥ t
]

≤ P

[{

X1 − E[X1] ≥
t

β E[X2]

}

∪
{

X2 − E[X2] ≥
t

β E[X1]

}]
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≤ P

[

X1 − E[X1] ≥
t

β E[X2]

]

+ P

[

X2 − E[X2] ≥
t

β E[X1]

]

,

where the first inequality follows from set inclusion, and the second inequality follows from taking the union
bound. Similarly it can be shown that

P

[

X1X2 − E[X1X2] ≤ −t
]

≤ P

[

X1 − E[X1] ≤ − t

β E[X2]

]

+ P

[

X2 − E[X2] ≤ − t

β E[X1]

]

.

Therefore we have

P

[∣

∣

∣X1X2 − E[X1X2]
∣

∣

∣ ≥ t
]

≤ P

[∣

∣

∣X1 − E[X1]
∣

∣

∣ ≥ t

β E[X2]

]

+ P

[∣

∣

∣X2 − E[X2]
∣

∣

∣ ≥ t

β E[X1]

]

≤ f1

( t

β E[X2]

)

+ f2

( t

β E[X1]

)

,

where the second inequality follows from inequalities (72).

Lemma 4. Suppose that X is a positive random variable and that we have

P[|X − E[X]| ≥ t] ≤ f(t), (73)

for some function f(·) and t ≥ 0. Then, for every s ≥ 0, we have

P

[∣

∣

∣

1

X
− 1

E[X]

∣

∣

∣
≥ s
]

≤ f(g(s)), (74)

where g(s) = E[X]− 1
1/E[X]+s .

Proof. Let s ≥ 0. We have

P

[ 1

X
− 1

E[X]
≥ s
]

= P

[

X ≤ 1

1/E[X] + s

]

= P

[

X ≤ E[X]− g(s)
]

, (75)

where the first equality follows since X > 0 and the second equality follows from the definition of g(s). By
symmetry it can be shown that

P

[ 1

X
− 1

E[X]
≤ −s

]

= P

[

X ≥ E[X] + g(s)
]

. (76)

Combining (73), (75), and (76), we obtain (74):

P

[∣

∣

∣

1

X
− 1

E[X]

∣

∣

∣ ≥ s
]

= P[|X − E[X]| ≥ g(s)] ≤ f(g(s)).

To proceed with the proof of Theorem 4, we introduce some random variables: for each i ∈ [n] and

j ∈ [m] and r ∈ {0, 1}, denote by tx,y,i,jk→r (resp. tx,z,i,kj→r and ty,z,j,ki→r ) a random variable whose value equals 1,
if z̄k = r (resp. ȳj = r and x̄i = r), and (i, j, k) ∈ T , and equals 0, otherwise.

Proof of Theorem 4. By Proposition 2 it suffices to prove the statement under the fully-random corruption
model. First let p = 0. Then by Theorem 2 the standard LP recovers the ground truth if rx̄, rȳ, rz̄ are
positive. Since the feasible region of the flower LP is a subset of that of the standard LP, we conclude that
for p = 0, the flower LP recovers the ground truth tensor, if rx̄, rȳ, rz̄ are positive.

Henceforth, we assume that p > 0. By proof of Claim 1, Condition 1 of Proposition 7 holds with high
probability. Denote by A1 the event that Condition 1 of Proposition 10 is satisfied, denote by A2 the event
that Condition 2 of Proposition 10 is satisfied, denote by A3 the event that inequalities (50) and all symmetric
counterparts are strictly satisfied, and denote by A4 the event that inequalities (51) are strictly satisfied. To
establish recovery with high probability, it suffices to show that each Ai occurs with high probability.
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Claim 4. Event A1 occurs with high probability.

Proof of claim. We have A1 =
⋃3

i=1 A
1
i , where the event A1

1 occurs if 1
l

∑

k t
x,y,i,j
k→1 > 0 for all i ∈ [n], j ∈

[m],the event A1
2 occurs if 1

m

∑

j t
x,z,i,k
j→1 > 0 for all i ∈ [n], k ∈ [l], the event A1

3 occurs if 1
n

∑

i t
y,z,j,k
i→1 > 0,

for all j ∈ [m], k ∈ [l]. In the following, we prove that event A1
1 occurs with high probability. By symmetry,

it follows that A1
2 and A1

3 occur with high probability as well. First notice that for each i ∈ [n], j ∈ [m] we
have

ǫ := E

[1

l

∑

k

tx,y,i,jk→1

]

=
1

l

∑

k

E[tx,y,i,jk→1 ] = rz̄(1− p) > 0,

where the inequality follows since by assumption rz̄ > 0 and p < 1. We then have

P[A1
1] = P

[

n
⋂

i=1

m
⋂

j=1

{1

l

∑

k

tx,y,i,jk→1 > 0
}]

= P

[

n
⋂

i=1

m
⋂

j=1

{1

l

∑

k

tx,y,i,jk→1 − E

[1

l

∑

k

tx,y,i,jk→1

]

> −ǫ
}]

≥ P

[

n
⋂

i=1

m
⋂

j=1

{∣

∣

∣

1

l

∑

k

tx,y,i,jk→1 − E

[1

l

∑

k

tx,y,i,jk→1

]∣

∣

∣
≤ ǫ
}]

≥ 1−
∑

i,j

P

[∣

∣

∣

1

l

∑

k

tx,y,i,jk→1 − E

[1

l

∑

k

tx,y,i,jk→1

]∣

∣

∣ > ǫ
]

≥ 1− 2nm exp(−2lǫ2),

where the first inequality follows from set inclusion, the second inequality follows from taking the union
bound, and the last inequality follows from the application of Hoeffding’s inequality by noting that for all
i ∈ [n], j ∈ [m] and k ∈ [l], random variables tx,y,i,jk→1 are independent and 0 ≤ tx,y,i,jk→1 ≤ 1. The proof then
follows since ǫ is a constant and since the limit assumptions in the theorem imply that, as n,m, l → ∞, we
have nm exp(−l) → 0. ⋄

Claim 5. Event A2 occurs with high probability for any 0 < α < 1.

Proof of claim. To prove the statement, by symmetry, it suffices to show that for all i ∈ [n] with x̄i = 0,
with high probability, we have

1

nml

(

∑

j,k

(

tx,ijk→11

∑

i′

ty,z,j,ki′→1

)

− α
(

∑

j,k

tx,ijk→11

)( 1

ml

∑

i′,j,k

ty,z,j,ki′→1

))

≥ 0. (77)

Denoting by ǫ the expectation of the left hand side of inequality (77), we obtain

ǫ =
1

nml

(

∑

j,k

E[tx,ijk→11]
∑

i′

E[ty,z,j,ki′→1 ]− α
(

∑

j,k

E[tx,ijk→11]
)( 1

ml

∑

i′,j,k

E[ty,z,j,ki′→1 ]
))

= rȳrz̄(1− p)rx̄(1− p)− αrȳrz̄(1− p)rx̄(1− p) = rx̄rȳrz̄(1− p)2(1− α),

where the first equality follows from the independence of random variables since x̄i = 0 while x̄i′ = 1. Hence
ǫ is a positive constant since rx̄, rȳ, rz̄, p, α are all positive constants and α < 1, p < 1. Let I0 := {i ∈ [n] :
x̄i = 0}. For each i ∈ I0, define

Y x,i
jk =

1

n
tx,ijk→11

∑

i′

ty,z,j,ki′→1 , ∀(j, k) ∈ [m]× [l].

Then inequality (77) can be written as:

1

ml

∑

j,k

Y x,i
jk − α

( 1

ml

∑

j,k

tx,ijk→11

)( 1

nml

∑

i′,j,k

ty,z,j,ki′→1

)

≥ 0.

It then follows that

P

[

⋂

i∈I0

{

1

ml

∑

j,k

Y x,i
jk − α

( 1

ml

∑

j,k

tx,ijk→11

)( 1

nml

∑

i′,j,k

ty,z,j,ki′→1

)

≥ 0

}]
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= P

[

⋂

i∈I0

{

1

ml

∑

j,k

Y x,i
jk − E

[

1

ml

∑

j,k

Y x,i
jk

]

− α
( 1

ml

∑

j,k

tx,ijk→11

)

( 1

nml

∑

i′,j,k

ty,z,j,ki′→1

)

+ αE

[

( 1

ml

∑

j,k

tx,ijk→11

)( 1

nml

∑

i′,j,k

ty,z,j,ki′→1

)

]

≥ −ǫ

}]

≥ P

[

⋂

i∈I0

{∣

∣

∣

∣

∣

1

ml

∑

j,k

Y x,i
jk − E

[

1

ml

∑

j,k

Y x,i
jk

]∣

∣

∣

∣

∣

≤ ǫ

2

}

⋂ ⋂

i∈I0
{∣

∣

∣

∣

∣

( 1

ml

∑

j,k

tx,ijk→11

)( 1

nml

∑

i′,j,k

ty,z,j,ki′→1

)

− E

[

( 1

ml

∑

j,k

tx,ijk→11

)( 1

nml

∑

i′,j,k

ty,z,j,ki′→1

)

]∣

∣

∣

∣

∣

≤ ǫ

2α

}]

≥ 1−
∑

i∈I0

P

[∣

∣

∣

∣

∣

1

ml

∑

j,k

Y x,i
jk − E

[

1

ml

∑

j,k

Y x,i
jk

]∣

∣

∣

∣

∣

>
ǫ

2

]

−
∑

i∈I0

P

[∣

∣

∣

∣

∣

( 1

ml

∑

j,k

tx,ijk→11

)( 1

nml

∑

i′,j,k

ty,z,j,ki′→1

)

− E

[

( 1

ml

∑

j,k

tx,ijk→11

)( 1

nml

∑

i′,j,k

ty,z,j,ki′→1

)

]∣

∣

∣

∣

∣

>
ǫ

2α

]

,

where the first inequality follows from set inclusion, and the second inequality follows from taking the union
bound. Now consider the expression on the right-hand side of the last inequality; let us denote this expression
by ζ. Consider the first summation in ζ. From the application of Hoeffding’s inequality and using the fact
that the random variables 0 ≤ Y x,i

jk ≤ 1 for all (j, k) ∈ [m]× [l] are independent, it follows that

∑

i∈I0

P

[∣

∣

∣

∣

∣

1

ml

∑

j,k

Y x,i
jk − E

[

1

ml

∑

j,k

Y x,i
jk

]∣

∣

∣

∣

∣

>
ǫ

2

]

≤ 2n exp
(

− mlǫ2

2

)

. (78)

To bound the second summation in ζ, we use Lemma 3 by defining:

Zx,i :=
1

ml

∑

j,k

tx,ijk→11, ∀i ∈ [n] with x̄i = 0, W :=
1

nml

∑

i′,j,k

ty,z,j,ki′→1 .

Notice that Zx,i andW are nonnegative independent random variables with E[Z] := E[Zx,i] = rȳrz̄(1−p) > 0
and E[W ] = rx̄(1− p) > 0. Moreover, by Hoeffding’s inequality we have:

P

[

|Zx,i − E[Zx,i]| > ǫ

2α

]

≤ 2 exp
(

− mlǫ2

2α2

)

, P

[

|W − E[W ]| > ǫ

2α

]

≤ exp
(

− nmlǫ2

2α2

)

.

Hence utilizing Lemma 3 yields

∑

i∈I0

P

[

|Zx,iW − E[Zx,iW ]| > ǫ

2α

]

≤ 2n exp
(

− mlǫ2

2α2(
√

2αǫE[W ]/E[Z] + 2E[W ])2

)

+ 2n exp
(

− nmlǫ2

2α2(
√

2αǫE[Z]/E[W ] + 2E[Z])2

)

.

(79)

Combining (78) and (79), the proof then follows since ǫ, α,E[W ],E[Z] are positive constants and since the
limit assumptions in the theorem imply that, as n,m, l → ∞, we have n exp(−ml), n exp(−nml) go to zero.
⋄

Claim 6. Event A3 occurs with high probability.

Proof of claim. Denote by A3
1 the event that inequalities (50) are strictly satisfied. By symmetry, to show

that A3 occurs with high probability, it suffices to show that A3
1 occurs with high probability. Under the

random corruption model, A3
1 occurs if, (i) inequalities (39) are satisfied and (ii) for each (i, j, k) ∈ T with

x̄i = 0, ȳj = z̄k = 1, we have

1

ml

∑

j′,k′

Y x,i
j′k′ −

1

nml

∑

j′,k′

(1

3
fx,i
j′k′→00 +

1

2
fx,i
j′k′→01 +

1

2
fx,i
j′k′→10 + fx,i

j′k′→11

)

∑

i′

ty,z,j,ki′→1 > 0, (80)
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where we define

Y x,i
j′k′ :=

1

n
tx,ij′,k′→11

∑

i′

ty,z,j
′,k′

i′→1 , ∀j′ ∈ [m], k′ ∈ [l].

By proof of Claim 2, inequalities (39) are satisfied with high probability, if inequality (41) holds. It is simple to
check that inequality (41) is implied by inequality (20). We now show that if (41) holds, inequalities (80) are
satisfied with high probability as well. Denote by ǫ the expected value of the left-hand side of inequality (80).
We have

ǫ =
1

nml

∑

j′,k′

E

[

tx,ij′,k′→11

∑

i′

ty,z,j
′,k′

i′→1

]

− 1

nml
E

[

∑

j′,k′

(1

3
fx,i
j′k′→00 +

1

2
fx,i
j′k′→01 +

1

2
fx,i
j′k′→10 + fx,i

j′k′→11

)

∑

i′

ty,z,j,ki′→1

]

= rx̄rȳrz̄(1− p)2 − 1

3
rx̄(1− rȳ)(1− rz̄)p(1− p)− 1

2
rx̄(1− rȳ)rz̄p(1− p)

− 1

2
rx̄rȳ(1− rz̄)p(1− p)− rx̄rȳrz̄p(1− p),

where the second equality follows from the independence of random variables as we have x̄i′ = 1 while x̄i = 0.
Since by assumption rx̄ > 0 and p < 1, the inequality ǫ > 0 can be equivalently written as:

rȳrz̄(1− 2p)− 1

3
(1− rȳ)(1− rz̄)p−

1

2
(1− rȳ)rz̄p−

1

2
rȳ(1− rz̄)p− rȳrz̄p > 0,

which is in turn equivalent to inequality (41). Define

f̄x,i
jk =

1

3
fx,i
jk→00 +

1

2
fx,i
jk→01 +

1

2
fx,i
jk→10 + fx,i

jk→11, ∀(i, j, k) ∈ [n]× [m]× [l],

and M := {(i, j, k) : (i, j, k) ∈ T , x̄i = 0, ȳj = z̄k = 1}. Then we have:

P[A3
1] = P

[

⋂

(i,j,k)∈M

{

1

ml

∑

j′,k′

Y x,i
j′k′ −

( 1

ml

∑

j′,k′

f̄x,i
j′k′

)( 1

n

∑

i′

ty,z,j,ki′→1

)

> 0

}]

= P

[

⋂

(i,j,k)∈M

{

1

ml

∑

j′,k′

Y x,i
j′k′ − E

[ 1

ml

∑

j′,k′

Y x,i
j′k′

]

−
( 1

ml

∑

j′,k′

f̄x,i
j′k′

)( 1

n

∑

i′

ty,z,j,ki′→1

)

+ E

[( 1

ml

∑

j′,k′

f̄x,i
j′k′

)( 1

n

∑

i′

ty,z,j,ki′→1

)]

> −ǫ

}]

≥ P

[

⋂

(i,j,k)∈M

{

∣

∣

∣

1

ml

∑

j′,k′

Y x,i
j′k′ − E

[ 1

ml

∑

j′,k′

Y x,i
j′k′

]∣

∣

∣ <
ǫ

2

}]

·

P

[

⋂

(i,j,k)∈M

{

∣

∣

∣

( 1

ml

∑

j′,k′

f̄x,i
j′k′

)( 1

n

∑

i′

ty,z,j,ki′→1

)

− E

[( 1

ml

∑

j′,k′

f̄x,i
j′k′

)( 1

n

∑

i′

ty,z,j,ki′→1

)]∣

∣

∣ <
ǫ

2

}]

≥ 1−
∑

(i,j,k)∈M

P

[∣

∣

∣

∣

∣

1

ml

∑

j′,k′

Y x,i
j′k′ − E

[ 1

ml

∑

j′,k′

Y x,i
j′k′

]

∣

∣

∣

∣

∣

>
ǫ

2

]

−
∑

(i,j,k)∈M

P

[∣

∣

∣

∣

∣

( 1

ml

∑

j′,k′

f̄x,i
j′k′

)( 1

n

∑

i′

ty,z,j,ki′→1

)

− E

[( 1

ml

∑

j′,k′

f̄x,i
j′k′

)( 1

n

∑

i′

ty,z,j,ki′→1

)]

∣

∣

∣

∣

∣

>
ǫ

2

]

:= ζ,

where the first inequality follows from set inclusion, and the second inequality follows from taking the
union bound. To bound ζ, first note that Y x,i

j′,k′ , j′ ∈ [m], k′ ∈ [l] are independent random variables and
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0 ≤ Y x,i
j′,k′ ≤ 1. Hence, utilizing Hoeffding’s inequality, we obtain:

P

[∣

∣

∣

∣

∣

1

ml

∑

j′,k′

Y x,i
j′k′ − E

[ 1

ml

∑

j′,k′

Y x,i
j′k′

]

∣

∣

∣

∣

∣

>
ǫ

2

]

≤ 2 exp
(

− mlǫ2

2

)

.

To bound the terms in the second summation, we make use of Lemma 3 by defining

Z1 :=
1

ml

∑

j′,k′

f̄x,i
j′k′ , Z2 :=

1

n

∑

i′

ty,z,j,ki′→1 .

First note that Z1, Z2 are nonnegative and independent random variables with

E[Z1] =
p

3
(rȳrz̄ +

rȳ + rz̄
2

+ 1) > 0, E[Z2] = rx̄(1− p) > 0.

Moreover, the random variables f̄x,i
j′k′ for all (j′, k′) ∈ [m]× [l] are independent and 0 ≤ f̄x,i

j′k′ ≤ 1. Similarly,

the random variables ty,z,j,ki′→1 for all i′ ∈ [n] are independent and 0 ≤ ty,z,j,ki′→1 ≤ 1. Hence applying Hoeffding’s
inequality we obtain:

P

[

|Z1 − E[Z1]| >
ǫ

2

]

≤ 2 exp
(

− mlǫ2

2

)

, P

[

|Z2 − E[Z2]| >
ǫ

2

]

≤ 2 exp
(

− nǫ2

2

)

.

Utilizing Lemma 3 we obtain

P

[

|Z1Z2 − E[Z1Z2]| >
ǫ

2

]

≤ 2 exp

(

− mlǫ2
(√

2ǫE[Z2]
E[Z1]

+ 4E[Z2]
)2

)

+ 2 exp

(

− nǫ2
(√

2ǫE[Z1]
E[Z2]

+ 4E[Z1]
)2

)

.

Therefore, we have

ζ ≥ 1− 2nml exp

(

− mlǫ2
(√

2ǫE[Z2]
E[Z1]

+ 4E[Z2]
)2

)

− 2nml exp

(

− nǫ2
(√

2ǫE[Z1]
E[Z2]

+ 4E[Z1]
)2

)

.

The proof then follows since ǫ,E[Z1],E[Z2] are positive constants and since the limit assumptions in the
theorem imply that, as n,m, l → ∞, we have nml exp(−n), nml exp(−ml) go to zero. ⋄

Claim 7. Event A4 occurs with high probability.

Proof of claim. By Condition 2 in Proposition 10, γ̄ijk can be equivalently written as

γ̄ijk =
1

3

(

2− 1

3

nx̄

T y,z,j,k
1

− 1

3

nȳ

T x,z,i,k
1

− 1

3

nz̄

T x,y,i,j
1

− 1

αT̄ y,z
1

∑

i′:x̄i′=0
(i′,j,k)∈T

min

{

1

T x,i′

11

(1

3
F x,i′

00 +
1

2
(F x,i′

01 + F x,i′

10 ) + F x,i′

11

)

, 1

}

− 1

αT̄ x,z
1

∑

j′:ȳj′=0

(i,j′,k)∈T

min

{

1

T y,j′

11

(1

3
F y,j′

00 +
1

2
(F y,j′

01 + F y,j′

10 ) + F y,j′

11

)

, 1

}

− 1

αT̄ x,y
1

∑

k′:z̄k′=0
(i,j,k′)∈T

min

{

1

T z,k′

11

(1

3
F z,k′

00 +
1

2
(F z,k′

01 + F z,k′

10 ) + F z,k′

11

)

, 1

})

.

35



In the following, we show the validity of the inequality:

3γ̄ijk − nȳnz̄

T x,i
11

> −1, ∀(i, j, k) ∈ T ∩ P. (81)

By symmetry, this in turn implies event A4 occurs with high probability. Under the random corruption
model, inequalities (81) are satisfied, if for each (i, j, k) ∈ T ∩ P:

3− 1

3

nx̄
∑

i′ t
y,z,j,k
i′→1

− 1

3

nȳ
∑

j′ t
x,z,i,k
j′→1

− 1

3

nz̄
∑

k′ t
x,y,i,j
k′→1

− nȳnz̄
∑

j′,k′ t
x,i
j′k′→1

− 1

α

nml
∑

i′,j′,k′ t
y,z,j′,k′

i′→1

(

∑

i′ ν̄
x,i′

jk

n

)

− 1

α

nml
∑

i′,j′,k′ t
x,z,i′,k′

j′→1

(

∑

j′ ν̄
y,j′

ik

m

)

− 1

α

nml
∑

i′,j′,k′ t
x,y,i′,j′

k′→1

(

∑

k′ ν̄
z,k′

ij

l

)

> 0,

(82)

where ν̄x,i
′

jk = min{νx,i
′

jk , 1}, ν̄y,j
′

ik = min{νy,j
′

ik , 1}, ν̄z,k
′

ij = min{νz,k
′

ij , 1}, and νx,i
′

jk , νy,j
′

ik , νz,k
′

ij are defined
by (43).

First, we observe that if we have (20), then we also have

p <
αrx̄rȳrz̄

1 + (3α− 1)rx̄rȳrz̄
, (83)

for some α < 1 arbitrarily close to 1. This is because the function α 7→ α
1+(3α−1)rx̄rȳrz̄

is continuous in [0, 1].

Denote by Eg the expected value of the left-hand side of inequality (82). To prove the statement, we first
show that for each (i, j, k) ∈ T ∩ P, we have

Eg ≥ ǫ := 3− 2

1− p
− 1

α

p

(1− p)

( 1

rx̄rȳrz̄
− 1
)

, (84)

which implies Eg > 0 if condition (83) is satisfied. We prove (84) via a number of steps:

Step 1. For each (i, j, k) ∈ T ∩ P, we have

E

[

nx̄
∑

i′ t
y,z,j,k
i′→1

]

≤ 1

1− p
.

Proof of step. For each (i, j, k) ∈ T ∩ P we have

E

[

nx̄
∑

i′ t
y,z,j,k
i′→1

]

= nx̄ E

[

1

1 +
∑

i′∈[n]\{i} t
y,z,j,k
i′→1

]

=
nx̄

nx̄(1− p)
(1− pnx̄) ≤ 1

1− p
,

where the first equality follows since by assumption (i, j, k) ∈ T ∩ P, i.e., ty,z,j,ki→1 = 1 , the second equality
follows since for a binomial random variable X with parameters (n, p) we have E[ 1

1+X ] = 1
(n+1)p (1 − (1 −

p)n+1), and the inequality follows since 0 < p ≤ 1. ⊳

Step 2. For each (i, j, k) ∈ T ∩ P we have

ǫ′ := E

[

nml
∑

i′,j′,k′ t
y,z,j′,k′

i′→1

(

∑

i′ ν̄
x,i′

jk

n

)

]

≤ 1

3

p

(1− p)
(
1

rx̄
− 1)

( 1

rȳrz̄
+

1

2rȳ
+

1

2rz̄
+ 1
)

.

Proof of step. For each (i, j, k) ∈ T ∩ P, we have:

ǫ′ ≤ E

[

nml
∑

i′,j′,k′ t
y,z,j′,k′

i′→1

(

∑

i′ ν
x,i′

jk

n

)

]

= E

[

nml
∑

i′,j′,k′ t
y,z,j′,k′

i′→1

]

E

[

∑

i′ ν
x,i′

jk

n

]
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= E

[

nml

1 +
∑

(i′,j′,k′)∈[n]×[m]×[l]\{(i,j,k)} t
y,z,j′,k′

i′→1

]

∑

i′ E[ν
x,i′

jk ]

n

≤
( 1

rx̄

1− pnx̄

1− p

)

(1− rx̄)
p

3

( 1

rȳrz̄
+

1

2rȳ
+

1

2rz̄
+ 1
)

≤ 1

(1− p)
(
1

rx̄
− 1)

p

3

( 1

rȳrz̄
+

1

2rȳ
+

1

2rz̄
+ 1
)

,

where the first inequality follows from the definition of ν̄x,i
′

jk , the first equality follows from the independence
of random variables, the second equality follows since by assumption (i, j, k) ∈ T ∩ P, the second inequality
follows since for a binomial random variable X with parameters (n, p) we have E[ 1

1+X ] = 1
(n+1)p (1 − (1 −

p)n+1), and by proof of Claim 3 we have

E[νx,i
′

jk ] ≤ p

3

( 1

rȳrz̄
+

1

2rȳ
+

1

2rz̄
+ 1
)

,

and the last inequality follows since 0 ≤ p ≤ 1 and nx̄ > 0. ⊳

Therefore, by Steps 1 and 2:

Eg ≥ ǫ := 2− 1

1− p
− 1

3α

p

(1− p)

(

(
1

rx̄
− 1)

( 1

rȳrz̄
+

1

2rȳ
+

1

2rz̄
+ 1
)

+

(
1

rȳ
− 1)

( 1

rx̄rz̄
+

1

2rx̄
+

1

2rz̄
+ 1
)

+ (
1

rz̄
− 1)

( 1

rx̄rȳ
+

1

2rx̄
+

1

2rȳ
+ 1
)

)

− 1

1− p

= 3− 2

1− p
− 1

α

p

(1− p)

( 1

rx̄rȳrz̄
− 1
)

.

It then follows that if condition (83) holds, we have Eg ≥ ǫ > 0.
We now show that inequalities (82) are satisfied with high probability; to this end, utilizing Lemma 4,

we first show that the first four terms in inequalities (82) concentrate around their expectations:

Step 3. Let ǫ′ > 0. Then

∑

(i,j,k)∈T ∩P

P

[∣

∣

∣

∣

∣

nz̄
∑

k′ t
x,y,i,j
k′→1

− E

[

nz̄
∑

k′ t
x,y,i,j
k′→1

]∣

∣

∣

∣

∣

> ǫ′

]

→ 0, as n,m, l → ∞.

Proof of step. By a simple application of Hoeffding’s inequality, for any t ≥ 0, we have

P

[∣

∣

∣

∣

∣

∑

k′ t
x,y,i,j
k′→1

nz̄
− E

[

∑

k′ t
x,y,i,j
k′→1

nz̄

]∣

∣

∣

∣

∣

> t

]

≤ 2 exp(−2nz̄t
2). (85)

For each (i, j, k) ∈ T ∩ P, define:

∆ :=

∣

∣

∣

∣

∣

nz̄

E

[

∑

k′ t
x,y,i,j
k′→1

] − E

[

nz̄
∑

k′ t
x,y,i,j
k′→1

]∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

1

1− p
− 1− pnz̄

1− p

∣

∣

∣

∣

∣

=
pnz̄

1− p
.

Note that since 0 < p < 1, it follows that limnz̄→∞ ∆ = 0. Then we have

∑

(i,j,k)∈T ∩P

P

[∣

∣

∣

∣

∣

nz̄
∑

k′ t
x,y,i,j
k′→1

− E

[

nz̄
∑

k′ t
x,y,i,j
k′→1

]∣

∣

∣

∣

∣

> ǫ′

]

=
∑

(i,j,k)∈T ∩P

P

[∣

∣

∣

∣

∣

nz̄
∑

k′ t
x,y,i,j
k′→1

− nz̄

E

[

∑

k′ t
x,y,i,j
k′→1

] +
nz̄

E

[

∑

k′ t
x,y,i,j
k′→1

] − E

[

nz̄
∑

k′ t
x,y,i,j
k′→1

]∣

∣

∣

∣

∣

> ǫ′

]
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≤
∑

(i,j,k)∈T ∩P

P

[∣

∣

∣

∣

∣

nz̄
∑

k′ t
x,y,i,j
k′→1

− nz̄

E

[

∑

k′ t
x,y,i,j
k′→1

]

∣

∣

∣

∣

∣

+∆ > ǫ′

]

≤ 2nml exp
(

− 2lrz̄(g(ǫ
′ −∆))2

)

,

where the first inequality follows from the application of triangle inequality, and the second inequality
follows from inequality (85) and Lemma 4 by noting that since (i, j, k) ∈ T ∩ P, we have

∑

k′ t
x,y,i,j
k′→1 =

1 +
∑

k′∈[l]\{k} t
x,y,i,j
k′→1 > 0. Since ∆ → 0 as l → ∞ and since (g(ǫ′ −∆))2 is a positive constant, the proof

follows since the limit assumptions in the theorem imply that, as n,m, l → ∞, we have nml exp(−l) go to
zero. ⊳

Next, utilizing Lemmas 3 and 4, we show that the last three terms in inequalities (82) concentrate around
their expectation:

Step 4. Let ǫ′ be a positive constant. Define

Fijk = P

[∣

∣

∣

∣

∣

nml
∑

i′,j′,k′ t
y,z,j′,k′

i′→1

(

∑

i′ ν̄
x,i′

jk

n

)

− E

[

nml
∑

i′,j′,k′ t
y,z,j′,k′

i′→1

(

∑

i′ ν̄
x,i′

jk

n

)

]∣

∣

∣

∣

∣

> ǫ′

]

.

Then
lim

n,m.l→∞

∑

(i,j,k)∈T ∩P

Fijk = 0.

Proof of step. Define the random variables

X =
nml

∑

i′,j′,k′ t
y,z,j′,k′

i′→1

, Yjk =

∑

i′ ν̄
x,i′

jk

n
.

Observe that X and Yjk are independent random variables since by definition of ty,z,j
′,k′

i′→1 , we have x̄i′ = 1

while by definition of ν̄x,i
′

jk we have x̄i′ = 0. Moreover, X > 0 since by assumption (i, j, k) ∈ T ∩P implying

ty,z,j,ki→1 = 1; clearly Yjk ≥ 0 and E[Yjk] ≥ 0. By Lemma 4 and the proof of Step 3, we have

P

[∣

∣

∣X − E[X]
∣

∣

∣ > ǫ′
]

≤ 2 exp
(

− 2nml(g(ǫ′ −∆))2
)

,

where

∆ :=

∣

∣

∣

∣

∣

E

[

nml
∑

i′,j′,k′ t
y,z,j′,k′

i′→1

]

− nml

E

[

∑

i′,j′,k′ t
y,z,j′,k′

i′→1

]

∣

∣

∣

∣

∣

=
1

rx̄

pmlnx̄

1− p
.

Note that since rx̄ is a positive constant, we have limn,m,l→∞ ∆ = 0. Define Ȳ = E[Yjk]. Since ν̄x,i
′

jk for all

i′ ∈ [n] are independent random variables and 0 ≤ ν̄x,i
′

jk ≤ 1, by a simple application of Hoeffding’s inequality
we have

P

[∣

∣

∣
Yjk − Ȳ

∣

∣

∣
> ǫ′

]

≤ 2 exp(−2nǫ′2),

Then

∑

(i,j,k)∈T ∩P

Fijk =
∑

(i,j,k)∈T ∩P

P[|XYjk − E[X]E[Yjk]| > ǫ′]

≤ 2nml exp
(

− 2nml
(

g
( ǫ′
√

ǫ′Ȳ /E[X] + 2Ȳ
−∆

))2)

+ 2nml exp
(

− 2nǫ′2

(
√

ǫ′ E[X]/Ȳ + 2E[X])2

)

,

where the inequality follows from Lemma 3. The proof then follows since ∆ → 0 as n,m, l → ∞,
ǫ′,E[X], Ȳ , (g(·))2 are positive constants and since the limit assumptions in the theorem imply that, as
n,m, l → ∞, we have nml exp(−nml), nml exp(−n) go to zero. ⊳
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We are now ready to prove that inequalities (82) hold with high probability. For each (i, j, k) ∈ T ∩ P,
denote by κijk the left hand side of inequality (82). Let κ̃ijk = κijk − 3. Then we have

P

[

⋂

(i,j,k)∈T ∩P

{κijk > 0}
]

≥ P

[

⋂

(i,j,k)∈T ∩P

{κ̃ijk − E[κ̃ijk] > −ǫ}
]

= P

[

⋂

(i,j,k)∈T ∩P

{

1

3

(

E

[ nx̄
∑

i′ t
y,z,j,k
i′→1

]

− nx̄
∑

i′ t
y,z,j,k
i′→1

)

+
1

3

(

E

[ nȳ
∑

j′ t
x,z,i,k
j′→1

]

− nȳ
∑

j′ t
x,z,i,k
j′→1

)

+
1

3

(

E

[ nz̄
∑

k′ t
x,y,i,j
k′→1

]

− nz̄
∑

k′ t
x,y,i,j
k′→1

)

+

(

E

[ nȳnz̄
∑

j′,k′ t
x,i
j′k′→1

]

− nȳnz̄
∑

j′,k′ t
x,i
j′k′→1

)

+
1

α

(

E

[

nml
∑

i′,j′,k′ t
y,z,j′,k′

i′→1

(

∑

i′ ν̄
x,i′

jk

n

)

]

− nml
∑

i′,j′,k′ t
y,z,j′,k′

i′→1

(

∑

i′ ν̄
x,i′

jk

n

)

)

+
1

α

(

E

[

nml
∑

i′,j′,k′ t
x,z,i′,k′

j′→1

(

∑

j′ ν̄
y,j′

ik

m

)

]

− nml
∑

i′,j′,k′ t
x,z,i′,k′

j′→1

(

∑

j′ ν̄
y,j′

ik

m

)

)

+
1

α

(

E

[

nml
∑

i′,j′,k′ t
x,y,i′,j′

k′→1

(

∑

k′ ν̄
z,k′

ij

l

)

]

− nml
∑

i′,j′,k′ t
x,y,i′,j′

k′→1

(

∑

k′ ν̄
z,k′

ij

l

)

)

> −ǫ

}]

≥ 1−
∑

(i,j,k)∈T ∩P

P

[∣

∣

∣

∣

∣

nx̄
∑

i′ t
y,z,j,k
i′→1

− E

[

nx̄
∑

i′ t
y,z,j,k
i′→1

]∣

∣

∣

∣

∣

>
ǫ

3

]

−
∑

(i,j,k)∈T ∩P

P

[∣

∣

∣

∣

∣

nȳ
∑

j′ t
x,z,i,k
j′→1

− E

[

nȳ
∑

j′ t
x,z,i,k
j′→1

]∣

∣

∣

∣

∣

>
ǫ

3

]

−
∑

(i,j,k)∈T ∩P

P

[∣

∣

∣

∣

∣

nz̄
∑

k′ t
x,y,i,j
k′→1

− E

[

nz̄
∑

k′ t
x,y,i,j
k′→1

]∣

∣

∣

∣

∣

>
ǫ

3

]

−
∑

(i,j,k)∈T ∩P

P

[∣

∣

∣

∣

∣

nȳnz̄
∑

j′,k′ t
x,i
j′k′→1

− E

[ nȳnz̄
∑

j′,k′ t
x,i
j′k′→1

]

∣

∣

∣

∣

∣

>
ǫ

3

]

−
∑

(i,j,k)∈T ∩P

P

[∣

∣

∣

∣

∣

nml
∑

i′,j′,k′ t
y,z,j′,k′

i′→1

(

∑

i′ ν̄
x,i′

jk

n

)

− E

[

nml
∑

i′,j′,k′ t
y,z,j′,k′

i′→1

(

∑

i′ ν̄
x,i′

jk

n

)

]∣

∣

∣

∣

∣

>
αǫ

9

]

−
∑

(i,j,k)∈T ∩P

P

[∣

∣

∣

∣

∣

nml
∑

i′,j′,k′ t
x,z,i′,k′

j′→1

(

∑

j′ ν̄
y,j′

ik

m

)

− E

[

nml
∑

i′,j′,k′ t
x,z,i′,k′

j′→1

(

∑

j′ ν̄
y,j′

ik

m

)

]∣

∣

∣

∣

∣

>
αǫ

9

]

−
∑

(i,j,k)∈T ∩P

P

[∣

∣

∣

∣

∣

nml
∑

i′,j′,k′ t
x,y,i′,j′

k′→1

(

∑

k′ ν̄
z,k′

ij

l

)

− E

[

nml
∑

i′,j′,k′ t
x,y,i′,j′

k′→1

(

∑

k′ ν̄
z,k′

ij

l

)

]∣

∣

∣

∣

∣

>
αǫ

9

]

≥ 1− 2nml exp
(

− 2nrx̄(g(
ǫ

3
−∆a))

2
)

− 2nml exp
(

− 2mrȳ(g(
ǫ

3
−∆b))

2
)

− 2nml exp
(

− 2lrz̄(g(
ǫ

3
−∆c))

2
)

− 2nml exp
(

− 2mlrȳrz̄(g(
ǫ

3
−∆d))

2
)

− 2nml exp
(

− 2nml
(

g
(αǫ/9−∆′

a

χ1

))2)

− 2nml exp
(

− 2nǫ2

χ2

)

− 2nml exp
(

− 2nml
(

g
(αǫ/9−∆′

b

χ3

))2)

− 2nml exp
(

− 2mǫ2

χ4

)

− 2nml exp
(

− 2nml
(

g
(αǫ/9−∆′

c

χ5

))2)

− 2nml exp
(

− 2lǫ2

χ6

)

,

where we define ∆a := pnx̄/(1 − p), ∆b := pnȳ/(1 − p), ∆c := pnz̄/(1 − p), ∆d := pnȳnz̄/(1 − p), ∆′
a :=

1/rx̄p
mlnx̄/(1 − p), ∆′

b := 1/rȳp
mlnȳ/(1 − p), ∆′

c := 1/rz̄p
mlnz̄/(1 − p) and χi, i ∈ {1, . . . , 6} are positive
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constants as defined in the proof of Step 4. The first inequality follows since E[κijk] ≥ ǫ, the second inequality
follows from set inclusion and taking the union bound, and the fourth inequality follows from Steps 3 and 4.
The proof then follows since as n,m, l → ∞, we have ∆a,∆b,∆c,∆d,∆

′
a,∆

′
b,∆

′
c → 0, (g(·))2 is a positive

constant, and the limit assumptions in the theorem imply that, as n,m, l → ∞, we have nml exp(−n),
nml exp(−m), nml exp(−l), nml exp(−ml), nml exp(−nml) → 0. ⋄

9 Facets of the multilinear polytope of rank-one BTF

Proof of Proposition 3. Facetness of inequalities wijk ≥ 0 for all (i, j, k) ∈ [n]× [m]× [l] follows from Propo-
sition 2 of [11]. To prove the facetness of the remaining inequalities, we employ the following standard
strategy: denote by g1 an inequality defining the feasible region of the flower LP. Consider a nontrivial valid
inequality g2 for MPGBT that is satisfied tightly at all points in SGBT that are binding for g1. We then show
that g1 and g2 coincide up to a positive scaling which by full-dimensionality of the multilinear polytope (see
Proposition 1 in [11]) implies g1 defines a facet of MPGBT . In the following, we consider various points in
SGBT that are binding for g1. For brevity, we refer to any such point as a binding feasible point (BFP). It
then suffices to consider the following inequalities:

w111 ≤ x1: Let
∑

i

aixi +
∑

j

bjyj +
∑

k

ckzk +
∑

i,j,k

dijkwijk ≤ α, (86)

be a nontrivial valid inequality for MPGBT that is satisfied tightly at all points in SGBT that are binding for
w111 ≤ x1. First, consider a BFP with x = y = z = 0. Substituting this point in (86) we obtain

α = 0. (87)

Next consider a BFP where all but one element in (x, y, z) are zero, assuming that one component is different
from x1. Substituting such a point in (86) and using (87) we obtain

ai = bj = ck = 0, ∀i ∈ [n] \ {1}, j ∈ [m], k ∈ [l]. (88)

Now, consider a BFP with x1 = y1 = z1 = 1, and xi = yj = zk = 0 for i ∈ [n]\{1}, j ∈ [m]\{1}, k ∈ [l]\{1}.
Substituting in (86) and using (87) and (88), we obtain

a1 + d111 = 0. (89)

Consider a BFP with xĩ = yj̃ = zk̃ = 1 for some ĩ ∈ [i] \ {1}, j̃ ∈ [m], k̃ ∈ [l]. Substituting in (86) and
using (87) and (88) we obtain

dijk = 0, ∀i ∈ [n] \ {1}, j ∈ [m], k ∈ [l]. (90)

Next consider a BFP with x1 = y1 = z1 = yj̃ = 1 for some j̃ ∈ [m] \ {1}. Substituting in (86) and using (89)
gives d1j̃1 = 0. Using a similar line of argument we conclude that

d1j1 = d11k = 0, ∀j ∈ [m] \ {1}, k ∈ [l] \ {1}. (91)

Finally consider a BFP with x1 = y1 = z1 = yj̃ = zk̃ = 1 for some j̃ ∈ [m] \ {1}, k̃ ∈ [l] \ {1}. Substituting
in (86) and using (89) and (91) gives d1j̃k̃ = 0. Hence, we have

d1jk = 0, ∀j ∈ [m] \ {1}, k ∈ [l] \ {1}. (92)

From (87)-(92) it follows that inequality (86) is of the form βw111 ≤ βx1 for some β > 0, implying w111 ≤ x1

defines a facet of MPGBT .
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w111 ≥ x1 + y1 + z1 − 2: Let (86) be a nontrivial valid inequality for MPGBT that is satisfied tightly at all
points in SGBT that are binding for w111 ≥ x1 + y1 + z1 − 2. First, consider a BFP with x1 = y1 = 1 (resp.
x1 = z1 = 1 and y1 = z1 = 1) and xi = yj = zk = 0, otherwise. Substituting in (86) yields:

a1 + b1 = a1 + c1 = b1 + c1 = α. (93)

Next, consider a BFP with x1 = y1 = z1 = 1 and xi = yj = zk = 0, otherwise. Substituting in (86) and
using (93) yields:

a1 = b1 = c1 = −d111 =
α

2
. (94)

Consider a BFP with x1 = y1 = xĩ = 1 for some ĩ ∈ [n] \ {1} and xi = yj = zk = 0, otherwise. Substituting
in (86) and using (94) gives a1 + b1 + aĩ = α + aĩ = α, implying aĩ = 0. Using a similar line of arguments
we get

ai = bj = ck = 0, ∀i ∈ [n] \ {1}, j ∈ [m] \ {1}, k ∈ [l] \ {1}. (95)

Next consider a BFP with x1 = y1 = z1 = yj̃ = 1 for some j̃ ∈ [m] \ {1}. Substituting in (86) and using (94)
and (95) gives a1 + b1 + c1 + d111 + d1j̃1 = α + d1j̃1 = α, implying that d1j̃1 = 0. Using a similar line of
argument yields (91).

Finally consider a BFP with x1 = y1 = z1 = yj̃ = zk̃ = 1 for some j̃ ∈ [m] \ {1} and k̃ ∈ [l] \ {1}.
Substituting in (86) and using (91), (94), and (95) gives a1+b1+c1+d111+d1j̃k̃ = α+d1j̃k̃ = α, implying (92).
Therefore, by (91)-(92) and (93)–(95), we conclude that (86) can be written as α(x1 + y1 + z1 −w111) ≤ 2α
for some α > 0 and this completes the proof.

w211 − w111 ≤ 1 − x1: Let (86) be a nontrivial valid inequality for MPGBT that is satisfied tightly at all
points in SGBT that are binding for w211−w111 ≤ 1−x1. Consider a BFP with x1 = 1, and xi = yj = zk = 0,
otherwise. Substituting this point in (86) gives

a1 = α. (96)

Next, consider a BFP with x1 = xĩ = 1, for some ĩ ∈ [n]\{1}, and xi = yj = zk = 0, otherwise. Substituting
this point in (86) and using (96) gives a1 + aĩ = α + aĩ = α, implying aĩ = 0. Using a similar line of
arguments we obtain:

ai = bj = ck = 0, ∀i ∈ [n] \ {1}, j ∈ [m], k ∈ [l]. (97)

Consider a BFP with x2 = y1 = z1 = 1, and xi = yj = zk = 0, otherwise. Substituting in (86) and using (97)
yields

d211 = α. (98)

Consider a BFP with x1 = x2 = y1 = z1 = 1, and xi = yj = zk = 0, otherwise. Substituting this point
in (86) and using (96)-(98) yields

d111 = −α. (99)

Consider a BFP with x1 = yj̃ = zk̃ = 1, for some (j̃, k̃) ∈ [m]× [l] \ {(1, 1)} and xi = yj = zk = 0, otherwise.
Substituting this point in (86) and using (96) and (97) gives

d1jk = 0, ∀(j, k) ∈ [m]× [l] \ {(1, 1)}. (100)

Consider a BFP with x1 = xĩ = yj̃ = zk̃ = 1, for some ĩ ∈ [n] \ {1} and (j̃, k̃) ∈ [m] × [l] \ {(1, 1)} and
xi = yj = zk = 0, otherwise. Substituting in (86) and using (96), (97), and (100) gives

dijk = 0, ∀i ∈ [n] \ {1}, (j, k) ∈ [m]× [l] \ {(1, 1)}. (101)

Finally, consider a BFP with x2 = xĩ = y1 = z1 = 1, for some ĩ ∈ [n]\{1, 2} and xi = yj = zk = 0, otherwise.
Substituting in (86) and using (97) and (98) yields

di11 = 0, ∀i ∈ [n] \ {1, 2}. (102)

Therefore, from (96)-(102) it follows that inequality (86) can be equivalently written as α(x1+w211−w111) ≤
α for some α > 0 and this completes the proof.
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