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Abstract

A central goal for multi-objective optimization problems is to compute their nondominated sets. In most cases these sets consist of infinitely many points and it is not a practical approach to compute them exactly. One solution to overcome this problem is to compute an enclosure, a special kind of coverage, of the nondominated set. One advantage of enclosures is that they can be computed working almost entirely in the criterion space and hence avoiding the typical shortcomings of decision space based approaches, e.g., branch-and-bound approaches. A quite general framework to compute an enclosure is the box approximation algorithm as recently used in the solver called BAMOP. In this paper we show how that framework can be simplified and improved significantly, especially concerning its practical numerical use. In fact, we show for selected numerical instances that our new approach is up to eight times faster than the original one. Moreover, for the first time we describe a warm start strategy for the computation of an enclosure which has not been done in the literature so far. We show that the presented framework is not only of theoretical but also of practical use, e.g., for continuous convex or mixed-integer quadratic optimization problems.
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1 Introduction

In multi-objective optimization multiple objective functions are minimized simultaneously. Those objective functions are, in general, conflicting. As a result, typically there exists no feasible point that minimizes all objective functions at the same time. Hence, the optimality concepts of efficient points (in the decision space) and nondominated points (in the criterion space) are used. Since usually the set of nondominated points is not finite, a typical goal in multi-objective optimization is to compute an approximation of this set. This is also the aim of this paper.
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For continuous objective functions $f_i : \mathbb{R}^n \to \mathbb{R}$, $i \in [m] := \{1, 2, \ldots, m\}$, and a nonempty and compact feasible set $S \subseteq \mathbb{R}^n$ we consider the multi-objective optimization problem

$$
\min_x f(x) \quad \text{s.t.} \quad x \in S
$$

where $f = (f_1, f_2, \ldots, f_m) : \mathbb{R}^n \to \mathbb{R}^m$. All theoretical results in this paper need no further assumptions than continuous objective functions and a compact feasible set. However, the practical applicability of the proposed solution algorithm depends on the availability of fast and reliable solvers for single-objective subproblems derived from (MOP), see (SUP($l, u$)) on page 14. By now this includes problem classes such as multi-objective continuous convex optimization problems or multi-objective mixed-integer quadratic optimization problems.

As already mentioned, our aim is to compute an approximation of the nondominated set of (MOP) denoted by $\mathcal{N}$. More precisely, we will compute a special kind of coverage of the nondominated set, called enclosure. This is basically a union of boxes given by a lower bound set $L \subseteq \mathbb{R}^m$ and an upper bound set $U \subseteq \mathbb{R}^m$ with $\mathcal{N} \subseteq (L + \mathbb{R}_+^m) \cap (U - \mathbb{R}_+^m)$. One method to compute an enclosure for general multi-objective continuous nonconvex optimization problems has been presented in [11]. Very recently, this approach has been generalized to the mixed-integer setting in [12]. However, the algorithms suggested in [11] and [12] are branch-and-bound methods and hence suffer from typical drawbacks of such methods. In particular, their performance is limited by the dimension of the decision space. While the branch-and-bound approach enables those methods to solve general nonconvex optimization problems, the enclosure concept, and hence the termination criterion of those algorithms, works entirely in the criterion space. This motivates the development of solution approaches that may only work for a smaller class of optimization problems, but are more independent of the decision space.

For multi-objective mixed-integer convex optimization problems such an approach has been presented with the HyPaD algorithm in [14]. This algorithm works almost entirely in the criterion space and does not use any decision-space-based techniques such as branch-and-bound. It exploits that a mixed-integer optimization problem can be decomposed into a family of purely continuous optimization problems by fixing the assignments of the integer variables. This also implies that a coverage of the overall nondominated set can be obtained by combining coverages of the nondominated sets of those continuous subproblems. While several strategies to reduce the number of subproblems that need to be considered to obtain an enclosure of the nondominated set of the original multi-objective mixed-integer problem are presented in [14], in the worst case the HyPaD algorithm needs to explore all possible integer assignments and the corresponding subproblems.

In this paper, we present a new algorithm that extends and combines some of the ideas from [14] and from another enclosure algorithm from [13] called BAMOP. In [13] the same optimization problem (MOP) as in this paper has been discussed. However, the presented algorithm BAMOP was mainly aimed at multi-objective continuous convex optimization problems. By incorporating some of the ideas from [14], it can easily be extended to further problem classes such as multi-objective mixed-integer quadratic optimization problems. Moreover, its performance can be improved significantly. Thus, our new algorithm can also be interpreted as a vastly improved and generalized version of BAMOP. For the specific case of multi-objective mixed-integer problems it also overcomes the drawback of HyPaD which needs to explore continuous subproblems.
obtained by fixing the assignment of integer variables. All of the above mentioned algorithms [11, 12, 13, 14] to compute an enclosure make use of the bound concepts from [21]. In that paper the initial coverage of the nondominated set is a single box $B \subseteq \mathbb{R}^m$ which is then iteratively improved. It was already discussed in [13] that one of the big advantages of using an enclosure (or box coverage) is that boxes respect the natural ordering, which is not the case for general sandwiching techniques (e.g., [8, 22, 28]). For instance, in case of multi-objective mixed-integer optimization problems, this allows to combine approximations obtained for continuous subproblems that arise when fixing the integer assignments. However, if one wants to further improve such enclosures that are the result of combining approximations for certain subproblems, one no longer starts with a single box $B$. Instead, one starts with a union of boxes. In this paper we show how to extend the bound concepts from [21] in order to allow the computation of enclosures even if the initial enclosure is not just a single box. In particular, the presented theory for more general initializations of an enclosure, which we also refer to as warm start strategies, can not only be used within our algorithm but within all algorithms that make use of the concepts from [21], including [11, 12, 13, 14].

The concept of local upper bounds from [21], which is related to a bound concept that appeared earlier in [7], is widely used in the literature. Besides for the above mentioned enclosure algorithms, it also appears within the context of hypervolume based approaches as in [24, 30]. It has also been used in order to compute a representation of the nondominated set (instead of a coverage) in [5]. Next to that, there is ongoing research on how to compute the so-called search regions, which are closely related to the local upper bounds (see Section 3), for example in [4] and more recently in [19].

The remaining paper is structured as follows. In Section 2 we briefly present the most important notations and definitions that are used within this paper. In Section 3 we give a formal definition of the above mentioned local upper bound concept and recap its use within enclosure algorithms from the literature. We also present the first warm start strategies in that section. We extend the local upper bound concept in Section 4 and show how this generalized bound concept allows for advanced warm start strategies and improvements in the computation of an enclosure. Then, in Section 5, we combine the theoretical results and present our Advanced Enclosure Algorithm (AdEnA). Finally, in Section 6, we present the numerical results of our algorithm for selected test instances and compare it with other algorithms from the literature such as HyPaD for multi-objective mixed-integer convex quadratic optimization problems and BAMOP for multi-objective continuous convex optimization problems.

## 2 Notations and Definitions

All relations, e.g., $x^1 \leq x^2$ for $x^1, x^2 \in \mathbb{R}^n$ are meant to be read componentwise. We denote the (closed) box with lower bound $l \in \mathbb{R}^m$ and upper bound $u \in \mathbb{R}^m$ by $[l, u] := (\{l\} + \mathbb{R}^m_+) \cap (\{u\} - \mathbb{R}^m_+)$ and the corresponding open box by $(l, u) := (\{l\} + \text{int}(\mathbb{R}^m_+)) \cap (\{u\} - \text{int}(\mathbb{R}^m_+))$. Thereby, int$(\mathbb{R}^m_+)$ denotes the topological interior of $\mathbb{R}^m_+$. Since usually the objective functions of (MOP) are competing with each other, in general, it is not possible to find a feasible point that minimizes all objectives at the same time. Thus, we use the optimality concepts of efficiency and nondominance.
Definition 2.1 A point $\bar{x} \in S$ is called an efficient solution of (MOP) if there exists no $x \in S$ with

\[
    f_i(x) \leq f_i(\bar{x}) \text{ for all } i \in [m] \text{ and } f_j(x) < f_j(\bar{x}) \text{ for at least one } j \in [m].
\]

It is called a weakly efficient solution of (MOP) if there exists no $x \in S$ with

\[
    f_i(x) < f_i(\bar{x}) \text{ for all } i \in [m].
\]

Since our algorithm works almost entirely in the criterion space, we need a corresponding concept there as well, which is the concept of nondominated points.

Definition 2.2 Let $y^1, y^2 \in \mathbb{R}^m$. The point $y^2$ is dominated by $y^1$ if

\[
    y^1 \neq y^2, \quad y^1 \leq y^2.
\]

For a set $N \subseteq \mathbb{R}^m$ a point $y \in \mathbb{R}^m$ is dominated given $N$ if

\[
    \exists \hat{y} \in N: \hat{y} \neq y, \hat{y} \leq y.
\]

If $y$ is not dominated given $N$, it is called nondominated given $N$. Analogously, the point $y^2$ is strictly dominated by $y^1$ if

\[
    y^1 < y^2
\]

and a point $y \in \mathbb{R}^m$ is strictly dominated given a set $N \subseteq \mathbb{R}^m$ if

\[
    \exists \hat{y} \in N: \hat{y} < y.
\]

If $y$ is not strictly dominated given $N$, it is called weakly nondominated given $N$.

Since the images $f(\bar{x})$ of efficient solutions $\bar{x} \in S$ of (MOP) are nondominated given $f(S)$, they are called nondominated points of (MOP). We denote by $\mathcal{E} \subseteq \mathbb{R}^n$ the set of efficient solutions (also efficient set) and by $\mathcal{N} \subseteq \mathbb{R}^m$ the set of nondominated points (also nondominated set) of (MOP), i.e., $\mathcal{N} := \{ f(x) \in \mathbb{R}^m \mid x \in \mathcal{E} \}$.

The aim of this paper is to compute a specific approximation, called enclosure, of the nondominated set $\mathcal{N}$ of (MOP). While it was defined for general nonempty and compact sets in [11], we use it here as in [13, 14] for finite sets only and adapt the definition accordingly.

Definition 2.3 Let $L, U \subseteq \mathbb{R}^m$ be two finite sets with

\[
    \mathcal{N} \subseteq L + \mathbb{R}^m_+ \text{ and } \mathcal{N} \subseteq U - \mathbb{R}^m_+.
\]

Then $L$ is called lower bound set, $U$ is called upper bound set, and the set $\mathcal{A}$ which is given as

\[
    \mathcal{A} = \mathcal{A}(L,U) := (L + \mathbb{R}^m_+) \cap (U - \mathbb{R}^m_+) = \bigcup_{l \in L} \bigcup_{u \in U, l \leq u} [l, u]
\]

is called enclosure (or box approximation) of the nondominated set $\mathcal{N}$ of (MOP) given $L$ and $U$. 
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The quality of an enclosure $\mathcal{A}$, which is used as termination criterion for its computation, is typically given by its width $w(\mathcal{A})$. It is also presented in [11] and defined as the optimal value of

$$\max_{l,u} s(l, u) \quad \text{s.t.} \quad l \in L, u \in U, l \leq u$$

(2.1)

where $s(l, u) := \min \{u_i - l_i \mid i \in [m]\}$ denotes the shortest edge length of a box $[l, u]$. A more detailed discussion and extensive motivation for this quality measure is provided in [11, 13].

3 Classic local upper and local lower bounds

The computation of an enclosure mainly depends on the computation of the bound sets $L, U \subseteq \mathbb{R}^m$. A commonly used approach in the literature, e.g., in [13] and [14], is to make use of the so-called local upper bounds (LUBs) for this. This concept has been presented and extensively discussed in [21], where it was only used for the computation of an upper bound set. However, it can be extended for the computation of a lower bound set as well.

In this section we present what we refer to as the classic local upper bound concept. This is basically the concept as it was presented in [21], but with a slightly changed notation to be able to use it not only for upper but also for lower bounds. This notation has also been used in [14].

A generalization of local upper bounds (and local lower bounds) will be presented in the next section. This generalization allows for various improvements concerning the computation of an enclosure, including warm start strategies. However, since the classic local upper bound and local lower bound concepts are widely used within the literature, e.g., in [11, 12, 13, 14], and some warm start techniques are already possible without changing these concepts, we introduce those first.

As a prerequisite we need a definition of so-called stable sets. According to [21] a set $Y \subseteq \mathbb{R}^m$ is called stable if the elements of $Y$ are not pairwise comparable, this is, for all $y^1, y^2 \in Y, y^1 \not\preceq y^2$ there exist $i, j \in [m]$ such that $y^1_i < y^2_i$ and $y^1_j > y^2_j$. Further, for $z, Z \in \mathbb{R}^m$ we denote by $B := [z, Z] := \{y \in \mathbb{R}^m \mid z \leq y \leq Z\}$ a closed box, such that $f(S) \subseteq \text{int}(B) =: (z, Z)$. Due to our assumptions it is guaranteed that such a box $B$ always exists.

**Definition 3.1** Let $N \subseteq \text{int}(B)$ be a finite and stable set. Then the lower search region for $N$ is $s(N) := \{y \in \text{int}(B) \mid y' \not\preceq y \text{ for every } y' \in N\}$ and the lower search zone for some $u \in \mathbb{R}^m$ is $c(u) := \{y \in \text{int}(B) \mid y < u\}$. A set $U = U(N) \subseteq B$ is called local upper bound set given $N$ if

(i) $s(N) = \bigcup_{u \in U(N)} c(u)$,

(ii) $c(u^1) \not\subseteq c(u^2)$ for all $u^1, u^2 \in U(N), u^1 \neq u^2$.

Each point $u \in U(N)$ is called a local upper bound (LUB).

As already mentioned, the same concept can be used to obtain so-called local lower bounds as follows.
Definition 3.2 Let $N \subseteq \text{int}(B)$ be a finite and stable set. Then the upper search region for $N$ is $S(N) := \{y \in \text{int}(B) \mid y' \not\geq y \text{ for every } y' \in N\}$ and the upper search zone for some $l \in \mathbb{R}^m$ is $C(l) := \{y \in \text{int}(B) \mid y > l\}$. A set $L = L(N) \subseteq B$ is called local lower bound set given $N$ if

(i) $S(N) = \bigcup_{l \in L(N)} C(l)$,

(ii) $C(l^1) \not\subseteq C(l^2)$ for all $l^1, l^2 \in L(N), l^1 \neq l^2$.

Each point $l \in L(N)$ is called a local lower bound (LLB).

We want to point out that for Definitions 3.1 and 3.2 it is not necessary to assume the sets $N$ to be stable, see [21, Remark 2.2] and [14, Remark 3.5].

The following lemma is taken from [14] and shows that for certain choices of the sets $N \subseteq \text{int}(B)$ local upper bounds and local lower bounds are indeed bounds in the sense of Definition 2.3.

Lemma 3.3 Let $N^1 \subseteq f(S)$ and $N^2 \subseteq \text{int}(B) \setminus (f(S) + \text{int}(\mathbb{R}^m))$ be finite and stable. Then $U(N^1)$ is an upper bound set and $L(N^2)$ is a lower bound set in the sense of Definition 2.3.

The general idea used to compute an enclosure of the nondominated set $N$ of (MOP) in [13, 14], which serve as a basis for our new algorithm, is basically as follows. We start with $N^1 = \emptyset$, $N^2 = \emptyset$ and obtain the local upper and local lower bound sets $U(N^1) = U(\emptyset) = \{Z\}$ and $L(N^2) = L(\emptyset) = \{z\}$. Hence, the initial enclosure is $\mathcal{A}(L(N^2), U(N^1)) = [z, Z] = B$. Then, iteratively the sets $N^1$ and $N^2$ are updated by adding new points $y \in \text{int}(B)$ to them, which we refer to as update points. For the update of the local upper bound set we use [21, Algorithm 3], see Algorithm 1. The same technique can be used to update the set of local lower bounds, see Algorithm 2.

Algorithm 1 Updating a local upper bound set

Input: Local upper bound set $U(N)$ and update point $y \in \mathbb{R}^m$

Output: Updated local upper bound set $U(N \cup \{y\})$

1: procedure UPDATELUB($U(N), y$)
2: \hspace{1cm} $A = \{u \in U(N) \mid y < u\}$
3: \hspace{1cm} for $i \in [m]$ do
4: \hspace{2cm} $B_i = \{u \in U(N) \mid y_i = u_i \text{ and } y_{-i} < u_{-i}\}$
5: \hspace{2cm} $P_i = \emptyset$
6: \hspace{1cm} end for
7: \hspace{1cm} for $i \in [m]$ do
8: \hspace{2cm} for $u \in A$ do
9: \hspace{3cm} $P_i = P_i \cup \{(y_i, u_{-i})\}$
10: \hspace{2cm} end for
11: \hspace{1cm} end for
12: \hspace{1cm} $P_i = \{u \in P_i \mid u \not\leq u' \text{ for all } u' \in P_i \cup B_i, u' \neq u\}$
13: \hspace{1cm} end for
14: $U(N \cup \{y\}) = (U(N) \setminus A) \cup \bigcup_{i \in [m]} P_i$
15: end procedure
Algorithm 2 Updating a local lower bound set

**Input:** Local lower bound set $L(N)$ and update point $y \in \mathbb{R}^m$

**Output:** Updated local lower bound set $L(N \cup \{y\})$

1: **procedure** UPDATELLB($L(N), y$)
2: $A = \{l \in L(N) \mid y > l\}$
3: for $i \in [m]$ do
4: $B_i = \{l \in L(N) \mid y_i = l_i \text{ and } y_{-i} > l_{-i}\}$
5: $P_i = \emptyset$
6: end for
7: for $i \in [m]$ do
8: for $l \in A$ do
9: $P_i = P_i \cup \{(y_i, l_{-i})\}$
10: end for
11: end for
12: for $i \in [m]$ do
13: $P_i = \{l \in P_i \mid l \nleq l' \text{ for all } l' \in P_i \cup B_i, l' \neq l\}$
14: end for
15: $L(N \cup \{y\}) = (L(N) \setminus A) \cup \bigcup_{i \in [m]} P_i$
16: **end procedure**

Within both algorithms the following notation for projections from [21] is used. For $y \in \mathbb{R}^m, \alpha \in \mathbb{R}$ and an index $i \in [m]$ we define

$$y_{-i} := (y_1, \ldots, y_{i-1}, y_{i+1}, \ldots, y_m)^\top$$

as well as

$$(\alpha, y_{-i}) := (y_1, \ldots, y_{i-1}, \alpha, y_{i+1}, \ldots, y_m)^\top.$$ 

The computation of the enclosure terminates when the sets $N^1$ and $N^2$ have been updated in such a way that $w(\mathcal{A}(L(N^2), U(N^1)) \leq \varepsilon$, where $\varepsilon > 0$ is a prescribed quality parameter.

For the remaining part of this section, we discuss advanced initialization strategies for the computation of an enclosure using the classic concept of local upper and local lower bounds as recalled above. So far, we assumed the initial enclosure to be $\mathcal{A}(L, U) = [z, Z] =: B$. In terms of Lemma 3.3 this corresponds to $N^1 = N^2 = \emptyset$ and the local upper and local lower bound sets $U = U(\emptyset) = \{Z\}$ and $L = L(\emptyset) = \{z\}$. However, any sets $N^1, N^2 \subseteq \text{int}(B)$ that satisfy the assumptions of Lemma 3.3 result in a valid initial enclosure. In the following, we will give some examples on how to obtain such sets $N^1, N^2$ using information about the optimization problem (MOP) that might already be available before starting the computation of an enclosure. This is why we refer to those advanced initialization strategies as warm starts.

Warm starting the upper bound set $U$ is possible by providing any set $N^1 \subseteq f(S)$ of attainable image points. Obtaining such a set is often possible by using computationally cheap or heuristic methods. A simple strategy to warm start both lower and upper bounds simultaneously is to compute a selection $N = N^1 = N^2$ of weakly non-dominated points. This can, for example, be achieved by solving scalarizations of the original problem (MOP). In particular, this allows to combine the advantages of representation approaches, i.e., such approximation algorithms that compute a finite subset of the nondominated set, with those of the enclosure concept. For example there is a clear quality measure for enclosures (their width) which is easy to evaluate. For con-
tinuous multi-objective optimization problems, corresponding scalarization techniques are presented for example in [2, 9, 16, 20, 29]. A good overview is also provided by the surveys [27] and more recently [10]. For the mixed-integer case, scalarization techniques are provided in [1].

Considering the initialization of $N^2$, not only weakly nondominated points of (MOP), but also weakly nondominated points of relaxations of (MOP) can be used to obtain an initial enclosure. This includes, for instance, continuous convex relaxations of mixed-integer problems that allow to use all the scalarization approaches mentioned above. For mixed-integer linear problems also the so-called nondominated extreme candidates for $N^2$. Methods to compute such points are presented in [31] and more recently in [26]. Be aware that in order to satisfy the assumptions of Lemma 3.3, one needs to ensure $N^2 \subseteq \text{int}(B)$, which might not be the case for the nondominated points of relaxations of (MOP).

All previous examples aimed to warm start the computation of an enclosure by computing sets $N^1$, $N^2 \subseteq \text{int}(B)$ as in Lemma 3.3 and to initialize the enclosure as $\mathcal{A}(L,U)$ with $U = U(N^1)$ and $L = L(N^2)$ being the corresponding local upper and local lower bound sets. However, there is another warm start scenario that is also of practical relevance, but not covered by this approach. In this scenario, a lower bound set $L \subseteq \mathbb{R}^m$ and an upper bound set $U \subseteq \mathbb{R}^m$ as in Definition 2.3 are known, but it is not clear whether those are also local lower and local upper bound sets, i.e., if there exist $N^1$, $N^2 \subseteq \text{int}(B)$ such that $U = U(N^1)$ and $L = L(N^2)$. We illustrate this with the next example.

**Example 3.4** We consider the tri-objective mixed-integer convex quadratic optimization problem

$$\min_x (x_1 + x_4, x_2 + x_5, x_3 + x_6)^\top \quad \text{s.t.} \quad x_1^2 + x_2^2 + x_3^2 \leq 1,$$

$$x_4^2 + x_5^2 + x_6^2 \leq 1,$$

$$x_1, x_2, x_3 \in \mathbb{R},$$

$$x_4, x_5, x_6 \in \mathbb{Z}.$$  \hspace{1cm} (Ex1)

Here, the continuous variables are independent of the integer variables and vice versa. In particular, there are only three assignments of the integer variables $(x_4, x_5, x_6)$ that contribute to the nondominated set of (Ex1). These are $(-1,0,0)$, $(0,-1,0)$, and $(0,0,-1)$. For each of these assignments we obtain a purely continuous subproblem that describes a ball with radius $r = 1$ in the criterion space, see Figure 1. Hence, we know that the nondominated set $\mathcal{N}$ of (Ex1) is a subset of $L + \mathbb{R}^3_+$ for

$$L = \{(-2, -1, -1)^\top, (-1, -2, -1)^\top, (-1, -1, -2)^\top\}.$$  

Further, for

$$U = \{(-1, 0, 0)^\top, (0, -1, 0)^\top, (0, 0, -1)^\top\}$$

it holds $\mathcal{N} \subseteq U - \mathbb{R}^3_+$. Thus, for this example, $\mathcal{A}(L,U)$ would be a good initial enclosure to start with.

However, $L$ and $U$ are not local lower and local upper bound sets in the sense of Definitions 3.1 and 3.2. To see this, assume to the contrary that there exists a finite and stable set $N \subseteq \text{int}(B) = (z,Z)$ with $L = L(N)$. Thereby, $z, Z \in \mathbb{R}^m$ can be chosen arbitrarily as long as it holds $f(S) \subseteq (z,Z)$. A possible choice would be
z = (−3, −3, −3)ᵀ and Z = (3, 3, 3)ᵀ. By Definition 3.2 (i) we have that for all \( \bar{y}_3 \in (z_3, Z_3) \) the point \( \bar{y} := (−2, −2, \bar{y}_3) \) is not included in the upper search region, i.e., \( \bar{y} \notin S(N) \). Thus, for all \( \bar{y}_3 \in (z_3, Z_3) \) there exists some \( y' \in N \) such that \( \bar{y} \leq y' \). This contradicts either the finiteness of \( N \) or \( N \subseteq \text{int}(B) \) and hence, \( L \) is no local lower bound set. To prove this for \( U \) one could choose \( \bar{y} = (1, 1, \bar{y}_3) \), \( \bar{y}_3 \in (z_3, Z_3) \) and use the same arguments.

Such sets \( L, U \subseteq \mathbb{R}^m \) for which it is not known whether they are local lower and local upper bound sets can also appear in practice, for example using the HyPaD algorithm, see [14]. This algorithm decomposes a multi-objective mixed-integer convex optimization problem into several multi-objective continuous convex subproblems by fixing the integer assignments to certain values. Then it computes lower bound sets for the nondominated sets of those subproblems and finally merges them to an overall lower bound set of the nondominated set of the original mixed-integer problem. For this final lower bound set \( L \subseteq \mathbb{R}^m \) it is not guaranteed that there exists some \( N^2 \subseteq \text{int}(B) \) with \( L = L(N^2) \).

Thus, another strategy is needed to handle such situations and this is one of the reasons to introduce a generalization of the local upper and local lower bound concepts from Definitions 3.1 and 3.2.

4 Generalized local upper and local lower bounds

In this section we introduce a generalization of the concepts from Definitions 3.1 and 3.2. This will allow us to initialize the computation of an enclosure with an arbitrary choice of finite sets \( L, U \subseteq \mathbb{R}^m \) as in Definition 2.3. In particular, this includes such settings as in Example 3.4. What is more, the generalized concepts of local upper and local lower bounds also allow for algorithmic improvements in the computation of an enclosure. We will discuss this in more detail in Section 5 where we present our new algorithm.

So far, in Section 3, we assumed the set \( B \) to be a single box \( B = [z, Z] \) with \( z, Z \in \mathbb{R}^m \) and \( f(S) \subseteq \text{int}(B) \). This assumption guarantees that for the nondominated set \( \mathcal{N} \) of (MOP) and for \( N = \emptyset \) it holds that \( \mathcal{N} \subseteq f(S) \subseteq \text{int}(B) = s(N) = S(N) \). However, there also exist other choices of \( B \subseteq \mathbb{R}^m \) with \( \mathcal{N} \subseteq \text{int}(B) \). Moreover, while our
aim is to compute an enclosure of the nondominated set, there is no need to directly include this in the definition of local upper and local lower bounds. In fact, search regions can be defined independently of what we search for. Thus, for the forthcoming Definitions 4.1 and 4.2, we denote by $B \subseteq \mathbb{R}^m$ an arbitrary area of interest with $\text{int}(B) \neq \emptyset$. Further, we omit the restriction $N \subseteq \text{int}(B)$ from Definitions 3.1 and 3.2 and allow $N \subseteq \mathbb{R}^m$. This has some advantages when it comes to implementational details (see also Section 5) and allows to potentially eliminate empty boxes within an enclosure, see the forthcoming Example 5.1. Further, we replace the condition (ii) from Definitions 3.1 and 3.2 by a slightly weaker formulation. This is mainly because we need to allow empty search zones for the theoretical results in this section, see for example the forthcoming Lemma 4.4. We provide more details on the algorithmic advances of that modification on page 15. With these three changes, we obtain the following generalized definitions of local upper and local lower bounds.

**Definition 4.1** Let $N \subseteq \mathbb{R}^m$ be a finite and stable set. Then the lower search region for $N$ is $s(N) := \{y \in \text{int}(B) \mid y' \not\leq y \text{ for every } y' \in N\}$ and the lower search zone for some $u \in \mathbb{R}^m$ is $c(u) := \{y \in \text{int}(B) \mid y < u\}$. A set $U = U(N) \subseteq \mathbb{R}^m$ is called local upper bound set given $N$ if

(i) $s(N) = \bigcup_{u \in U(N)} c(u)$,

(ii) $\{u^1\} - \text{int}(\mathbb{R}_+^m) \not\subseteq \{u^2\} - \text{int}(\mathbb{R}_+^m)$ for all $u^1, u^2 \in U(N)$, $u^1 \neq u^2$.

Each point $u \in U(N)$ is called a local upper bound (LUB).

**Definition 4.2** Let $N \subseteq \mathbb{R}^m$ be a finite and stable set. Then the upper search region for $N$ is $S(N) := \{y \in \text{int}(B) \mid y' \not\geq y \text{ for every } y' \in N\}$ and the upper search zone for some $l \in \mathbb{R}^m$ is $C(l) := \{y \in \text{int}(B) \mid y > l\}$. A set $L = L(N) \subseteq \mathbb{R}^m$ is called local lower bound set given $N$ if

(i) $S(N) = \bigcup_{l \in L(N)} C(l)$,

(ii) $\{l^1\} + \text{int}(\mathbb{R}_+^m) \not\subseteq l^2 + \text{int}(\mathbb{R}_+^m)$ for all $l^1, l^2 \in L(N)$, $l^1 \neq l^2$.

Each point $l \in L(N)$ is called a local lower bound (LLB).

Now, we can use Definitions 4.1 and 4.2 in order to realize an initialization of an enclosure with arbitrary lower and upper bound sets as in Example 3.4. So let $L', U' \subseteq \mathbb{R}^m$ be two finite and stable sets of lower and upper bounds as in Definition 2.3 and denote by $B := \mathcal{A}(L', U') = (L' + \mathbb{R}_+^m) \cap (U' - \mathbb{R}_+^m)$ a corresponding area of interest such that $N \subseteq \text{int}(B)$. Then we obtain from Definitions 4.1 and 4.2 that $U(\emptyset) = U'$ and $L(\emptyset) = L'$ are local upper bound and local lower bound sets. The corresponding initialization of the enclosure is then obtained as $\mathcal{A}(L(\emptyset), U(\emptyset)) = \mathcal{A}(L', U')$. Thus, an arbitrary enclosure can be used to initialize an enclosure based on local upper and local lower bound sets in the sense of Definitions 4.1 and 4.2. For the remaining part of this paper we always assume $B \subseteq \mathbb{R}^m$ to be such a set as defined above.

**Assumption 4.3** The initial enclosure $B \subseteq \mathbb{R}^m$ is given as

$$B := \mathcal{A}(L', U') = (L' + \mathbb{R}_+^m) \cap (U' - \mathbb{R}_+^m)$$

where $L', U' \subseteq \mathbb{R}^m$ denote two finite and stable sets of lower and upper bounds as in Definition 2.3. Further, it holds that $N \subseteq \text{int}(B)$. 
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We want to point out that the assumption $N \subseteq \text{int}(B)$ is needed to assure that the nondominated set is contained in the lower and upper search regions for $N = \emptyset$. An enclosure $\mathcal{A}(L', U') =: B$ in general only assures $N \subseteq B$, see also the bound sets from Example 3.4. However, by replacing $L'$ with $L' - \{\sigma e\}$ and $U'$ by $U' + \{\sigma e\}$, where $\sigma > 0$ denotes a small offset and $e \in \mathbb{R}^m$ denotes the all-ones vector, this gap can easily be closed.

Further, we want to mention that the local upper and local lower bound sets from Definitions 4.1 and 4.2 are not necessarily unique or finite. However, for $B \subseteq \mathbb{R}^m$ as in Assumption 4.3 and any finite and stable set $N \subseteq \mathbb{R}^m$ there exist a finite local upper bound set $U(N)$ and a finite local lower bound set $L(N)$. In particular, the lower and upper bound sets computed by Algorithms 1 and 2, which are still applicable as they are independent of $B$, are finite, see the forthcoming Lemma 4.6.

When replacing the local upper and local lower bound concepts from Definitions 3.1 and 3.2 by those from Definitions 4.1 and 4.2, we cannot rely on the theoretical results from [21] and [13, 14] any longer. This also holds regarding the update procedures, i.e., Algorithms 1 and 2, whose correctness is a key ingredient for the correctness of most enclosure algorithms, including [11, 12, 13, 14] as well as our forthcoming Algorithm 3 (AdEnA) in Section 5.

Thus, in the next part of this section we show that all theoretical results from [21] and [13, 14] that are needed in order to compute an enclosure are still valid using Definitions 4.1 and 4.2 and a choice of $B \subseteq \mathbb{R}^m$ as in Assumption 4.3. The following lemma is crucial to ensure that Algorithms 1 and 2 still compute valid local upper bound and local lower bound sets. Due to symmetry, we consider here only the result for local upper bounds.

**Lemma 4.4** Let $N \subseteq \mathbb{R}^m$ together with some $U(N)$ satisfying Definition 4.1 be given. Further, let $u \in U(N)$ and $\bar{y} \in \mathbb{R}^m$ with $\bar{y} < u$. Then it holds

$$c(u) \setminus \{y \in s(N) \mid \bar{y} \leq y\} = \bigcup_{j=1}^{m} c(\bar{y}_j, u_{-j}).$$

**Proof.** Using Definition 4.1 the set $c(u) \setminus \{y \in s(N) \mid \bar{y} \leq y\}$ can be rewritten as

$$\{y \in \text{int}(B) \mid y < u \} \setminus \left\{y \in \bigcup_{u' \in U(N)} c(u') \mid \bar{y} \leq y\right\}.$$ 

Using the definition of the lower search zone this equals

$$\{y \in \text{int}(B) \mid y < u\} \setminus \{y \in \text{int}(B) \mid \exists u' \in U(N): y < u', \bar{y} \leq y\}. \quad (4.1)$$

Both sets now share the same base set $\text{int}(B)$ and hence we can reformulate (4.1) as

$$\{y \in \text{int}(B) \mid y < u \wedge ((\forall u' \in U(N) : y \not< u') \vee (\bar{y} \not\leq y))\}.$$ 

This finally reduces to

$$\{y \in \text{int}(B) \mid y < u, \bar{y} \not\leq y\} = \{y \in \text{int}(B) \mid \exists j \in [m]: y < (\bar{y}_j, u_{-j})\}$$

which is the same as $\bigcup_{j=1}^{m} c(\bar{y}_j, u_{-j})$. \qed
Based on the same steps as in the proofs of [21, Proposition 3.1 and Proposition 3.2] with Lemma 4.4 as a key ingredient, the following generalization of the correctness results from [21] holds.

**Lemma 4.5** Let \( \emptyset \neq N \subseteq \mathbb{R}^m \) be a finite and stable set and \( B \subseteq \mathbb{R}^m \) as in Assumption 4.3. Starting with \( U(\emptyset) = U' \) and applying Algorithm 1 iteratively on the points of \( N \) returns a local upper bound set \( U(N) \) in the sense of Definition 4.1.

Due to symmetry, the same holds for Algorithm 2 and the computation of local lower bound sets. Hence, starting with \( U(\emptyset) = U' \) and \( L(\emptyset) = L' \), where \( U', L' \in \mathbb{R}^m \) denote the initial upper and lower bound sets from Assumption 4.3, and then applying Algorithms 1 and 2 we obtain valid local upper bound and local lower bound sets in the sense of Definitions 4.1 and 4.2. As a prerequisite for the generalization of Lemma 3.3, we need to show that for a finite and stable set \( N \subseteq \mathbb{R}^m \) there exists a finite local upper bound set \( U(N) \). Due to symmetry, this result naturally extends to the local lower bound set \( L(N) \) as well.

**Lemma 4.6** Let \( N \subseteq \mathbb{R}^m \) be a finite and stable set and \( B \subseteq \mathbb{R}^m \) as in Assumption 4.3. Then the local upper bound set \( U(N) \) obtained by initializing \( U(\emptyset) = U' \) and applying Algorithm 1 iteratively on the points of \( N \) is finite.

**Proof.** Since \( U' \) is finite, the initial local upper bound set \( U(\emptyset) = U' \) is finite. Now let \( N \subseteq \mathbb{R}^m \) be a finite and stable set. By Lemma 4.5 we know that iteratively applying Algorithm 1 using the update points \( y \in N \) returns a local upper bound set \( U(N) \).

Let \( k \in \mathbb{N} \) be the number of local upper bounds before applying Algorithm 1 for the first time, i.e., \( |A| \leq k \) and \( |P_i| \leq mk \) for all \( i \in [m] \) when using Algorithm 1 for the first time. Thus, the size of the local upper bound set after applying Algorithm 1 once is bounded by \( k + m(km) \), i.e., \( |U(\{y\}| \leq k(m^2 + 1) \). Since \( N \) is a finite set this implies that also \( U(N) \) is finite.

The forthcoming lemma is a generalization of Lemma 3.3 and is a key ingredient for the correctness of the computation of an enclosure using such algorithms as those from [13, 14] or our new algorithm AdEnA, see Section 5. The proof is in large parts identical to those from [13] and [14]. However, having a different initial enclosure \( B \) as given in Assumption 4.3 and waiving the condition \( N^1, N^2 \subseteq \text{int}(B) \) involves some minor changes. For this reason, we give the full proof.

**Lemma 4.7** Let \( B \subseteq \mathbb{R}^m \) as in Assumption 4.3 and let \( N^1 \subseteq f(S) + \mathbb{R}_{+}^m \) and \( N^2 \subseteq \mathbb{R}^m \setminus (f(S) + \text{int}(\mathbb{R}_{+}^m)) \) be finite and stable. Further, let \( U(N^1) \) and \( L(N^2) \) be some finite local upper and local lower bound sets in the sense of Definitions 4.1 and 4.2. Then \( U(N^1) \) is an upper bound set and \( L(N^2) \) is a lower bound set in the sense of Definition 2.3.

**Proof.** Let \( N^1 \subseteq f(S) + \mathbb{R}_{+}^m \) be a finite and stable set. First, we show that \( N \subseteq \text{cl}(s(N^1)) \). So let \( \bar{y} \in N \subseteq \text{int}(B) \) be a nondominated point. Assume that \( \bar{y} \notin s(N^1) \). Then, by Definition 4.1, there exists \( y' \in N^1 \subseteq f(S) + \mathbb{R}_{+}^m \) with \( y' \leq \bar{y} \). Since \( \bar{y} \) is nondominated, this implies that \( y' = \bar{y} \). By our assumptions it is \( \bar{y} \in \text{int}(B) \) and hence, there exists \( \varepsilon > 0 \) such that \( \bar{y} - \varepsilon e \in \text{int}(B) \). Hence, for \( y^k := \bar{y} - \frac{k}{2} e, k \in \mathbb{N} \) it holds that \( (y^k)_{k \in \mathbb{N}} \subseteq \text{int}(B) \). Since \( y^k < y' \) for all \( k \in \mathbb{N} \) and \( N^1 \) is stable, it also holds
Thus, \( \bar{y} := \lim_{k \to \infty} y^k \in \text{cl}(s(N^1)) \) and \( \mathcal{N} \subseteq \text{cl}(s(N^1)) \). Since, \( U(N^1) \) is finite, we obtain that

\[
\mathcal{N} \subseteq \text{cl}(s(N^1)) = \text{cl} \left( \bigcup_{u \in U(N^1)} c(u) \right) = \bigcup_{u \in U(N^1)} \text{cl}(c(u)) \subseteq \bigcup_{u \in U(N^1)} \{u\} - \mathbb{R}^m = U(N^1) - \mathbb{R}^m.
\]

Hence, \( U(N^1) \) is an upper bound set in the sense of Definition 2.3.

Next, we consider the local lower bound set and follow basically the same idea. Let \( N_2 \subseteq \mathbb{R}^m \setminus (f(S) + \text{int}(\mathbb{R}^m_+)) \) be a finite and stable set. Analogously to the upper bound scenario, we first show that it holds

\[
N \subseteq \text{cl}(S(N_2)).
\]

Let \( \bar{y} \in N \subseteq \text{int}(B) \) be a nondominated point. Assume that \( \bar{y} \notin S(N_2) \). Since \( \bar{y} \in N \subseteq \text{int}(B) \) there exists \( \varepsilon > 0 \) such that \( \bar{y} + \varepsilon e \in \text{int}(B) \). Again, we define a sequence \( (y^k)_{k \in \mathbb{N}} \) with \( y^k := \bar{y} + \frac{1}{k} e \in \text{int}(B) \), \( k \in \mathbb{N} \). For all \( k \in \mathbb{N} \) it holds that \( y^k \in f(S) + \text{int}(\mathbb{R}^m_+) \) which implies \( (y^k)_{k \in \mathbb{N}} \subseteq S(N_2) \) by our assumptions for \( N_2 \) and Definition 4.2. As a result, \( \bar{y} = \lim_{k \to \infty} y^k \in \text{cl}(S(N_2)) \). Finally, by Definition 4.2 and since \( L(N_2) \) is finite, we obtain that

\[
\mathcal{N} \subseteq \text{cl}(S(N_2)) = \text{cl} \left( \bigcup_{l \in L(N_2)} C(l) \right) = \bigcup_{l \in L(N_2)} \text{cl}(C(l)) \subseteq \bigcup_{l \in L(N_2)} \{l\} + \mathbb{R}^m = L(N_2) + \mathbb{R}^m.
\]

We want to point out that all of the above results are not depending on the use of a particular algorithm to compute an enclosure of the nondominated set \( \mathcal{N} \) of (MOP). They only make use of the definitions of an enclosure, local upper bounds, and local lower bounds, i.e., Definitions 2.3, 4.1 and 4.2. In particular, any algorithm that uses the concept of local upper bounds and/or local lower bounds for the computation of the bound sets \( L \) and \( U \) from Definition 2.3 can potentially make use of the presented warm start strategies.

5 Advanced Enclosure Algorithm (AdEnA)

In this section, we present our new algorithm to compute an enclosure of the nondominated set of (MOP), which we refer to as Advanced Enclosure Algorithm (AdEnA). It combines the mechanisms used to handle the patch subproblems in HyPaD, see [14, Section 4], with the generalized local upper and local lower bound techniques from the previous section. This makes it a vastly improved and generalized version of BAMOP from [13]. In particular, BAMOP and our new algorithm AdEnA can solve the exact same class of optimization problems. First, we provide a brief description of the algorithm, followed by its pseudocode and finally the theoretical results proving its correctness.

To improve the initial enclosure, see Assumption 4.3, we need to compute update points satisfying the assumptions from Lemma 4.7. Of course, we aim to compute such update points that lead to a particularly large improvement of our quality measure,
i.e., the width \( w(A) \). Since the width of an enclosure is given as the maximal shortest edge length \( s(l, u) \) of one of its boxes \([l, u]\), it would be a natural approach to try to improve that box first. However, the bound sets \( L \) and \( U \) typically grow very large and hence identifying such a largest box is often computationally costly. Thus, we compute update points using a slightly different strategy. We start by looping through all current lower bounds \( l \in L \). Since it holds \( N \subseteq L + R_m \) this ensures that our search for new update points covers the whole nondominated set. Then, for each lower bound \( l \in L \) we search for the upper bound \( u \in U \) with maximal \( s(l, u) \). This selection criterion exactly matches our motivation to obtain the largest possible improvement of the width of the enclosure. We then perform the search for update points by solving

\[
\min_{x, t} t \quad \text{s.t.} \quad f(x) - l - t(u - l) \leq 0, \quad x \in S, \ t \in \mathbb{R}.
\]

It is shown in \([18, \text{Proposition 2.3.4 and Theorem 2.3.1}]\) that for all \( l, u \in \mathbb{R}^m \) with \( l < u \), which is exactly the setting within our algorithm, there exists an optimal solution \((\bar{x}, \bar{t})\) of \((\text{SUP}(l, u))\). Further, for every optimal solution \((\bar{x}, \bar{t})\) of \((\text{SUP}(l, u))\) the corresponding image point \( f(\bar{x}) \in f(S) \) is a weakly nondominated point of \((\text{MOP})\), see \([25, \text{Theorem 3.2}]\), and \( l + \bar{t}(u - l) \notin f(S) + \text{int}(\mathbb{R}^m_+) \). Hence, by \(\text{Lemma 4.7}\) these points can be used as update points for the local upper and local lower bound sets \( L \) and \( U \) as intended. The procedure described above is repeated until \( w(A(L, U)) \leq \varepsilon \), which leads to our Advanced Enclosure Algorithm (AdEnA) as presented in \(\text{Algorithm 3}\).

\begin{algorithm}[h]
\caption{Advanced Enclosure Algorithm (AdEnA)}
\label{alg:adena}
\begin{algorithmic}[1]
\Procedure{AdEnA}{$\varepsilon, L', U'$}
\State Initialize \( L = L', U = U' \)
\While{\( w(A(L, U)) > \varepsilon \)}
\For{\( l \in L \)}
\If{\( \{l + \varepsilon e\} + \text{int}(\mathbb{R}^m_+) \cap U \neq \emptyset \)}
\State Select \( u \in \{l + \varepsilon e\} + \text{int}(\mathbb{R}^m_+) \cap U \) with maximal \( s(l, u) \)
\State Solve \((\text{SUP}(l, u))\) with optimal solution \((\bar{x}, \bar{t})\) and set \( \bar{y} := f(\bar{x}) \) and \( \hat{y} := l + \bar{t}(u - l) \)
\State \( L = \text{UPDATELLB}(L, \bar{y}) \)
\State \( U = \text{UPDATELUB}(U, \hat{y}) \)
\EndIf
\EndFor
\EndWhile
\EndProcedure
\end{algorithmic}
\end{algorithm}

The following example illustrates a single update step of \(\text{Algorithm 3}\) and motivates why we allow update points outside of \(\text{int}(B)\) in \(\text{Definitions 4.1 and 4.2}\).

\begin{example}
\label{ex:5.1}
We consider the multi-objective mixed-integer convex quadratic optimization problem
\[
\min_{x} (x_1 + x_3, x_2 + x_4)^\top \quad \text{s.t.} \quad x_1^2 + x_2^2 \leq 0.5, \\
x_3^2 + x_4^2 \leq 1, \\
x_1, x_2 \in \mathbb{R}, \\
x_3, x_4 \in \mathbb{Z}.
\]
\end{example}
Further, we choose $L' := \{l^1, l^2, l^3\}$ and $U' := \{u^1, u^2, u^3\}$ as shown in Figure 2. Then $B := \mathcal{A}(L', U')$ is a valid initial enclosure satisfying Assumption 4.3 with $\mathcal{N} \subseteq \text{int}(B)$.

Next, we discuss only the update of the lower bound set. Let $l = l^2$, $u = u^2$ and denote by $(\bar{x}, \bar{t})$ an optimal solution of $(\text{SUP}(l, u))$. Then the lower bound set $L = L'$ is updated by $\hat{y} := l + \bar{t}(u - l)$. As a result, the empty box $[l^2, u^2]$ is removed from the enclosure, where empty means that $\mathcal{N} \cap [l^2, u^2] = \emptyset$.

The removal of the (empty) box $[l^2, u^2]$ in Example 5.1 is only possible because Definition 4.2 allows to use update points $\hat{y} \notin \text{int}(B)$. This is not the case for Definition 3.2. Nevertheless, such update points $\hat{y} \notin \text{int}(B)$ can also appear within enclosure algorithms from the literature that make use of the classic local lower bound concept. This is the reason why in the literature the update procedures for the lower bound set in such a setting require to use some kind of workaround. For instance, in [14, Algorithm 4] this workaround is realized by using projections of such points $\hat{y}$ onto $\text{int}(B)$. Hence, the advantage of the generalized Definitions 4.1 and 4.2 is not only to make the update of the bound sets easier, but also to potentially eliminate empty boxes from the enclosure.

We want to add a brief note on empty search zones. Besides the fact that allowing empty search zones was necessary for the theoretical results in the previous section, they keep Algorithm 3 simple. In particular, there is no need to filter out empty search zones within the Algorithms 1 and 2, which can become computationally costly. What is more, bounds that correspond to empty search zones implicitly become inactive anyway. Let $l \in L$ be a local lower bound with $C(l) = \emptyset$. Then the condition in line 5 of Algorithm 3 is never satisfied. Hence, such local lower bounds can be considered inactive. The same holds for local upper bounds. Let $u \in U$ with $c(u) = \emptyset$. Then there exists no $l \in L$ with $u \in (\{l + \varepsilon e\} + \text{int}(\mathbb{R}_m^m))$. Thus, such local upper bounds are never chosen in line 6 of Algorithm 3 and can also be considered inactive. So especially from an algorithmic point of view there are no drawbacks of allowing empty search zones. Moreover, we note that, while all theoretical results require only continuous objective functions $f_i, i \in [m]$ and a compact, nonempty set $S$, for practical use of AdEnA one...
needs to be able to solve $(\text{SUP}(l, u))$ fast and reliably. Due to ongoing advances in research and solver development, the class of optimization problems for which this is possible is constantly growing. It includes not only continuous convex optimization problems, but for example also mixed-integer linear and mixed-integer quadratic optimization problems. We present numerical results for these problem classes later in Section 6.

Since our new algorithm AdEnA can solve the same class of optimization problems as BAMOP, see [13, Algorithm 3], next we point out the main differences between both algorithms before we move on to the proof of correctness for AdEnA. First of all, BAMOP uses the classic local upper and local lower bound concepts from Section 3. In its original form, it only allows to use a single box $B := [z, Z]$ for the initialization of the enclosure. Besides that, warm starts as presented in Section 3 would also be possible. However, an initialization with arbitrary lower and upper bound sets as in Assumption 4.3 is not possible for BAMOP with those classic concepts.

The main drawbacks of BAMOP result from its procedure to update the lower and upper bound sets. While AdEnA only selects one upper bound $u \in U$ for each lower bound $l \in L$, see line 6 in Algorithm 3, BAMOP loops through all the upper bounds $u \in \{l + \varepsilon e \} + \text{int}(\mathbb{R}_+^m)) \cap U$. Since all boxes $[l, u]$ within such a loop share the same lower bound $l \in L$, this might restrict the improvements of the overall enclosure to a small area of the image space. What is more, since the upper bound set for this loop is fixed, but updated within the loop, there might be a lot of boxes that have already been improved when the first update point in the loop was computed. Thus, there might be a lot of update points that actually do not result in a further improvement of the upper bound set, especially for the later iterations of the corresponding for loop. This drawback is already shortly discussed in [13, Section 5.2] and also the use of a selection criterion as in AdEnA is suggested. However, it is not clear whether the theoretical results of BAMOP, especially concerning its correctness and finiteness, still hold when working with a selection criterion. For AdEnA, this gap is closed by the forthcoming Theorem 5.2.

A further disadvantage of BAMOP is the computation of the update points themselves. BAMOP relies on nondominated points $\bar{y} \in f(S)$ of (MOP) for the update points. Just weakly nondominated points are not sufficient. For this reason, after having solved $(\text{SUP}(l, u))$ for a box $[l, u]$, another optimization problem is solved. The latter computes a nondominated point which dominates the given weakly nondominated point, see [13, Section 4.2].

In addition to that, BAMOP relies on a special proof of correctness, mainly the Halving Theorem ([13, Theorem 4.2]). This requires a more complex computation of update points for the lower bounds. While this involves basically just to check whether two points $y^1, y^2 \in \mathbb{R}^m$ are identical, even this little computational effort sums up over time. A comparison of computation times for AdEnA and BAMOP is provided in Section 6 for selected test instances.

For the remaining part of this section we focus on the theoretical results for Algorithm 3. The proof of the following theorem is similar to the proof of [14, Theorem 4.1]. The differences come from the fact that Algorithm 3 makes use of the new theoretical foundation based on the generalized local upper and local lower bounds from the previous section. It shows that with each iteration, i.e., with each run of the while loop, Algorithm 3 ensures an improvement of the enclosure $A = A(L, U)$ by a certain amount. We remark that the considered volume $\text{vol}(A)$ is easy to evaluate since an
enclosure is just a combination of boxes.

**Theorem 5.2** Let \( L', U' \subseteq \mathbb{R}^m \) as in Assumption 4.3 with \( N \subseteq \text{int}(A(L', U')) \) and \( \varepsilon > 0 \) be the input parameters for Algorithm 3. Denote by \( L^{\text{start}} \) and \( U^{\text{start}} \) the lower and upper bound sets at the beginning of some iteration of Algorithm 3 and by \( L^{\text{end}}, U^{\text{end}} \) the sets at the end of the same iteration. Additionally, assume that \( w(A(L^{\text{start}}, U^{\text{start}})) > \varepsilon \).

Then, within that iteration, the volume of the enclosure \( A \) is reduced by at least \((\varepsilon/2)^m \), i.e.,

\[
\text{vol}(A(L^{\text{end}}, U^{\text{end}})) < \text{vol}(A(L^{\text{start}}, U^{\text{start}})) - \left(\frac{\varepsilon}{2}\right)^m.
\]

**Proof.** Since \( w(A(L^{\text{start}}, U^{\text{start}})) > \varepsilon \), there exist \( l \in L^{\text{start}}, u \in U^{\text{start}} \) such that \( u \in (\{l + \varepsilon e\} + \text{int}(\mathbb{R}^m_+)), \) i.e., \( u_i - l_i > \varepsilon \) for all \( i \in [m] \). We can assume w.l.o.g. that these bounds correspond exactly to the assignment of \( l \) and \( u \) when line 6 of Algorithm 3 is reached for the first time within the current iteration. In the following, we use the notation from Algorithm 3.

First, we consider the case \( \tilde{t} > 0.5 \). Denote by \( \tilde{t} := \min\{\tilde{t}, 1\} > 0.5 \) and set \( \tilde{y} := l + \tilde{t}(u - l) > 0.5(u + l) \). We update the lower bound set \( L \) using Algorithm 2 with update point \( \tilde{y} := l + \tilde{t}(u - l) \), see line 8 of Algorithm 3. By Definition 4.2, this implies that the set \( \{y \in \text{int}(B) \mid y \leq \tilde{y}\} \) is removed from the upper search region. In particular, the open box \((l, \tilde{y}) \subseteq \{y \in \text{int}(B) \mid y \leq \tilde{y}\} \cap A \) is removed from the upper search region and from the enclosure \( A \). Since we have that

\[
\text{vol}((l, \tilde{y})) = \prod_{i=1}^{m} (\tilde{y}_i - l_i) > \prod_{i=1}^{m} (0.5(u_i + l_i) - l_i) > \prod_{i=1}^{m} 0.5 \varepsilon = \left(\frac{\varepsilon}{2}\right)^m,
\]

we obtain that

\[
\text{vol}(A(L^{\text{end}}, U^{\text{end}})) < \text{vol}(A(L^{\text{start}}, U^{\text{start}})) - \left(\frac{\varepsilon}{2}\right)^m,
\]

The second case to consider is \( \tilde{t} \in [0, 0.5] \). In that case, the upper bound set \( U \) is updated using Algorithm 1 with update point \( f(\bar{x}) \leq l + \tilde{t}(u - l) \leq 0.5(u + l) \). By Definition 4.1 this implies that the open box \((f(\bar{x}), u) \) is removed from the lower search region and in particular from the enclosure \( A \). Since it holds that

\[
\text{vol}((f(\bar{x}), u)) = \prod_{i=1}^{m} (u_i - f_i(\bar{x})) \geq \prod_{i=1}^{m} (u_i - 0.5(u_i + l_i)) > \prod_{i=1}^{m} 0.5 \varepsilon = \left(\frac{\varepsilon}{2}\right)^m,
\]

this implies that

\[
\text{vol}(A(L^{\text{end}}, U^{\text{end}})) < \text{vol}(A(L^{\text{start}}, U^{\text{start}})) - \left(\frac{\varepsilon}{2}\right)^m.
\]

Finally, we remark that the case \( \tilde{t} < 0 \) cannot occur. Otherwise, if \( \tilde{t} < 0 \) there exists \( \bar{x} \in S \) with \( \tilde{y} = f(\bar{x}) < l \). On the other hand, by Lemma 4.7 there exists \( l' \in L^{\text{start}} \) with \( l' \leq f(\bar{x}) \). Hence, there exist \( l, l' \in L^{\text{start}} \) such that \( l' < l \), which contradicts Definition 4.2.

This theorem directly implies finiteness and correctness of Algorithm 3.

**Corollary 5.3** Since the volume \( \text{vol}(A(L', U')) \) of the initial enclosure is finite and reduced by at least \((\varepsilon/2)^m \) with each iteration of the while loop, Algorithm 3 is finite, i.e., after a finite number of iterations it holds \( w(A(L, U)) \leq \varepsilon \).

Finally, we remark that, as a byproduct, Algorithm 3 also computes a finite representation of the weakly nondominated set of (MOP). This representation is given by the set of points \( \bar{y} \in f(S) \) computed in line 7 of the algorithm.
6 Numerical Results

In this section we present our numerical results for selected test instances. Those test instances cover various classes of optimization problems for which a fast and reliable solver for the subproblems \((\text{SUP}(l, u))\) is available. More precisely, we present continuous, mixed-integer convex quadratic and mixed-integer non-convex quadratic examples. All numerical tests have been performed using MATLAB R2021a on a machine with Intel Core i9-10920X processor and 32GB of RAM. The average of the results of \texttt{bench}(5) is: \(\text{LU} = 0.2045\), \(\text{FFT} = 0.2127\), \(\text{ODE} = 0.3666\), \(\text{Sparse} = 0.3919\), 2-D = 0.1968, 3-D = 0.2290. Be aware that, according to the MATLAB documentation, these values are version specific, see [23].

In order to provide a fair comparison of our algorithm AdEnA (see Algorithm 3) with BAMOP [13] and HyPaD [14], we make use of the same subsolvers and parameters wherever applicable. This means that all single-objective mixed-integer optimization problems within our algorithm are solved using GUROBI [17] and all single-objective (purely continuous) convex optimization problems are solved using \texttt{fmincon}. For most instances, we set \(\varepsilon = 0.1\) as termination criterion for all algorithms. If not stated otherwise, we use a single box \(B := [z, Z] \subseteq \mathbb{R}^m\) to initialize the enclosure, i.e., \(L' = \{z\}, U' = \{Z\}\), to allow for a fair comparison between our algorithm and HyPaD or BAMOP. Of course, we also discuss other initializations using warm start strategies as suggested in Section 4. Besides that all parameters are chosen as in the original papers [13] and [14]. For all test instances we used a time limit of 3600 seconds.

Test instance 1 First, we consider a bi-objective mixed-integer convex quadratic test instance from [3]. It is scalable in the number \(k \in \mathbb{N}\) of continuous and \(l \in \mathbb{N}\) of integer variables, where \(k\) needs to be even and the total number of variables is \(n = k + l\).

\[
\begin{aligned}
\min_x & \quad \left( \sum_{i=1}^{k/2} x_i + \sum_{i=k+1}^{n} x_i, \sum_{i=k/2+1}^{k} x_i - \sum_{i=k+1}^{n} x_i \right)^T \\
\text{s.t.} & \quad \sum_{i=1}^{k} x_i^2 \leq 1, \\
& \quad x \in [-2, 2]^n, \\
& \quad x_i \in \mathbb{Z}, \ i = k + 1, \ldots, n \\
\end{aligned}
\]

(T4)

We consider 18 different combinations of the parameters \(k, l \in \mathbb{N}\) as done in [14, 15] to provide a detailed comparison of AdEnA and HyPaD. Besides the results for AdEnA using the same initial box \(B = [z, Z]\) that was used for HyPaD in [15], i.e., setting \(L' = \{z\}, U' = \{Z\}\), we also include the results for a warm start strategy. For that we make use of the initial bound sets

\[
\begin{align*}
L' := & \left\{ (\sigma - \sqrt{k/2}, -\sigma - \sqrt{k/2})^T \in \mathbb{R}^2 \ \bigg| \ \sigma \in \{-2l, -2l + 1, \ldots, 2l\} \right\} - 10^{-4}, \\
U' := & \left\{ (\sigma + \sqrt{k/2}, -\sigma + \sqrt{k/2})^T \in \mathbb{R}^2 \ \bigg| \ \sigma \in \{-2l, -2l + 1, \ldots, 2l\} \right\} + 10^{-4}
\end{align*}
\]

which can be constructed by simple estimates. We note that the small offset of \(10^{-4}\) is introduced to ensure that \(\mathcal{N} \subseteq \text{int}(A(L', U'))\) holds. We refer to this configuration as AdEnA\(_{\text{warm}}\). The configuration using \(L' = \{z\}, U' = \{Z\}\) is denoted by AdEnA\(_{\text{single}}\). The results for the computation times are shown in Table 1, where ‘*’ indicates that the algorithm did not terminate within the time limit of 3600 seconds.

Besides the instance with \((k, l) = (4, 1)\), both configurations of AdEnA were able to outperform HyPaD. In general, the advantage of AdEnA grows with the number of
variables. In particular for the instances with \(k = 200\), AdEnA is more than ten times faster compared to HyPaD. We also see that both configurations of AdEnA were able to compute results for three instances where HyPaD was not able to do so within the time limit of 3600 seconds. Thus, AdEnA seems to be a promising solution approach for even larger instances of (T4). However, this is not surprising since AdEnA makes use of the quadratic structure of the problem, which leads to (single-objective) mixed-integer quadratic subproblems (\(\text{SUP}(l, u)\)). HyPaD, on the other hand, solves mixed-integer linear subproblems that are obtained by linearization of the objective and constraint functions. While for problems like (T4) this is a slight disadvantage, this approach allows HyPaD to solve any kind of multi-objective mixed-integer convex optimization problems. In particular, this includes such optimization problems for which fast and reliable subsolvers for (\(\text{SUP}(l, u)\)) are not (yet) available and which cannot be solved using AdEnA. For an illustration of the results obtained by AdEnA compared to HyPaD, see Figure 3. Please note that in order to make it easier to recognize the difference in the box structure of the results, the figure shows only a section and not the whole enclosures that have been computed by the algorithms.

Comparing AdEnA_{single} and AdEnA_{warm}, the latter has the better computation time for all instances except \((k, l) = (200, 2)\). This is exactly what one would expect using a warm start strategy. In Figure 4 we also provide a visual comparison of the results for (T4) with \((k, l) = (4, 1)\). Again, we decided to show only a section of the overall enclosures to make the differences in the composition of the enclosures easier to recognize.

However, it is rather difficult to obtain a general insight about the reduction in computation time that will be obtained by AdEnA_{warm}. For example, there is almost no advantage of AdEnA_{warm} for \((k, l) = (8, 10)\) and \((k, l) = (200, 8)\). But there is a signif-

<table>
<thead>
<tr>
<th>(k)</th>
<th>(l)</th>
<th>AdEnA_{single}</th>
<th>AdEnA_{warm}</th>
<th>HyPaD</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>0.57</td>
<td>0.38</td>
<td>1.48</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1.01</td>
<td>0.70</td>
<td>3.37</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1.50</td>
<td>1.03</td>
<td>5.53</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2.08</td>
<td>1.18</td>
<td>1.87</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>4.76</td>
<td>2.80</td>
<td>19.67</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>17.90</td>
<td>10.48</td>
<td>30.96</td>
</tr>
<tr>
<td>8</td>
<td>10</td>
<td>16.76</td>
<td>16.69</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>9.47</td>
<td>5.84</td>
<td>60.61</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>35.93</td>
<td>20.93</td>
<td>103.50</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>15.22</td>
<td>8.43</td>
<td>159.89</td>
</tr>
<tr>
<td>4</td>
<td>30</td>
<td>52.33</td>
<td>31.17</td>
<td>213.74</td>
</tr>
<tr>
<td>8</td>
<td>30</td>
<td>58.66</td>
<td>50.34</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>30</td>
<td>85.35</td>
<td>74.28</td>
<td>-</td>
</tr>
<tr>
<td>200</td>
<td>2</td>
<td>8.75</td>
<td>9.04</td>
<td>167.77</td>
</tr>
<tr>
<td>200</td>
<td>4</td>
<td>22.88</td>
<td>15.62</td>
<td>270.55</td>
</tr>
<tr>
<td>200</td>
<td>6</td>
<td>27.24</td>
<td>22.25</td>
<td>416.04</td>
</tr>
<tr>
<td>200</td>
<td>8</td>
<td>29.32</td>
<td>28.71</td>
<td>629.94</td>
</tr>
<tr>
<td>200</td>
<td>10</td>
<td>52.71</td>
<td>35.29</td>
<td>869.63</td>
</tr>
</tbody>
</table>

Table 1: Comparison of numerical results for test instance (T4) using AdEnA_{single}, AdEnA_{warm}, and HyPaD
icant reduction in computation time for the closely related choices \((k, l) = (4, 10)\) and \((k, l) = (200, 10)\). Overall, however, using AdEnA\textsubscript{warm} was able to reduce the computation time by roughly 30 percent (in average) compared to AdEnA\textsubscript{single}. Thus, especially for computationally heavy problems (e.g., with a large number of variables) and whenever obtaining additional information for warm starts is in some sense computationally cheap, we recommend using AdEnA\textsubscript{warm} in favor of AdEnA\textsubscript{single}.

Test instance 2

Next, we study a further multi-objective mixed-integer optimization problem. It was presented in [12] and has linear objective and nonconvex quadratic constraint functions.

\[
\min_x (x_1 + x_3, x_2 + x_4) \quad \text{s.t.} \quad x_1^2 + x_2^2 \geq 1, \\
\quad x_3^2 + x_4^2 \leq 9, \\
\quad x_1, x_2 \in [0, 1], \\
\quad x_3, x_4 \in [-3, 3] \cap \mathbb{Z}.
\]

(P2)

In particular, for this test instance, the suproblems \((\text{SUP}(l, u))\) are now single-objective mixed-integer nonconvex quadratic optimization problems. Due to recent advances in
the development of solvers for mixed-integer optimization, e.g., considering Gurobi, we can expect that these problems can, in general, be solved fast and reliably.

Since (P2) is nonconvex, it can not be solved by HyPaD. So there are multi-objective mixed-integer optimization problems that can be solved by HyPaD, but not by AdEnA, see the discussion in the previous section, and there are optimization problems like (P2) that can be solved by AdEnA, but not by HyPaD. In particular, considering only the mixed-integer setting, AdEnA cannot be considered a simplified or adjusted version of HyPaD for some specially structured classes of objective and constraint functions.

For the initialization of AdEnA we chose

\[
L' = \{z\}, U' = \{Z\}
\]

with

\[
z := (-3, -3)\top - 10^{-4}
\]

and

\[
Z := (6, 6)\top + 10^{-4}.
\]

Within just 0.48 seconds an enclosure of the nondominated set of (P2) was obtained.

Test instance 3 One of our motivations for the development of AdEnA was to improve BAMOP, which is suggested mainly for solving continuous multi-objective convex optimization problems, see [13]. Thus, in this final test instance we consider the following tri-objective example from [6] that was also discussed in [13].

\[
\min_x x \quad \text{s.t.} \quad \left(\frac{x_1 - 1}{1}\right)^2 + \left(\frac{x_2 - 1}{a}\right)^2 + \left(\frac{x_3 - 1}{5}\right)^2 \leq 1, \; x \in \mathbb{R}^3
\]

(Ex5.1)

While the parameter \(a > 0\) can be chosen arbitrarily, we consider here the exact same choices as in [13], i.e., \(a \in \{5, 7, 10, 20\}\). We want to point out that since in [13] another computer setup was used for the numerical tests, we computed new results for BAMOP using the same setup as for AdEnA. This is why the computation times differ from those that are presented in [13]. To guarantee a fair comparison between AdEnA and BAMOP we chose a single box, i.e., \(L' = \{z\}, U' = \{Z\}\), for the initialization of AdEnA. Thereby \(z, Z \in \mathbb{R}^3\) are chosen as in the numerical example from [13]. The results for both, AdEnA and BAMOP, are shown in Table 2. An illustration of the results for \(a = 5\) is provided in Figure 5.

<table>
<thead>
<tr>
<th>(a)</th>
<th>5</th>
<th>7</th>
<th>10</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>AdEnA</td>
<td>9.10</td>
<td>10.43</td>
<td>11.67</td>
<td>14.25</td>
</tr>
<tr>
<td>BAMOP</td>
<td>57.75</td>
<td>70.12</td>
<td>83.00</td>
<td>108.41</td>
</tr>
</tbody>
</table>

Table 2: Comparison of the computation times needed to obtain an enclosure of (Ex5.1) using AdEnA and BAMOP

AdEnA clearly outperforms BAMOP being more than five times faster for this test instance. This is exactly what we expected as a result of the improvements we incorporated in the new algorithm. In particular, compared to BAMOP, Algorithm 3 only loops through the lower bounds \(l \in L\). Then it selects a single upper bound \(u \in U\) to perform an update of the bound sets instead of looping through all upper bounds \(u \in \{(l + \varepsilon e) + \text{int}(\mathbb{R}_m^n)\} \cap U\). This is possible due to the different choice of update points for the lower bound set and the new improvement results from Theorem 5.2. Also the improvement step itself, i.e., the computation of update points for the sets \(L\) and \(U\), requires less computational effort in AdEnA. In BAMOP two (single-objective) optimization problems need to be solved for each improvement step, while AdEnA needs to solve only one (namely \((\text{SUP}(l, u))\)).

The idea to select a single upper bound instead of looping through a whole set of them was already briefly introduced in [13, Section 5.2]. However, there it was only a
suggestion since it was not clear whether this approach results in a finite and correct algorithm. Also, replacing just the strategy for the selection of upper bounds was only able to roughly halve the computation time of BAMOP. With AdEnA, it was reduced by more than 80 percent. For an illustration, see Figure 6. For \( a \in \{1, 3, 5, \ldots, 25\} \) it shows the computation times of BAMOP (orange circles), AdEnA (blue circles), and also half of the computation times of BAMOP (dashed gray line) for better orientation. Please be aware that those computation times slightly differ from the ones presented in Table 2, since we did not use the ‘Run and Time’ feature in that setting which normally introduces some computational overhead.

Figure 5: Comparison of the enclosures computed for (Ex5.1) with \( a = 5 \) by AdEnA (left) and BAMOP (right)

Figure 6: Comparison of the computation times of AdEnA and BAMOP for (Ex5.1)

7 Conclusions

In this paper, we presented a new algorithm AdEnA (Algorithm 3) to compute an enclosure of the nondominated set of general multi-objective optimization problems (MOP). Compared to enclosure algorithms from the literature, AdEnA can be initialized with an arbitrary enclosure \( \mathcal{A}(L', U') \), see also Assumption 4.3, and not only
using a single box $B = [z, Z]$. This is possible because we generalized the classic local upper bound concept from [21] and proved that the generalized bound concepts from Definitions 4.1 and 4.2 can be used to obtain lower and upper bounds as needed for an enclosure, see Lemma 4.7. Compared to BAMOP, see [13, Algorithm 3], which is an enclosure algorithm for the same class of optimization problems (MOP), AdEnA performs up to eight times faster as we have demonstrated in Section 6. This is a result of the use of the generalized bound concepts from Section 4, but also because the update of the bound sets has been significantly simplified. The latter has mainly been possible since the improvement of the overall enclosure no longer relies on a halving property, see [13, Theorem 4.2], which allowed us to omit looping through a whole set of upper bounds and to select only a single upper bound $u \in U$ instead, see line 6 of Algorithm 3.

For all theoretical results in this paper, especially concerning the finiteness and correctness of AdEnA, we only assumed continuous objective functions $f_i, i \in [m]$ and a nonempty and compact feasible set $S \subseteq \mathbb{R}^n$. However, the practical use of the algorithm requires a fast and reliable solver for the single-objective subproblems (SUP($I, u$)). Still, this makes the algorithm applicable to a large class of optimization problems as long as such a solver is available. In particular, as the development of solvers for special classes of single-objective optimization problems evolves, AdEnA can be used for more and more classes of optimization problems.
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