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#### Abstract

In this paper, we focus on a class of convex optimization problems subject to equality or inequality constraints and have developed an Accelerated Inexact Augmented Lagrangian Method (AI-ALM). Different relative error criteria are designed to solve the subproblem of AIALM inexactly, and the popular used relaxation step is exploited to accelerate the convergence. By a unified variational analysis, we establish the global convergence of AI-ALM and its sublinear convergence rate in terms of the primal iterative residual, the objective function value gap and constraint violation, respectively. Numerical experiments on testing the image restoration problem with different types of images indicate that AI-ALM is effective and promising. In appendix, we also extend AI-ALM to solve a general multi-block problem and briefly discuss convergence of the extended method.
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## 1 Introduction

We are interested in the following linearly constrained optimization problem

$$
\begin{equation*}
\min _{x \in \mathcal{R}^{n}}\{\theta(\mathbf{x}) \mid A \mathbf{x}=b(\text { or } A \mathbf{x} \geq b)\} \tag{1}
\end{equation*}
$$

where $\theta(\mathbf{x}): \mathcal{R}^{n} \rightarrow \mathcal{R}$ is a proper closed convex function (but not necessarily strongly convex or smooth); $A \in \mathcal{R}^{m \times n}, b \in \mathcal{R}^{m}$ are given. Here and hereafter, the symbols $\mathcal{R}, \mathcal{R}^{m}, \mathcal{R}^{m \times n}$ denote the sets of real numbers, $m$ dimensional real column vectors, and $m \times n$ real matrices, respectively. The notation $Q \succ \mathbf{0}$ means $Q$ is symmetric positive definite matrix, where $\mathbf{0}$ stands for a zero matrix/vector with proper dimensions. We also use $\|\cdot\|$ and $\langle\cdot, \cdot\rangle$ to denote the standard Euclidean norm and inner product, respectively. Throughout the context, the solution set of the problem (1) is assumed to be nonempty.

Motivated by the recent interesting work [4] which is a novel Augmented Lagrangian Method (ALM), we aims at developing an Accelerated Inexact ALM (AI-ALM, see Algorithm 1) for

[^0]solving the problem (1), where the core subproblem is solved inexactly to satisfy one of the following relative error criteria:
\[

$$
\begin{align*}
& 2\left|\left\langle v^{k}-\widetilde{\mathbf{x}}^{k}, d^{k}\right\rangle\right|+\left\|d^{k}\right\|^{2} \leq(2-\gamma) \sigma\left\|\widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right\|_{Q}^{2}  \tag{C1}\\
& 2\left|\left\langle v^{k}-\widetilde{\mathbf{x}}^{k}, d^{k}\right\rangle\right|+\left\|d^{k}\right\|^{2} \leq(2-\gamma) \sigma\left\|\widetilde{\mathbf{x}}^{k-1}-\mathbf{x}^{k-1}\right\|_{Q}^{2}  \tag{C2}\\
& 2\left|\left\langle v^{k}-\widetilde{\mathbf{x}}^{k}, d^{k}\right\rangle\right|+\left\|d^{k}\right\|^{2} \leq \frac{(2-\gamma) \sigma}{2 \beta \gamma^{2}}\left\|\lambda^{k}-\lambda^{k-1}\right\|^{2} \tag{C3}
\end{align*}
$$
\]

The reason why we design an inexact method is that most of algorithmic subproblems perhaps admit no closed-form solution, and it is not necessary to solve the involved subproblem exactly, especially in inverse imaging [5, 9, 11]. For more inexact absolute or relative error criteria, we refer to e.g. $[6,12,13,14,17,18]$ and the references therein.

Algorithm 1 [AI-ALM for solving Problem (1)]
Initialize $\left(\mathrm{x}^{0}, v^{0}, \lambda^{0}\right) \in \mathcal{R}^{n} \times \mathcal{R}^{n} \times \mathcal{R}^{m}$ and set $\beta>0, Q \succ \mathbf{0}, \sigma \in[0,1), \gamma \in(0,2)$;
While stopping criteria is not satisfied do
Compute $\widetilde{\mathbf{x}}^{k} \approx \arg \min _{\mathbf{x} \in \mathcal{R}^{n}}\left\{\theta(\mathbf{x})-\left\langle\lambda^{k}, A \mathbf{x}-b\right\rangle+\beta\left\|A\left(\mathbf{x}-\mathbf{x}^{k}\right)\right\|^{2}+\frac{1}{2}\left\|\mathbf{x}-\mathbf{x}^{k}\right\|_{Q}^{2}\right\}$ such that (C1), (C2) or (C3) holds with

$$
d^{k} \in \partial \theta\left(\widetilde{\mathbf{x}}^{k}\right)-A^{\top} \lambda^{k}+\left(2 \beta A^{\top} A+Q\right)\left(\widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right)
$$

Update $\widetilde{\lambda}^{k}=\lambda^{k}-\beta\left[A\left(2 \widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right)-b\right]$;
$5 \quad$ Update the auxiliary variable $v^{k+1}=v^{k}-d^{k}$; Relaxation step: $\binom{\mathbf{x}^{k+1}}{\lambda^{k+1}}=\binom{\mathbf{x}^{k}}{\lambda^{k}}+\gamma\binom{\widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}}{\widetilde{\lambda}^{k}-\lambda^{k}}$.

## End while

Note that the objective function of the $\widetilde{\mathbf{x}}^{k}$-subproblem in Algorithm 1 differs from most of exact/inexact augmented Lagrangian methods, see e.g. [3, 7, 10, 11] to list a few. For example, the equivalent core subproblem of the standard ALM [7] is

$$
\min _{\mathbf{x} \in \mathcal{R}^{n}}\left\{\theta(\mathbf{x})-\left\langle\mathbf{x}, A^{\top} \lambda^{k}+\beta A^{\top} b\right\rangle+\frac{1}{2}\|\mathbf{x}\|_{A^{\top} A}^{2}\right\}
$$

while the subproblem of Algorithm 1 amounts to

$$
\min _{\mathbf{x} \in \mathcal{R}^{n}}\left\{\theta(\mathbf{x})-\left\langle\mathbf{x}, A^{\top} \lambda^{k}+\left(Q+2 \beta A^{\top} A\right) \mathbf{x}^{k}\right\rangle+\frac{1}{2}\|\mathbf{x}\|_{Q+2 \beta A^{\top} A}^{2}\right\} .
$$

Obviously, the above subproblem does not depend on the known data $b$ but the previous iteration $\mathbf{x}^{k}$, which means our proposed algorithm is a novel inexact ALM. Particularly, by taking $Q=\tau \mathbf{I}-2 \beta A^{\top} A$ with $\tau>2 \beta\left\|A^{\top} A\right\|$, the last subproblem will reduce to

$$
\min _{\mathbf{x} \in \mathcal{R}^{n}}\left\{\theta(\mathbf{x})+\frac{\tau}{2}\left\|\mathbf{x}-\left(A^{\top} \lambda^{k}+\tau \mathbf{x}^{k}\right) / \tau\right\|^{2}\right\}
$$

and it is the proximity operator of $\theta(\mathbf{x})$ to be solved easier than the original. The bold symbol I used here and hereafter denotes an identity matrix with proper dimension. For the problem (1) subject to $A \mathbf{x} \geq b$, the dual update will read $\widetilde{\lambda}{ }^{k}=\max \left\{\lambda^{k}-\beta\left[A\left(2 \widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right)-b\right], \mathbf{0}\right\}$.

We have the following comments on the aforementioned criteria. By the steps 4 and 6 in Algorithm 1, the term in the right-hand-side of (C3) will become $\frac{(2-\gamma) \beta}{2} \sigma \| A\left(\widetilde{\mathbf{x}}^{k-1}-\mathbf{x}^{k-1}\right)+$
$A \widetilde{\mathbf{x}}^{k-1}-b \|^{2}$. An obvious difference among these criteria is that the strategy (C1) employs a variable error since the term in the right-hand-side uses the current primal iterative residual, while both (C2) and (C3) enjoy an invariant error determined by the previous primal/dual iterative residual. If there exists an exact solution for the $\mathbf{x}$-subproblem, then we can take $d^{k}=\mathbf{0}$ such that $(\mathrm{C} 1),(\mathrm{C} 2)$ or $(\mathrm{C} 3)$ holds. If $\sigma=0$, then the auxiliary variable $v$ is invariant and hence Algorithm 1 reduces to an exact version of the previous P-rALM [4].

The paper is organized as follows. In Section 2, we provide a variational characterization for the primal-dual solution of the problem (1) and recall two basic lemmas for the sake of convergence analysis. In Section 3, we analyze the global convergence of the proposed algorithm and its sublinear convergence rate in a unified framework although different relative error criteria are involved. Section 4 investigates the numerical performance of the proposed algorithm for solving the image restoration problem with different kinds of images. We conclude the paper in Section 5 and finally discuss the convergence of an extended algorithms for solving the multiblock convex optimization problems.

## 2 Preliminary

We first characterize the solution of (1) as a variational inequality. By attaching the Lagrangian multiplier $\lambda$ to the linear constraints, the Lagrangian function of (1) is given by

$$
L(\mathbf{x}, \lambda)=\theta(\mathbf{x})-\langle\lambda, A \mathbf{x}-b\rangle
$$

From the perspective of convex optimization, a point

$$
\mathbf{w}^{*}=\left(\mathbf{x}^{*} ; \lambda^{*}\right) \in \mathcal{M}:=\mathcal{R}^{n} \times \Lambda, \quad \text { where } \Lambda:= \begin{cases}\mathcal{R}^{m}, & \text { if } A \mathbf{x}=b \\ \mathcal{R}_{+}^{m}, & \text { if } A \mathbf{x} \geq b\end{cases}
$$

is called the primal-dual solution of (1) if and only if it is the saddle-point of $L(\mathbf{x}, \lambda)$ :

$$
L_{\lambda \in \Lambda}\left(\mathbf{x}^{*}, \lambda\right) \leq L\left(\mathbf{x}^{*}, \lambda^{*}\right) \leq L_{\mathbf{x} \in \mathcal{R}^{n}}\left(\mathbf{x}, \lambda^{*}\right)
$$

These inequalities can be expressed as the following variational inequality form

$$
\theta(\mathbf{x})-\theta\left(\mathbf{x}^{*}\right)+\left\langle\mathbf{w}-\mathbf{w}^{*}, \mathcal{J}\left(\mathbf{w}^{*}\right)\right\rangle \geq 0, \forall \mathbf{w} \in \mathcal{M}
$$

where

$$
\mathbf{w}=\binom{\mathbf{x}}{\lambda} \quad \text { and } \quad \mathcal{J}(\mathbf{w})=\binom{-A^{\top} \lambda}{A \mathbf{x}-b}
$$

Clearly, an equivalent expression of the above variational inequality reads

$$
\begin{equation*}
\operatorname{VI}(\theta, \mathcal{J}, \mathcal{M}): \quad \theta(\mathbf{x})-\theta\left(\mathbf{x}^{*}\right)+\left\langle\mathbf{w}-\mathbf{w}^{*}, \mathcal{J}(\mathbf{w})\right\rangle \geq 0, \forall \mathbf{w} \in \mathcal{M} \tag{2}
\end{equation*}
$$

because the affine mapping $\mathcal{J}(\mathbf{w})$ is skew symmetric and satisfies

$$
\begin{equation*}
\langle\mathbf{w}-\overline{\mathbf{w}}, \mathcal{J}(\mathbf{w})-\mathcal{J}(\overline{\mathbf{w}})\rangle=0, \forall \mathbf{w}, \overline{\mathbf{w}} \in \mathcal{M} . \tag{3}
\end{equation*}
$$

Notice that the solution set of $\operatorname{VI}(\theta, \mathcal{J}, \mathcal{M})$, denoted by $\mathcal{M}^{*}$, is nonempty by the previous assumption. Moreover, it is convex and can be expressed as

$$
\mathcal{M}^{*}=\bigcap_{\mathbf{w} \in \mathcal{M}}\{\hat{\mathbf{w}} \mid \theta(\mathbf{x})-\theta(\hat{\mathbf{x}})+\langle\mathbf{w}-\hat{\mathbf{w}}, \mathcal{J}(\mathbf{w})\rangle \geq 0\}
$$

see e.g. [8, Theorem 2.1]. A straightforward conjecture is that convergence properties of our AI-ALM can be established if a similar inequality to (2) can be obtained with some additional residuals at the previous and current iterations and some extra terms converging to zero.

The forthcoming preliminary lemmas are used to prove the convergence rate of our proposed algorithm, which can be found in e.g. [19].

Lemma 2.1 Given a function $\phi$ and a fixed point $\bar{x}$, if for any $\lambda$ it holds that

$$
F(\bar{x})-F\left(x^{*}\right)-\langle\lambda, A \bar{x}-b\rangle \leq \phi(\lambda),
$$

then for any $\rho>0$ we have

$$
F(\bar{x})-F\left(x^{*}\right)+\rho\|A \bar{x}-b\| \leq \sup _{\|\lambda\| \leq \rho} \phi(\lambda) .
$$

Lemma 2.2 For any $\epsilon \geq 0$, if

$$
F(\bar{x})-F\left(x^{*}\right)+\rho\|A \bar{x}-b\| \leq \epsilon
$$

then we have

$$
\|A \bar{x}-b\| \leq \frac{\epsilon}{\rho-\left\|\lambda^{*}\right\|} \text { and }-\frac{\left\|\lambda^{*}\right\| \epsilon}{\rho-\left\|\lambda^{*}\right\|} \leq F(\bar{x})-F\left(x^{*}\right) \leq \epsilon
$$

where $\left(x^{*}, \lambda^{*}\right)$ is a saddle point of (1), and we assume $\left\|\lambda^{*}\right\| \leq \rho$.

## 3 Convergence analysis of AI-ALM

### 3.1 Variational characterization for the iterates

In this subsection, the iterates generated by AI-ALM will be characterized as a mixed variational inequality with the aid of the notation $\widetilde{\mathbf{w}}^{k}=\left(\widetilde{\mathbf{x}}^{k} ; \widetilde{\lambda}^{k}\right)$ and the $H$-weighted norm defined as $\|\mathbf{w}\|_{H}=\sqrt{\langle\mathbf{w}, H \mathbf{w}\rangle}$, where $H$ is a symmetric positive definite matrix.

Lemma 3.1 The iterates generated by Algorithm 1 satisfy

$$
\begin{equation*}
\widetilde{\mathbf{w}}^{k} \in \mathcal{M}, \theta(\mathbf{x})-\theta\left(\widetilde{\mathbf{x}}^{k}\right)+\left\langle\mathbf{w}-\widetilde{\mathbf{w}}^{k}, \mathcal{J}(\mathbf{w})\right\rangle-\left\langle\mathbf{x}-\widetilde{\mathbf{x}}^{k}, d^{k}\right\rangle \geq\left\langle\mathbf{w}-\widetilde{\mathbf{w}}^{k}, H\left(\mathbf{w}^{k}-\widetilde{\mathbf{w}}^{k}\right)\right\rangle \tag{4}
\end{equation*}
$$

for any $\mathbf{w} \in \mathcal{M}$, where

$$
\widetilde{\mathbf{w}}^{k}=\binom{\widetilde{\mathbf{x}}^{k}}{\widetilde{\lambda}^{k}} \quad \text { and } \quad H=\left[\begin{array}{cc}
2 \beta A^{\top} A+Q & A^{\top}  \tag{5}\\
A & \frac{1}{\beta} \mathbf{I}
\end{array}\right]
$$

is symmetric positive definite for any $\beta>0$ and $Q \succ-\beta A^{\top} A$. Moreover, we have

$$
\begin{align*}
& \theta(\mathbf{x})-\theta\left(\widetilde{\mathbf{x}}^{k}\right)+\left\langle\mathbf{w}-\widetilde{\mathbf{w}}^{k}, \mathcal{J}(\mathbf{w})\right\rangle-\left\langle\mathbf{x}-\widetilde{\mathbf{x}}^{k}, d^{k}\right\rangle \\
\geq & \frac{1}{2 \gamma}\left\{\left\|\mathbf{w}-\mathbf{w}^{k+1}\right\|_{H}^{2}-\left\|\mathbf{w}-\mathbf{w}^{k}\right\|_{H}^{2}+\gamma(2-\gamma)\left\|\widetilde{\mathbf{w}}^{k}-\mathbf{w}^{k}\right\|_{H}^{2}\right\} . \tag{6}
\end{align*}
$$

Proof. For any $\beta>0$ and $Q \succ-\beta A^{\top} A$, it holds

$$
H \succ\left[\begin{array}{cc}
\beta A^{\top} A & A^{\top} \\
A & \frac{1}{\beta} \mathbf{I}
\end{array}\right]=\binom{\sqrt{\beta} A^{\top}}{\frac{1}{\sqrt{\beta}} \mathbf{I}}\left(\sqrt{\beta} A, \frac{1}{\sqrt{\beta}} \mathbf{I}\right) \succeq \mathbf{0} .
$$

Hence, $H$ is a positive definite matrix.
By the third step in Algorithm 1, we have

$$
\theta(\mathbf{x})-\theta\left(\widetilde{\mathbf{x}}^{k}\right)+\left\langle\mathbf{x}-\widetilde{\mathbf{x}}^{k},-A^{\top} \lambda^{k}+\left(2 \beta A^{\top} A+Q\right)\left(\widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right)-d^{k}\right\rangle \geq 0, \forall \mathbf{x} \in \mathcal{R}^{n}
$$

or equivalently,

$$
\begin{aligned}
& \theta(\mathbf{x})-\theta\left(\widetilde{\mathbf{x}}^{k}\right)+\left\langle\mathbf{x}-\widetilde{\mathbf{x}}^{k},-A^{\top} \widetilde{\lambda}^{k}\right\rangle-\left\langle\mathbf{x}-\widetilde{\mathbf{x}}^{k}, d^{k}\right\rangle \\
\geq & \left\langle\mathbf{x}-\widetilde{\mathbf{x}}^{k},\left(2 \beta A^{\top} A+Q\right)\left(\mathbf{x}^{k}-\widetilde{\mathbf{x}}^{k}\right)+A^{\top}\left(\lambda^{k}-\widetilde{\lambda}^{k}\right)\right\rangle .
\end{aligned}
$$

The update of $\widetilde{\lambda}^{k}$ implies

$$
\widetilde{\lambda}^{k} \in \Lambda, \quad\left\langle\lambda-\widetilde{\lambda}^{k}, A \widetilde{\mathbf{x}}^{k}-b\right\rangle=\left\langle\lambda-\widetilde{\lambda}^{k}, A\left(\mathbf{x}^{k}-\widetilde{\mathbf{x}}^{k}\right)+\frac{1}{\beta}\left(\lambda^{k}-\widetilde{\lambda}^{k}\right)\right\rangle, \quad \forall \lambda \in \Lambda
$$

Combining the last inequality and equality together with the structure of $H$ given by (5) and the property in (3), the desired inequality (4) is confirmed.

The sixth step in Algorithm 1 shows

$$
\begin{equation*}
\mathbf{w}^{k+1}=\mathbf{w}^{k}+\gamma\left(\widetilde{\mathbf{w}}^{k}-\mathbf{w}^{k}\right), \tag{7}
\end{equation*}
$$

which makes the term in the right-hand-side of (4) become

$$
\begin{align*}
& \left\langle\mathbf{w}-\widetilde{\mathbf{w}}^{k}, H\left(\mathbf{w}^{k}-\widetilde{\mathbf{w}}^{k}\right)\right\rangle=\frac{1}{\gamma}\left\langle\widetilde{\mathbf{w}}^{k}-\mathbf{w}, H\left(\mathbf{w}^{k+1}-\mathbf{w}^{k}\right)\right\rangle \\
= & \frac{1}{2 \gamma}\left\{\left\|\widetilde{\mathbf{w}}^{k}-\mathbf{w}^{k}\right\|_{H}^{2}-\left\|\widetilde{\mathbf{w}}^{k}-\mathbf{w}^{k+1}\right\|_{H}^{2}+\left\|\mathbf{w}-\mathbf{w}^{k+1}\right\|_{H}^{2}-\left\|\mathbf{w}-\mathbf{w}^{k}\right\|_{H}^{2}\right\} \\
= & \frac{1}{2 \gamma}\left\{\gamma(2-\gamma)\left\|\widetilde{\mathbf{w}}^{k}-\mathbf{w}^{k}\right\|_{H}^{2}+\left\|\mathbf{w}-\mathbf{w}^{k+1}\right\|_{H}^{2}-\left\|\mathbf{w}-\mathbf{w}^{k}\right\|_{H}^{2}\right\} . \tag{8}
\end{align*}
$$

Here, the third equality of (8) uses (7) and the second uses the identity

$$
\begin{equation*}
\langle\mathbf{p}-\mathbf{q}, H(\mathbf{u}-\mathbf{v})\rangle=\frac{1}{2}\left\{\|\mathbf{p}-\mathbf{v}\|_{H}^{2}-\|\mathbf{p}-\mathbf{u}\|_{H}^{2}+\|\mathbf{q}-\mathbf{u}\|_{H}^{2}-\|\mathbf{q}-\mathbf{v}\|_{H}^{2}\right\} \tag{9}
\end{equation*}
$$

with specifications

$$
\mathbf{p}:=\widetilde{\mathbf{w}}^{k}, \mathbf{q}=\mathbf{w}, \mathbf{u}=\mathbf{w}^{k+1} \text { and } \mathbf{v}:=\mathbf{w}^{k} .
$$

Then, plug (8) into (4) to obtain the inequality (6).
To obtain a more tight result (as shown in the following Corollary 3.1) from Lemma 3.1 and for the sake of simplicity, let us now denote

$$
\left\{\begin{array}{l}
\Phi_{k}(\mathbf{w})=\frac{1}{\gamma}\left\|\mathbf{w}-\mathbf{w}^{k}\right\|_{H}^{2}+\left\|\mathbf{x}-v^{k}\right\|^{2}  \tag{10}\\
\varphi(\sigma, \gamma)=\min \{1,1-\sigma\} \frac{2-\gamma}{\gamma^{2}}
\end{array}\right.
$$

and

$$
\Psi_{k}=\left\{\begin{array}{cl}
0, & \text { if (C1) is satisfied }  \tag{11}\\
\sigma \frac{2-\gamma}{\gamma^{2}}\left\|\mathbf{x}^{k}-\mathbf{x}^{k-1}\right\|_{Q}^{2}, & \text { if (C2) is satisfied } \\
\sigma \frac{2-\gamma}{2 \beta \gamma^{2}}\left\|\lambda^{k}-\lambda^{k-1}\right\|^{2}, & \text { if (C3) is satisfied. }
\end{array}\right.
$$

Corollary 3.1 Let $\Phi_{k}$ and $\Psi_{k}$ be defined in (10) and (11), respectively. For any $\beta>0, \gamma \in$ $(0,2), \sigma \in[0,1)$, the iterates generated by Algorithm 1 satisfy

$$
\begin{gather*}
2\left\{\theta\left(\widetilde{\mathbf{x}}^{k}\right)-\theta(\mathbf{x})+\left\langle\widetilde{\mathbf{w}}^{k}-\mathbf{w}, \mathcal{J}(\mathbf{w})\right\rangle\right\}+\Phi_{k+1}(\mathbf{w})+\Psi_{k+1} \\
\leq \Phi_{k}(\mathbf{w})+\Psi_{k}-\varphi(\sigma, \gamma)\left\{\left\|\mathbf{x}^{k+1}-\mathbf{x}^{k}\right\|_{Q}^{2}+\frac{1}{2 \beta}\left\|\lambda^{k+1}-\lambda^{k}\right\|^{2}\right\} \tag{12}
\end{gather*}
$$

Moreover, we have

$$
\begin{equation*}
\Phi_{k+1}\left(\mathbf{w}^{*}\right)+\Psi_{k+1} \leq \Phi_{k}\left(\mathbf{w}^{*}\right)+\Psi_{k}-\varphi(\sigma, \gamma)\left\{\left\|\mathbf{x}^{k+1}-\mathbf{x}^{k}\right\|_{Q}^{2}+\frac{1}{2 \beta}\left\|\lambda^{k+1}-\lambda^{k}\right\|^{2}\right\} \tag{13}
\end{equation*}
$$

Proof. It follows from (6), the fifth step of Algorithm 1 and (9) that

$$
\begin{aligned}
& 2\left\{\theta(\mathbf{x})-\theta\left(\widetilde{\mathbf{x}}^{k}\right)+\left\langle\mathbf{w}-\widetilde{\mathbf{w}}^{k}, \mathcal{J}(\mathbf{w})\right\rangle\right\}-2\left\langle v^{k}-\widetilde{\mathbf{x}}^{k}, d^{k}\right\rangle-(2-\gamma)\left\|\widetilde{\mathbf{w}}^{k}-\mathbf{w}^{k}\right\|_{H}^{2}+\left\|d^{k}\right\|^{2} \\
\geq & \frac{1}{\gamma}\left\{\left\|\mathbf{w}-\mathbf{w}^{k+1}\right\|_{H}^{2}-\left\|\mathbf{w}-\mathbf{w}^{k}\right\|_{H}^{2}\right\}-2\left\langle v^{k}-\mathbf{x}, d^{k}\right\rangle+\left\|d^{k}\right\|^{2} \\
= & \frac{1}{\gamma}\left\{\left\|\mathbf{w}-\mathbf{w}^{k+1}\right\|_{H}^{2}-\left\|\mathbf{w}-\mathbf{w}^{k}\right\|_{H}^{2}\right\}+2\left\langle\mathbf{x}-v^{k}, v^{k}-v^{k+1}\right\rangle+\left\|v^{k}-v^{k+1}\right\|^{2} \\
= & \frac{1}{\gamma}\left\{\left\|\mathbf{w}-\mathbf{w}^{k+1}\right\|_{H}^{2}-\left\|\mathbf{w}-\mathbf{w}^{k}\right\|_{H}^{2}\right\}+\left\|\mathbf{x}-v^{k+1}\right\|^{2}-\left\|\mathbf{x}-v^{k}\right\|^{2},
\end{aligned}
$$

in other words,

$$
\begin{align*}
& 2\left\{\theta\left(\widetilde{\mathbf{x}}^{k}\right)-\theta(\mathbf{x})+\left\langle\widetilde{\mathbf{w}}^{k}-\mathbf{w}, \mathcal{J}(\mathbf{w})\right\rangle\right\}  \tag{14}\\
\leq & \left\{\frac{1}{\gamma}\left\|\mathbf{w}-\mathbf{w}^{k}\right\|_{H}^{2}+\left\|\mathbf{x}-v^{k}\right\|^{2}\right\}-\left\{\frac{1}{\gamma}\left\|\mathbf{w}-\mathbf{w}^{k+1}\right\|_{H}^{2}+\left\|\mathbf{x}-v^{k+1}\right\|^{2}\right\} \\
& -2\left\langle v^{k}-\widetilde{\mathbf{x}}^{k}, d^{k}\right\rangle-(2-\gamma)\left\|\widetilde{\mathbf{w}}^{k}-\mathbf{w}^{k}\right\|_{H}^{2}+\left\|d^{k}\right\|^{2} \\
= & \Phi_{k}(\mathbf{w})-\Phi_{k+1}(\mathbf{w})-2\left\langle v^{k}-\widetilde{\mathbf{x}}^{k}, d^{k}\right\rangle+\left\|d^{k}\right\|^{2} \\
& -(2-\gamma)\left\{\left\|\widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right\|_{2 \beta A^{\top} A+Q}^{2}+2\left\langle A\left(\widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right), \widetilde{\lambda}^{k}-\lambda^{k}\right\rangle+\frac{1}{\beta}\left\|\widetilde{\lambda}^{k}-\lambda^{k}\right\|^{2}\right\} \\
\leq & \Phi_{k}(\mathbf{w})-\Phi_{k+1}(\mathbf{w})-2\left\langle v^{k}-\widetilde{\mathbf{x}}^{k}, d^{k}\right\rangle+\left\|d^{k}\right\|^{2} \\
& -(2-\gamma)\left\{\left\|\widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right\|_{Q}^{2}+\frac{1}{2 \beta}\left\|\widetilde{\lambda}^{k}-\lambda^{k}\right\|^{2}\right\},
\end{align*}
$$

where the equality uses the notation of $\Phi_{k}(\mathbf{w})$ given by (10) and the structure of the matrix $H$, the final inequality uses the following Cauchy-Schwartz inequality

$$
-2\left\langle A\left(\widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right), \widetilde{\lambda}^{k}-\lambda^{k}\right\rangle \leq 2 \beta\left\|\widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right\|_{A^{\top} A}^{2}+\frac{1}{2 \beta}\left\|\widetilde{\lambda}^{k}-\lambda^{k}\right\|^{2}
$$

Next, we estimate the upper bound of the term in the right-hand-side of the final inequality in (14), denoted by RHS, under the aforementioned relative error criteria.

- For Algorithm 1 with (C1), we have

$$
\begin{aligned}
\operatorname{RHS} \leq & \Phi_{k}(\mathbf{w})-\Phi_{k+1}(\mathbf{w})+\sigma(2-\gamma)\left\|\widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right\|_{Q}^{2} \\
& -(2-\gamma)\left\{\left\|\widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right\|_{Q}^{2}+\frac{1}{2 \beta}\left\|\widetilde{\lambda}^{k}-\lambda^{k}\right\|^{2}\right\} \\
= & \Phi_{k}(\mathbf{w})-\Phi_{k+1}(\mathbf{w})-(1-\sigma)(2-\gamma)\left\|\widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right\|_{Q}^{2}-\frac{2-\gamma}{2 \beta}\left\|\widetilde{\lambda}^{k}-\lambda^{k}\right\|^{2} \\
= & \Phi_{k}(\mathbf{w})-\Phi_{k+1}(\mathbf{w})-\frac{(1-\sigma)(2-\gamma)}{\gamma^{2}}\left\|\mathbf{x}^{k+1}-\mathbf{x}^{k}\right\|_{Q}^{2}-\frac{(2-\gamma)}{2 \beta \gamma^{2}}\left\|\lambda^{k+1}-\lambda^{k}\right\|^{2}
\end{aligned}
$$

- For Algorithm 1 with (C2), it follows that

$$
\begin{aligned}
\operatorname{RHS} \leq & \Phi_{k}(\mathbf{w})-\Phi_{k+1}(\mathbf{w})+\sigma(2-\gamma)\left\|\widetilde{\mathbf{x}}^{k-1}-\mathbf{x}^{k-1}\right\|_{Q}^{2} \\
& -(2-\gamma)\left\{\left\|\widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right\|_{Q}^{2}+\frac{1}{2 \beta}\left\|\widetilde{\lambda}^{k}-\lambda^{k}\right\|^{2}\right\} \\
= & \left\{\Phi_{k}(\mathbf{w})+\frac{\sigma(2-\gamma)}{\gamma^{2}}\left\|\mathbf{x}^{k}-\mathbf{x}^{k-1}\right\|_{Q}^{2}\right\}-\left\{\Phi_{k+1}(\mathbf{w})+\frac{\sigma(2-\gamma)}{\gamma^{2}}\left\|\mathbf{x}^{k+1}-\mathbf{x}^{k}\right\|_{Q}^{2}\right\} \\
& -\frac{(1-\sigma)(2-\gamma)}{\gamma^{2}}\left\|\mathbf{x}^{k+1}-\mathbf{x}^{k}\right\|_{Q}^{2}-\frac{(2-\gamma)}{2 \beta \gamma^{2}}\left\|\lambda^{k+1}-\lambda^{k}\right\|^{2}
\end{aligned}
$$

- For Algorithm 1 with (C3), it follows that

$$
\begin{aligned}
\operatorname{RHS} \leq & \Phi_{k}(\mathbf{w})-\Phi_{k+1}(\mathbf{w})+\frac{\sigma(2-\gamma)}{2 \beta \gamma^{2}}\left\|\lambda^{k}-\lambda^{k-1}\right\|^{2} \\
& -(2-\gamma)\left\{\left\|\widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right\|_{Q}^{2}+\frac{1}{2 \beta}\left\|\widetilde{\lambda}^{k}-\lambda^{k}\right\|^{2}\right\} \\
= & \left\{\Phi_{k}(\mathbf{w})+\frac{\sigma(2-\gamma)}{2 \beta \gamma^{2}}\left\|\lambda^{k}-\lambda^{k-1}\right\|^{2}\right\}-\left\{\Phi_{k+1}(\mathbf{w})+\frac{\sigma(2-\gamma)}{2 \beta \gamma^{2}}\left\|\lambda^{k+1}-\lambda^{k}\right\|^{2}\right\} \\
& -\frac{2-\gamma}{\gamma^{2}}\left\|\mathbf{x}^{k+1}-\mathbf{x}^{k}\right\|_{Q}^{2}-\frac{(1-\sigma)(2-\gamma)}{2 \beta \gamma^{2}}\left\|\lambda^{k+1}-\lambda^{k}\right\|^{2}
\end{aligned}
$$

Combining the above three cases and (14) together with the notations in (10) and (11), the result (12) is confirmed.

Finally, set $\mathbf{w}=\mathbf{w}^{*}$ in (12) and use (2) to complete the proof of (13).
Remark 3.1 From the analysis of Corollary 3.1, the term $\left(2\left|\left\langle v^{k}-\widetilde{\mathbf{x}}^{k}, d^{k}\right\rangle\right|+\left\|d^{k}\right\|^{2}\right)$ can be also upper bounded by a convex combination of the two or three terms in the right-hand-side of (C1)-(C3). And similar convergence results will be achieved. Besides, comparing (4) to $\operatorname{VI}(\theta, \mathcal{J}, \mathcal{M})$, the iterate $\widetilde{\mathbf{w}}^{k}$ will be a solution point of $\operatorname{VI}(\theta, \mathcal{J}, \mathcal{M})$ if both $d^{k}$ and $\left(\mathbf{w}^{k}-\widetilde{\mathbf{w}}^{k}\right)$ are zero, equivalently, $\left(v^{k}-v^{k+1}\right)$ and $\left(\mathbf{w}^{k}-\mathbf{w}^{k+1}\right)$ are zero. For this case, Algorithm 1 will reduce to an exact version without relaxation step.

Remark 3.2 Recalling the previous analysis in Section 3.1, one may use the following general iterate to replace the fourth step of Algorithm 1:

$$
\widetilde{\lambda}^{k}=\lambda^{k}-s \beta\left[A\left(2 \widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right)-b\right]
$$

where $s \in(0,1]$ denotes a stepsize parameter. For this case, Lemma 3.1 still hold but with the lower-upper block of $H$ given by (5) being replaced by $\frac{1}{s \beta} \mathbf{I}$. And the resulting matrix is still positive definite for any $Q \succ \mathbf{0}$ and $s \in(0,1]$. By multiplying the right-hand-side of (C3) by $\frac{2-s}{s}$, we can obtain the inequalities (12) and (13) but with the term $\frac{1}{2 \beta}\left\|\lambda^{k+1}-\lambda^{k}\right\|^{2}$ being replaced by $\frac{2-s}{2 s \beta}\left\|\lambda^{k+1}-\lambda^{k}\right\|^{2}$.

### 3.2 Global convergence and sublinear convergence rate

Based on the key Corollary 3.1, this section aims to establish the global convergence of Algorithm 1 and its sublinear convergence rate in the sense of the primal iterative residual, the objective function value gap and constraint violation.

Theorem 3.1 For Algorithm 1 with inexact criteria (C1), (C2) or (C3), we have
(i) $\lim _{k \rightarrow \infty}\left\|\mathbf{w}^{k+1}-\mathbf{w}^{k}\right\|=0$ and $\lim _{k \rightarrow \infty}\left\|A \mathbf{x}^{k+1}-b\right\|=0$;
(ii) The sequence $\left\{\mathbf{w}^{k}\right\}$ converges to a solution point $\mathbf{w}^{\infty} \in \mathcal{M}^{*}$;
(iii) For any $k \geq 1$, there exists an integer $t \leq k$ such that

$$
\left\|\mathbf{w}^{t+1}-\mathbf{w}^{t}\right\|^{2} \leq \frac{1}{k} \frac{1}{\varphi(\sigma, \gamma)}\left[\Phi_{1}\left(\mathbf{w}^{*}\right)+\Psi_{1}\right] .
$$

Proof. Sum (13) over $k=1,2, \cdots, \infty$ to obtain

$$
\begin{equation*}
\sum_{k=1}^{\infty}\left(\left\|\mathbf{x}^{k+1}-\mathbf{x}^{k}\right\|_{Q}^{2}+\frac{1}{2 \beta}\left\|\lambda^{k+1}-\lambda^{k}\right\|^{2}\right) \leq \frac{1}{\varphi(\sigma, \gamma)}\left[\Phi_{1}\left(\mathbf{w}^{*}\right)+\Psi_{1}\right]<\infty \tag{15}
\end{equation*}
$$

Together with $Q \succ \mathbf{0}$, the inequality (15) shows

$$
\lim _{k \rightarrow \infty}\left\|\mathbf{x}^{k+1}-\mathbf{x}^{k}\right\|=0 \text { and } \lim _{k \rightarrow \infty}\left\|\lambda^{k+1}-\lambda^{k}\right\|=0
$$

So, the first result in (i) is confirmed. Combining the last two equations together with the sixth step of Algorithm 1 indicates

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|\widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right\|^{2}=0 \text { and } \lim _{k \rightarrow \infty}\left\|\widetilde{\lambda}^{k}-\lambda^{k}\right\|^{2}=0 . \tag{16}
\end{equation*}
$$

Together with a variant of the fourth step of Algorithm 1, that is,

$$
\frac{\lambda^{k}-\widetilde{\lambda}^{k}}{\beta}=A \widetilde{\mathbf{x}}^{k}-b+A\left(\widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right)=A \mathbf{x}^{k}-b+2 A\left(\widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right),
$$

and the sixth step of Algorithm 1, we further deduce

$$
\lim _{k \rightarrow \infty}\left\|A \mathbf{x}^{k+1}-b\right\|=\lim _{k \rightarrow \infty}\left\|\frac{\lambda^{k}-\widetilde{\lambda}^{k}}{\beta}+(\gamma-2) A\left(\widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right)\right\|=0
$$

That is, the second result in (i) is ture.
For any $\mathbf{w}^{*} \in \mathcal{M}^{*}$, it follows from (13) that

$$
\Phi_{k+1}\left(\mathbf{w}^{*}\right) \leq \Phi_{k+1}\left(\mathbf{w}^{*}\right)+\Psi_{k+1} \leq \Phi_{k}\left(\mathbf{w}^{*}\right)+\Psi_{k} \leq \Phi_{1}\left(\mathbf{w}^{*}\right)+\Psi_{1}
$$

which, by using the definition of $\Phi_{k}(\mathbf{w})$ and $\gamma \in(0,2)$, shows that the sequences $\left\{\mathbf{w}^{k}\right\},\left\{v^{k}\right\}$ are bounded. In addition, $\left\{\widetilde{\mathbf{w}}^{k}\right\}$ is also bounded by (7) and the boundedness of $\left\{\mathbf{w}^{k}\right\}$. Let $\mathbf{w}^{\infty}=\left(\mathbf{x}^{\infty}, \lambda^{\infty}\right)$ be a cluster point of $\left\{\widetilde{\mathbf{w}}^{k}\right\}$ and $\left\{\widetilde{\mathbf{w}}^{k_{j}}\right\}$ be the subsequence converging to $\mathbf{w}^{\infty}$. Combine (16) with (C1), (C2) or (C3) to achieve

$$
\lim _{k \rightarrow \infty}\left\langle v^{k}-\widetilde{\mathbf{x}}^{k}, d^{k}\right\rangle=0 \text { and } \lim _{k \rightarrow \infty}\left\|d^{k}\right\|=0
$$

For any fixed $\mathbf{w} \in \mathcal{M}$, taking $\widetilde{\mathbf{w}}^{k_{j}}$ in (4) together with (3), letting $j$ go to $\infty$ we have

$$
\theta(\mathbf{x})-\theta\left(\mathbf{x}^{\infty}\right)+\left\langle\mathbf{w}-\mathbf{w}^{\infty}, \mathcal{J}\left(\mathbf{w}^{\infty}\right)\right\rangle \geq 0
$$

which means that $\mathbf{w}^{\infty} \in \mathcal{M}^{*}$ is a solution point of $\operatorname{VI}(\theta, \mathcal{J}, \mathcal{M})$. Since $\mathbf{w}^{\infty} \in \mathcal{M}^{*}$, for all $l \geq k_{j}$ it follows from (13) again that

$$
\Phi_{l}\left(\mathbf{w}^{\infty}\right)+\Psi_{l} \leq \Phi_{k_{j}}\left(\mathbf{w}^{\infty}\right)+\Psi_{k_{j}} .
$$

This together with (i), $\lim _{j \rightarrow \infty} \widetilde{\mathbf{w}}^{k_{j}}=\mathbf{w}^{\infty}$ and the positive definiteness of $H$ shows $\lim _{l \rightarrow \infty} \mathbf{w}^{l}=\mathbf{w}^{\infty}$. Namely, the sequence $\left\{\mathbf{w}^{k}\right\}$ cannot have another cluster point and thus it converges to the solution $\mathbf{w}^{*}=\mathbf{w}^{\infty} \in \mathcal{M}^{*}$.

Finally, let $k \geq 1$ be any fixed constant and $t \leq k$ be a positive integer such that

$$
\left\|\mathbf{w}^{t+1}-\mathbf{w}^{t}\right\|=\min \left\{\left\|\mathbf{w}^{l+1}-\mathbf{w}^{l}\right\| \mid l=1, \ldots, k\right\} .
$$

Then, by (15) again we deduce $\left\|\mathbf{w}^{t+1}-\mathbf{w}^{t}\right\|^{2} \leq \frac{1}{k} \frac{1}{\varphi(\sigma, \gamma)}\left[\Phi_{1}\left(\mathbf{w}^{*}\right)+\Psi_{1}\right]$.
The results in Theorem 3.1 requires $Q \succ \mathbf{0}$ that is the condition we explained in Algorithm 1. According to the first conclusion in Theorem 3.1, one may use max $\left\{\left\|\mathbf{x}^{k+1}-\mathbf{x}^{k}\right\|,\left\|\lambda^{k+1}-\lambda^{k}\right\|\right\} \leq$ $\epsilon$ or the associated relative error as a simple stopping criterion for Algorithm 1, where $0<\epsilon<1$ is a given tolerance error. The second conclusion shows that $\mathbf{x}^{\infty}, \lambda^{\infty}$ are the solution point of the primal problem (1) and its dual respectively, while the third shows that Algorithm 1 has a sublinear convergence rate in terms of the primal iterative residual.

Next, we establish its sublinear convergence rate in terms of the objective function value gap and constraint violation for the following ergodic iterates (it was firstly appeared in [2])

$$
\begin{equation*}
\overline{\mathbf{w}}_{T}:=\frac{1}{T} \sum_{k=\kappa}^{T+\kappa} \widetilde{\mathbf{w}}^{k} \text { and } \overline{\mathbf{x}}_{T}:=\frac{1}{T} \sum_{k=\kappa}^{T+\kappa} \widetilde{\mathbf{x}}^{k}, \quad \forall \kappa, T>0 \tag{17}
\end{equation*}
$$

Theorem 3.2 Let $\overline{\mathbf{x}}_{T}$ be defined in (17). Then, for any integer $T>0$, we have

$$
\begin{equation*}
\left|\theta\left(\overline{\mathbf{x}}_{T}\right)-\theta\left(\mathbf{x}^{*}\right)\right| \leq \frac{1}{2 T}\left(\frac{2 \rho_{0}^{2}}{\gamma \beta}+c_{0}\right) \quad \text { and } \quad\left\|A \overline{\mathbf{x}}_{T}-b\right\| \leq \frac{1}{2 T}\left(\frac{2 \rho_{0}^{2}}{\gamma \beta}+c_{0}\right) \tag{18}
\end{equation*}
$$

where $\beta>0, \gamma \in(0,2), c_{0}$ is a certain positive constant and

$$
\begin{equation*}
\rho_{0}=\max \left\{1+\left\|\lambda^{*}\right\|, 2\left\|\lambda^{*}\right\|\right\} . \tag{19}
\end{equation*}
$$

Proof. Summing (12) over $k$ between $\kappa$ and $\kappa+T$ yields

$$
\frac{1}{T} \sum_{k=\kappa}^{T+\kappa}\left[\theta\left(\widetilde{\mathbf{x}}^{k}\right)-\theta(\mathbf{x})+\left\langle\widetilde{\mathbf{w}}^{k}-\mathbf{w}, \mathcal{J}(\mathbf{w})\right\rangle\right] \leq \frac{1}{2 T}\left(\Phi_{\kappa}(\mathbf{w})+\Psi_{\kappa}\right)
$$

By making use of the convexity of $\theta$, the definitions in (17) and the structure of $H$, take $\mathbf{w}=\left(\mathbf{x}^{*}, \lambda\right)$ in the last inequality to obtain

$$
\begin{aligned}
& \theta\left(\overline{\mathbf{x}}_{T}\right)-\theta\left(\mathbf{x}^{*}\right)-\lambda^{\top}\left(A \overline{\mathbf{x}}_{T}-b\right) \\
\leq & \frac{1}{2 T \gamma}\left(\left\|\mathbf{x}^{*}-\mathbf{x}^{\kappa}\right\|_{2 \beta A^{\top} A+Q}^{2}+2\left(\lambda-\lambda^{\kappa}\right)^{\top} A\left(\mathbf{x}^{*}-\mathbf{x}^{\kappa}\right)+\frac{1}{\beta}\left\|\lambda-\lambda^{\kappa}\right\|^{2}\right) \\
& +\frac{1}{2 T}\left(\left\|\mathbf{x}^{*}-v^{\kappa}\right\|^{2}+\Psi_{\kappa}\right) \\
\leq & \frac{1}{2 T}\left\{\frac{1}{\gamma}\left(\left\|\mathbf{x}^{*}-\mathbf{x}^{\kappa}\right\|_{3 \beta A^{\top} A+Q}^{2}+\frac{2}{\beta}\left\|\lambda-\lambda^{\kappa}\right\|^{2}\right)+\left\|\mathbf{x}^{*}-v^{\kappa}\right\|^{2}+\Psi_{\kappa}\right\} \\
= & \frac{1}{2 T}\left(\frac{2}{\gamma \beta}\left\|\lambda-\lambda^{\kappa}\right\|^{2}+c_{0}\right),
\end{aligned}
$$

where the second inequality follows from the Cauchy-Schwartz inequality

$$
2\left(\lambda-\lambda^{\kappa}\right)^{\top} A\left(\mathbf{x}^{*}-\mathbf{x}^{\kappa}\right) \leq\left\|\mathbf{x}^{*}-\mathrm{x}^{\kappa}\right\|_{\beta A^{\top} A}^{2}+\frac{1}{\beta}\left\|\lambda-\lambda^{\kappa}\right\|^{2}
$$

and $c_{0}=\frac{1}{\gamma}\left\|\mathbf{x}^{*}-\mathbf{x}^{\kappa}\right\|_{3 \beta A^{\top} A+Q}^{2}+\left\|\mathbf{x}^{*}-v^{\kappa}\right\|^{2}+\Psi_{\kappa}$ is certain constant depending on the problem data and the parameters of Algorithm 1. For any $\rho>0$, according to Lemma 2.1 we have

$$
\theta\left(\overline{\mathbf{x}}_{T}\right)-\theta\left(\mathbf{x}^{*}\right)+\rho\left\|A \overline{\mathbf{x}}_{T}-b\right\| \leq \frac{1}{2 T}\left(c_{0}+\frac{2}{\gamma \beta} \sup _{\|\lambda\| \leq \rho}\left\|\lambda-\lambda^{\kappa}\right\|^{2}\right) .
$$

Moreover, letting $\rho>\left\|\lambda^{*}\right\|$ and applying Lemma 2.2 to above inequality, we have

$$
\left\|A \overline{\mathbf{x}}_{T}-b\right\| \leq \frac{1}{2 T} \frac{2 \rho^{2} /(\gamma \beta)+c_{0}}{\rho-\left\|\lambda^{*}\right\|}
$$

and

$$
-\frac{1}{2 T} \frac{\left\|\lambda^{*}\right\|}{\rho-\left\|\lambda^{*}\right\|}\left(\frac{2 \rho^{2}}{\gamma \beta}+c_{0}\right) \leq \theta\left(\overline{\mathbf{x}}_{t}\right)-\theta\left(\mathbf{x}^{*}\right) \leq \frac{1}{2 T}\left(\frac{2 \rho^{2}}{\gamma \beta}+c_{0}\right) .
$$

Taking $\rho=\rho_{0}$ in the above two relations with $\rho_{0}$ given by (19), we can get (18) immediately. This completes the whole proof.

Remark 3.3 According to the analysis of Corollary 3.1, one may exploit the following simple error criteria

$$
\begin{equation*}
\left\|d^{k}\right\|^{2} \leq 2 \sigma\left|\left\langle v^{k}-\widetilde{\mathbf{x}}^{k}, d^{k}\right\rangle\right|, \quad \forall \sigma \in(0,1] \tag{C4}
\end{equation*}
$$

when solving the subproblem of Algorithm 1 inexactly. And the convergence of Algorithm 1 under (C4) can be established similar to the previous analysis. In practice, combining (14) and (C4) is to obtain

$$
\begin{aligned}
& 2\left\{\theta\left(\widetilde{\mathbf{x}}^{k}\right)-\theta(\mathbf{x})+\left\langle\widetilde{\mathbf{w}}^{k}-\mathbf{w}, \mathcal{J}(\mathbf{w})\right\rangle\right\} \\
\leq & \Phi_{k}(\mathbf{w})-\Phi_{k+1}(\mathbf{w})-\frac{1-\sigma}{\sigma}\left\|d^{k}\right\|^{2}-(2-\gamma)\left\{\left\|\widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right\|_{Q}^{2}+\frac{1}{2 \beta}\left\|\widetilde{\lambda}^{k}-\lambda^{k}\right\|^{2}\right\}
\end{aligned}
$$

which, by setting $\mathbf{w}=\mathbf{w}^{*}$ together with (2), gives

$$
\Phi_{k+1}\left(\mathbf{w}^{*}\right) \leq \Phi_{k}\left(\mathbf{w}^{*}\right)-\frac{1-\sigma}{\sigma}\left\|d^{k}\right\|^{2}-(2-\gamma)\left\{\left\|\widetilde{\mathbf{x}}^{k}-\mathbf{x}^{k}\right\|_{Q}^{2}+\frac{1}{2 \beta}\left\|\widetilde{\lambda}^{k}-\lambda^{k}\right\|^{2}\right\}
$$

Then, Algorithm 1 under (C4) converges globally with a sublinear convergence rate. A surprising observation in experiments is that AI-ALM with the criteria (C4) performs very well.

## 4 Numerical experiments

In this section, we apply our proposed method to solve a class of image restoration problems and then we report some related numerical results. All experiments are coded in Matlab R2017a on a PC with Intel Core i5 processor $(2.5 \mathrm{HZ})$ and 16 GB memory.

Consider the following total variation (TV) uniform noise removal model in [16]:

$$
\min \left\{\||\nabla \mathbf{x}|\|_{1} \mid\|H \mathbf{x}-\overline{\mathbf{x}}\|_{\infty} \leq \delta\right\}
$$

where $\overline{\mathbf{x}} \in \mathcal{R}^{l}$ is an observed image corrupted by a zero-mean uniform noise; $H \in \mathcal{R}^{l \times l}$ denotes a blurring operator matrix; $\||\nabla \cdot|\|_{1}$ is the TV norm of the divergence operator $\nabla \cdot$ (see e.g. [13]), $\delta>0$ is a parameter indicating the uniform noise level and $\|\mathbf{x}\|_{\infty}=\max _{1 \leq i \leq l}\left|\mathbf{x}_{i}\right|$.

By denoting

$$
A=\binom{H}{-H} \quad \text { and } \quad b=\binom{\overline{\mathbf{x}}-\delta \mathbf{1}}{-\overline{\mathbf{x}}-\delta \mathbf{1}}
$$

with $\mathbf{1}=(1,1, \ldots, 1)^{\top} \in \mathcal{R}^{l}$, the above model can be rewritten as

$$
\begin{equation*}
\min \left\{\||\nabla \mathbf{x}|\|_{1} \mid A \mathbf{x} \geq b\right\} \tag{20}
\end{equation*}
$$

which is a special case of (1). Thus, the proposed AI-ALM can be applied to solve it.
As explained in Introduction, we take $Q=\tau \mathbf{I}-2 \beta A^{\top} A$ with $\tau>2 \beta\left\|A^{\top} A\right\|$ in experiments. Then, the core subproblem of AI-ALM is

$$
\tilde{\mathbf{x}}^{k} \approx \arg \min _{\mathbf{x} \in \mathcal{R}^{l}}\||\nabla \mathbf{x}|\|_{1}+\frac{\tau}{2}\left\|\mathbf{x}-\frac{A^{\top} \lambda^{k}+\tau \mathbf{x}^{k}}{\tau}\right\|^{2} .
$$

In the following experiments, the method in [5] is used to solve the above subproblem to obtain an inexact solution per iteration, and AI-ALM terminates when the previous mentioned inexact criterions are satisfied or execute 10 iterations. For simplicity, we denote AI-ALM by AI-ALM1, AI-ALM2, AI-ALM3 when the inexact criterions (C1), (C2) and (C3) are adopted respectively. We also denote AI-ALM as AI-ALM4 when (C4) is utilized as we discussed in Remark 3.3. These methods are compared with the specialized algorithm C-PPA [9] whose main subproblem still use the method in [5]. We don't compare our algorithm with other image restoration algorithms


Figure 1: The first row is the clean images: House, Pepper, TomAndJerry and Lena, while the last two rows are degraded images with $\delta=0.2$ and 0.5 , respectively.
since C-PPA had been shown better than some state-of-the-art algorithms, see [9, Section 5]. The parameters of C-PPA use the default settings as mentioned therein.

We take $\left(\mathbf{x}^{0}, v^{0}, \lambda^{0}\right)=(\overline{\mathbf{x}}, \overline{\mathbf{x}}, \mathbf{0})$ as the initial point and use the tuned parameters $\beta=12, \tau=$ $50, \sigma=0.99, \gamma=1.8$ for our proposed algorithms. The following Signal-to-Noise Ration (SNR) in decibel $(\mathrm{dB})$ defined by

$$
\mathrm{SNR}=20 \log _{10} \frac{\|\overline{\mathbf{x}}\|}{\left\|\overline{\mathbf{x}}-\mathbf{x}^{\dagger}\right\|}
$$

is used to measure the quality of a restored image, where $\overline{\mathbf{x}}$ denotes the origin clean image and $\mathbf{x}^{\dagger}$ denotes the restored image obtained by an algorithm. All mentioned algorithms will terminate when SNR no longer changes, which means that SNR value difference between the current iteration and the last iteration is controlled within $10^{-2}$.

We test different type of images: House $(256 \times 256)$, Pepper $(256 \times 256)$, TomAndJerry $(256 \times 256)$ and Lena $(512 \times 512)$, as shown in the first row of Fig 1. The origin images are degraded by the Gaussian filter of size 9 with standard deviation 2.5, and then a zero-mean uniform noise with $\delta=0.2$ or 0.5 is added to the degraded images. Those degraded images are shown respectively in the last two rows of Fig 1. Tables 1-2 report some numerical results of solving (20) with $\delta \in\{0.2,0.5\}$, including the number of outer iterations (Oiter), the total number of inner iterations (Iiter)("-" for C-PPA means it executes 10 iterations for each outer iteration), the CPU time in seconds (Time). The notations "SNR(input)" and "SNR(final)" denote the SNR value of the corrupted images and the final restored images, respectively. Note that, the larger the obtained SNR value, the better the quality of a restored image. From Tables 1-2, we can see that the outer iteration number of our AI-ALM is smaller than C-PPA, and the CPU time of AI-ALM4 is of the smallest among the compared algorithms to obtain a relatively better SNR finally.

Fig 2 depicts the tendency of SNR versus the CPU time, showing intuitionally the advantage of our algorithms, especially the algorithm AI-ALM4 (it can obtain a large SNR value with relatively cheaper CPU time). Of course, it is undeniable that C-PPA may recover the image
of average quality quickly when the image is seriously polluted. Fig 3 and Fig 4 visualize the images restored by all compared algorithms, from which we can see all methods can restore the degraded images with good qualities.

Table 1: Numerical results of different algorithms for solving (20) with $\delta=0.2$.

| Image | SNR(input) | Method | Oiter | Iiter | Time | SNR(final) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| House | 13.23 | AI-ALM1 | 17 | 17 | 0.47 | 22.39 |
|  |  | AI-ALM2 | 17 | 26 | 0.61 | 22.39 |
|  |  | AI-ALM3 | 17 | 26 | 0.44 | 22.39 |
|  |  | AI-ALM4 | 17 | 17 | 0.24 | 22.39 |
|  |  | C-PPA | 51 | - | 1.04 | 21.41 |
| Pepper | AI-ALM1 | 16 | 16 | 0.48 | 17.85 |  |
|  | 11.81 | AI-ALM2 | 16 | 25 | 0.56 | 17.85 |
|  |  | AI-ALM3 | 16 | 25 | 0.43 | 17.85 |
|  |  | AI-ALM4 | 16 | 16 | 0.23 | 17.85 |
|  |  | C-PPA | 35 | - | 0.72 | 17.10 |
|  |  | AI-ALM1 | 21 | 21 | 3.43 | 19.03 |
|  |  | AI-ALM2 | 21 | 30 | 3.95 | 19.03 |
|  |  | AI-ALM3 | 21 | 30 | 2.89 | 19.03 |
|  |  | AI-ALM4 | 21 | 21 | 1.71 | 19.03 |
|  |  | C-PPA | 44 | - | 6.72 | 18.24 |
| Lena | AI-ALM1 | 16 | 16 | 2.59 | 22.23 |  |
|  |  | AI-ALM2 | 16 | 25 | 3.22 | 22.23 |
|  | 12.56 | AI-ALM3 | 16 | 25 | 2.30 | 22.23 |
|  |  | AI-ALM4 | 16 | 16 | 1.34 | 22.23 |
|  |  | C-PPA | 43 | - | 6.61 | 21.53 |

Table 2: Numerical results of different algorithms for solving (20) with $\delta=0.5$.

| Image | SNR(input) | Method | Oiter | Iiter | Time | SNR(final) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| House | 5.80 | AI-ALM1 | 25 | 25 | 0.70 | 20.64 |
|  |  | AI-ALM2 | 25 | 34 | 0.80 | 20.65 |
|  |  | AI-ALM3 | 25 | 34 | 0.60 | 20.65 |
|  |  | AI-ALM4 | 25 | 25 | 0.35 | 20.64 |
|  |  | C-PPA | 45 | - | 0.93 | 20.09 |
| Pepper | 4.94 | AI-ALM1 | 26 | 26 | 0.73 | 16.81 |
|  |  | 26 | 35 | 0.82 | 16.81 |  |
|  |  | AI-ALM3 | 26 | 35 | 0.62 | 16.81 |
|  |  | AI-ALM4 | 26 | 26 | 0.35 | 16.81 |
|  |  | C-PPA | 36 | - | 0.75 | 16.31 |
| TomAndJerry | 4.02 | AI-ALM1 | 27 | 27 | 4.30 | 17.80 |
|  |  | AI-ALM2 | 27 | 36 | 4.92 | 17.80 |
|  |  | AI-ALM3 | 27 | 36 | 3.55 | 17.80 |
|  |  | AI-ALM4 | 27 | 27 | 2.20 | 17.80 |
|  |  | C-PPA | 42 | - | 6.41 | 17.34 |
| Lena | AI-ALM1 | 28 | 28 | 4.44 | 20.76 |  |
|  |  | AI-ALM2 | 28 | 37 | 5.09 | 20.76 |
|  | 5.03 | AI-ALM3 | 28 | 37 | 3.64 | 20.76 |
|  |  | AI-ALM4 | 28 | 28 | 2.27 | 20.76 |
|  |  | C-PPA | 37 | - | 5.62 | 20.30 |



Figure 2: Comparison curves of the SNR vs the CPU time by different algorithms for solving (20) with $\delta=0.2$ (the left column) and $\delta=0.5$ (the right column), respectively.

## 5 Brief conclusion

In this paper, we proposed an accelerated inexact augmented Lagrangian method to solve the convex optimization problems with equality or inequality constraints. We designed several different inexact criteria to control the accuracy of the solution to the core subproblem and we proved the global convergence of the new method and its sublinear convergence rate in a unified framework. To investigate the numerical efficiency of the proposed algorithm under different criteria, we applied it to solve a class of image restoration problems. For the theoretical interests, we also extended the proposed algorithm to solve the multi-block problem in the appendix and briefly discussed the related convergence results. Notice that in the basic AI-ALM and its extended algorithm, a positive definite matrix $Q$ is exploited to simplify the solving difficulty of involved subproblem. So, whether a positive indefinite matrix can be utilized is an interesting topic in the future work.


Figure 3: The restored images of different algorithms for solving (20) with $\delta=0.2$ : (from top to bottom) AI-ALM1, AI-ALM2, AI-ALM3, AI-ALM4 and C-PPA, respectively.

## Appendix: Extension of AI-ALM to multi-block case

This appendix aims to briefly discuss the convergence of an extended AI-ALM (eAI-ALM,
see Algorithm 2) for solving a multi-block convex programming in the form of

$$
\begin{equation*}
\min _{\mathbf{x}_{i} \in \mathcal{R}^{n_{i}}}\left\{\theta(\mathbf{x}):=\sum_{i=1}^{p} \theta_{i}\left(\mathbf{x}_{i}\right) \mid \sum_{i=1}^{p} A_{i} \mathbf{x}_{i}=b(\text { or } \geq b)\right\}, \tag{A1}
\end{equation*}
$$

where $\theta_{i}\left(\mathbf{x}_{i}\right): \mathcal{R}^{n_{i}} \rightarrow \mathcal{R}, i=1,2, \cdots, p$ are proper closed convex functions; $A_{i} \in \mathcal{R}^{m \times n_{i}}$ and $b \in \mathcal{R}^{m}$ are given data. Problems in the form of (A1) arise in many practical applications such as statistical learning [1], video surveillance [15] and so on.


Figure 4: The restored images of different algorithms for solving (20) with $\delta=0.5$ : (from top to bottom) AI-ALM1, AI-ALM2, AI-ALM3, AI-ALM4 and C-PPA, respectively.

Note that, if some of the involved subproblems have exact solution to be solved easily, then we can only focus on the solving of other subproblems inexactly. To simplify the convergence of Algorithm 2, let us define

$$
\mathcal{M}:=\prod_{i=1}^{p} \mathcal{R}^{n_{i}} \times \Lambda, \quad \text { where } \Lambda:= \begin{cases}\mathcal{R}^{m}, & \text { if } \sum_{i=1}^{p} A_{i} \mathbf{x}_{i}=b \\ \mathcal{R}_{+}^{m}, & \text { if } \sum_{i=1}^{p} A_{i} \mathbf{x}_{i} \geq b\end{cases}
$$

and

Algorithm 2 [eAI-ALM for solving Problem (A1)]
Initialize $\left(\mathbf{x}_{1}^{0}, \ldots, \mathbf{x}_{p}^{0}, v_{1}^{0}, \ldots, v_{p}^{0}, \lambda^{0}\right)$ and set $\beta_{i}>0, Q_{i} \succ \mathbf{0}, \sigma \in[0,1), \gamma \in(0,2)$;
While stopping criteria is not satisfied do
For $i=1, \cdots, p$, parallelly update
$\widetilde{\mathbf{x}}_{i}^{k} \approx \arg \min _{\mathbf{x}_{i} \in \mathcal{R}^{n_{i}}} \theta_{i}\left(\mathbf{x}_{i}\right)-\left\langle\lambda^{k}, A_{i} \mathbf{x}_{i}-b\right\rangle+\beta_{i}\left\|A_{i}\left(\mathbf{x}_{i}-\mathbf{x}_{i}^{k}\right)\right\|^{2}+\frac{1}{2}\left\|\mathbf{x}_{i}-\mathbf{x}_{i}^{k}\right\|_{Q_{i}}^{2}$ such that (C1), (C2) or (C3) holds with

$$
d_{i}^{k} \in \partial \theta_{i}\left(\widetilde{\mathbf{x}}_{i}^{k}\right)-A_{i}^{\top} \lambda^{k}+\left(2 \beta_{i} A_{i}^{\top} A_{i}+Q_{i}\right)\left(\widetilde{\mathbf{x}}_{i}^{k}-\mathbf{x}_{i}^{k}\right) ;
$$

## End for

Update $\widetilde{\lambda}^{k}=\lambda^{k}-\beta\left[\sum_{i=1}^{p} A_{i}\left(2 \widetilde{\mathbf{x}}_{i}^{k}-\mathbf{x}_{i}^{k}\right)-b\right]$ where $\beta=1 / \sum_{i=1}^{p} \frac{1}{\beta_{i}}$;
Update the auxiliary variable $v_{i}^{k+1}=v_{i}^{k}-d_{i}^{k}$ for $i=1, \cdots, p$;

$$
\text { Relaxation step: }\left(\begin{array}{c}
\mathbf{x}_{1}^{k+1} \\
\vdots \\
\mathbf{x}_{p}^{k+1} \\
\lambda^{k+1}
\end{array}\right)=\left(\begin{array}{c}
\mathbf{x}_{1}^{k} \\
\vdots \\
\mathbf{x}_{p}^{k} \\
\lambda^{k}
\end{array}\right)+\gamma\left(\begin{array}{c}
\widetilde{\mathbf{x}}_{1}^{k}-\mathbf{x}_{1}^{k} \\
\vdots \\
\widetilde{\mathbf{x}}_{p}^{k}-\mathbf{x}_{p}^{k} \\
\tilde{\lambda}^{k}-\lambda^{k}
\end{array}\right)
$$

End while

$$
\mathbf{w}=\binom{\mathbf{x}}{\lambda}=\left(\begin{array}{c}
\mathbf{x}_{1} \\
\vdots \\
\mathbf{x}_{p} \\
\lambda
\end{array}\right), \quad \widetilde{\mathbf{w}}^{k}=\binom{\widetilde{\mathbf{x}}^{k}}{\widetilde{\lambda}^{k}}=\left(\begin{array}{c}
\widetilde{\mathbf{x}}_{1}^{k} \\
\vdots \\
\widetilde{\mathbf{x}}_{p}^{k} \\
\widetilde{\lambda}^{k}
\end{array}\right), \mathcal{J}(\mathbf{w})=\left(\begin{array}{c}
-A_{1}^{\top} \lambda \\
\vdots \\
-A_{p}^{\top} \lambda \\
\sum_{i=1}^{p} A_{i} \mathbf{x}_{i}-b
\end{array}\right) .
$$

We provide a similar lemma to Lemma 3.1 to establish the convergence of eAI-ALM.
Lemma A. 1 The iterates generated by eAI-ALM satisfy (4) and (6) where

$$
d^{k}=\left(\begin{array}{c}
d_{1}^{k} \\
d_{2}^{k} \\
\vdots \\
d_{p}^{k}
\end{array}\right), H=\left[\begin{array}{cccc}
2 \beta_{1} A_{1}^{\top} A_{1}+Q_{1} & \cdots & \mathbf{0} & A_{1}^{\top} \\
\vdots & \ddots & \vdots & \vdots \\
\mathbf{0} & \cdots & 2 \beta_{p} A_{p}^{\top} A_{p}+Q_{p} & A_{p}^{\top} \\
A_{1} & \cdots & A_{p} & \sum_{i=1}^{p} \frac{1}{\beta_{i}} \mathbf{I}
\end{array}\right]
$$

is symmetric positive definite for any $\beta_{i}>0$ and $Q_{i} \succ-\beta_{i} A_{i}^{\top} A_{i}(i=1, \cdots, p)$. Moreover, the inequalities (12) and (13) hold with $Q=\operatorname{diag}\left(Q_{1}, \cdots, Q_{p}\right)$.

Proof. We first prove the positive definiteness of $H$. For any $\beta_{i}>0$ and $Q_{i} \succ \mathbf{0} \succ-\beta_{i} A_{i}^{\top} A_{i}$, by the structure of $H$ given by Lemma A. 1 we have

$$
\begin{aligned}
H & \succ\left[\begin{array}{cccc}
\beta_{1} A_{1}^{\top} A_{1} & \cdots & \mathbf{0} & A_{1}^{\top} \\
\vdots & \ddots & \vdots & \vdots \\
\mathbf{0} & \cdots & \beta_{p} A_{p}^{\top} A_{p} & A_{p}^{\top} \\
A_{1} & \cdots & A_{p} & \sum_{i=1}^{p} \frac{1}{\beta_{i}} \mathbf{I}
\end{array}\right] \\
& =\left[\begin{array}{cccc}
\beta_{1} A_{1}^{\top} A_{1} & \cdots & \mathbf{0} & A_{1}^{\top} \\
\vdots & \ddots & \vdots & \vdots \\
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{0} \\
A_{1} & \cdots & \mathbf{0} & \frac{1}{\beta_{1}} \mathbf{I}
\end{array}\right]+\cdots+\left[\begin{array}{cccc}
\mathbf{0} & \cdots & \mathbf{0} & \mathbf{0} \\
\vdots & \ddots & \vdots & \vdots \\
\mathbf{0} & \cdots & \beta_{p} A_{p}^{\top} A_{p} & A_{p}^{\top} \\
\mathbf{0} & \cdots & A_{p} & \frac{1}{\beta_{p}} \mathbf{I}
\end{array}\right]
\end{aligned}
$$

$$
=\left(\begin{array}{c}
\sqrt{\beta_{1}} A_{1}^{\top} \\
\mathbf{0} \\
\vdots \\
\mathbf{0} \\
\frac{1}{\sqrt{\beta_{1}}} \mathbf{I}
\end{array}\right)\left(\begin{array}{c}
\sqrt{\beta_{1}} A_{1}^{\top} \\
\mathbf{0} \\
\vdots \\
\mathbf{0} \\
\frac{1}{\sqrt{\beta_{1}}} \mathbf{I}
\end{array}\right)^{\top}+\ldots+\left(\begin{array}{c}
\mathbf{0} \\
\vdots \\
\mathbf{0} \\
\sqrt{\beta_{p}} A_{p}^{\top} \\
\frac{1}{\sqrt{\beta_{p}}} \mathbf{I}
\end{array}\right)\left(\begin{array}{c}
\mathbf{0} \\
\vdots \\
\mathbf{0} \\
\sqrt{\beta_{p}} A_{p}^{\top} \\
\frac{1}{\sqrt{\beta_{p}}} \mathbf{I}
\end{array}\right)^{\top} .
$$

Clearly, the term in the right-hand-side of the above final equality is nonnegative and hence the matrix $H$ is symmetric positive definite.

By the fourth step of Algorithm 2, we have for any $i=1,2, \cdots, p$, that

$$
\theta_{i}\left(\mathbf{x}_{i}\right)-\theta_{i}\left(\widetilde{\mathbf{x}}_{i}^{k}\right)+\left\langle\mathbf{x}_{i}-\widetilde{\mathbf{x}}_{i}^{k},-A_{i}^{\top} \lambda^{k}+\left(2 \beta_{i} A_{i}^{\top} A_{i}+Q_{i}\right)\left(\widetilde{\mathbf{x}}_{i}^{k}-\mathbf{x}_{i}^{k}\right)-d_{i}^{k}\right\rangle \geq 0, \forall \mathbf{x}_{i} \in \mathcal{R}^{n_{i}}
$$

that is,

$$
\begin{gathered}
\theta_{i}\left(\mathbf{x}_{i}\right)-\theta\left(\widetilde{\mathbf{x}}_{i}^{k}\right)+\left\langle\mathbf{x}_{i}-\widetilde{\mathbf{x}}_{i}^{k},-A_{i}^{\top} \widetilde{\lambda}^{k}\right\rangle-\left\langle\mathbf{x}_{i}-\widetilde{\mathbf{x}}_{i}^{k}, d_{i}^{k}\right\rangle \\
\geq
\end{gathered}\left\langle\mathbf{x}_{i}-\widetilde{\mathbf{x}}_{i}^{k},\left(2 \beta_{i} A_{i}^{\top} A_{i}+Q_{i}\right)\left(\mathbf{x}_{i}^{k}-\widetilde{\mathbf{x}}_{i}^{k}\right)+A_{i}^{\top}\left(\lambda^{k}-\widetilde{\lambda}^{k}\right)\right\rangle .
$$

Besides, it follows from the update of $\widetilde{\lambda}^{k}$ that $\widetilde{\lambda}^{k} \in \Lambda$ and

$$
\left\langle\lambda-\widetilde{\lambda}^{k}, \sum_{i=1}^{p} A_{i} \widetilde{\mathbf{x}}_{i}^{k}-b\right\rangle=\left\langle\lambda-\widetilde{\lambda}^{k}, \sum_{i=1}^{p} A_{i}\left(\mathbf{x}_{i}^{k}-\widetilde{\mathbf{x}}_{i}^{k}\right)+\sum_{i=1}^{p} \frac{1}{\beta_{i}}\left(\lambda^{k}-\widetilde{\lambda}^{k}\right)\right\rangle, \forall \lambda \in \Lambda .
$$

Combine the last inequality and equality together with the block structure of $H$ to obtain the inequality (4). Then, analogous to the rest proof of Corollary 3.1, the inequality (6) holds too.

The inequalities (12) and (13) can be proved similar to Corollary 3.1 with $Q$ being a diagonal matrix, that is, $Q=\operatorname{diag}\left(Q_{1}, \cdots, Q_{p}\right)$.

Based on Lemma A.1, the global convergence and sublinear convergence rate of eAI-ALM can be established as the rest parts of Section 3.2. Notice that both Algorithm 1 and Algorithm 2 obey primal-dual updates. In practice, we can first update the dual variable and then update the primal variables to obtain a dual-primal version which is omitted here. Interested readers can find the similar discussions in [4, Remark 3.1].
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