FASTER LAGRANGIAN-BASED METHODS: A UNIFIED PREDICTION-CORRECTION FRAMEWORK *
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Abstract. Motivated by the prediction-correction framework constructed by He and Yuan [SIAM J. Numer. Anal. 50: 700-709, 2012], we propose a unified prediction-correction framework to accelerate Lagrangian-based methods. More precisely, for strongly convex optimization, general linearized Lagrangian method with indefinite proximal term, alternating direction method of multipliers (ADMM) with the step size of Lagrangian multiplier not larger than $(1 + \sqrt{5})/2$ (or 2 when the objective of the composite convex optimization is the sum of a strongly convex and a linear function), linearized ADMM with indefinite proximal term, symmetric ADMM, and multi-block ADMM type method (assuming the gradient of one block is Lipschitz continuous) can achieve $O(1/k^2)$ convergence rate in the ergodic sense. The non-ergodic convergence rate is also established.
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1. Introduction. Augmented Lagrangian method (ALM) [20, 26] is a classic and efficient tool for solving the convex programming problem with linear equality constraints:

\[(P1) \min \{f(x) : Ax = b\},\]

where $f : \mathbb{R}^n \to \mathbb{R}$ is closed, proper, convex, but not necessarily smooth, $A \in \mathbb{R}^{m \times n}$, and $b \in \mathbb{R}^m$. Even recently, (P1) has a wide range of applications in compressed sensing, image processing, machine learning and so on. There are some well-known variants of ALM, for example, the proximal ALM introduced by Rockafeller [27, 28] and the linearized ALM with different special proximity terms.

As another popular Lagrangian-based method, the alternating direction method of multipliers (ADMM) [6, 7] plays a great role in efficiently solving large-scale structural case of (P1):

\[(P2) \min \{f(x) = f_1(x_1) + f_2(x_2) : Ax := A_1x_1 + A_2x_2 = b\},\]

where $A_1 \in \mathbb{R}^{m \times n_1}$, $A_2 \in \mathbb{R}^{m \times n_2}$, $b \in \mathbb{R}^m$, $f_1 : \mathbb{R}^{n_1} \to \mathbb{R}$ and $f_2 : \mathbb{R}^{n_2} \to \mathbb{R}$ are proper, closed and convex. Following the idea of proximal ALM, proximal ADMM [5] is proposed to make the subproblems easier to solve by adding proximity terms. With a carefully selected special proximity term, it leads to the linearized ADMM [34]. For the ADMM type methods, there are numerous references on the $O(1/k)$ convergence rate in the ergodic sense [2, 3, 16, 23] and in the non-ergodic sense [2, 18, 21].

The first accelerated gradient method for unconstrained convex optimization with $O(1/k^2)$ convergence rate is due to Nesterov [24]. It is further generalized to composite convex optimization with simple proximal operator [1, 32]. For (P2) with an additional assumption that both $f_1$ and $f_2$ are strongly convex, ADMM is accelerated by introducing the extrapolation technique [8]. Under one function being strongly
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convex, ADMM with adaptive parameters also enjoys an $O(1/k^2)$ convergence rate [33]. As shown in [31], the strongly convex assumption can be replaced with gradient Lipschitz continuity. For $O(1/k^2)$ convergence rate of linearized ADMM type methods under strongly convex assumption, we refer to [3, 25]. Recently, Sabach and Teboulle [29] proposed a class of Lagrangian-based methods with faster convergence by the so-called nice primal algorithmic map.

Convergence analysis of Lagrangian-based methods used to be a heavy task. Until 2012, He and Yuan [17] established a unified prediction-correction framework to simplify the analysis of the Lagrangian-based methods, from which $O(1/k)$ convergence rate can be obtain in the ergodic and non-ergodic sense. Motivated by this framework, we propose in this paper a prediction-correction framework to analyze the accelerate versions of the Lagrangian-based methods with $O(1/k^2)$ convergence rate. For (P1) and (P2) with $f$, $f_1$ or $f_2$ being strongly convex, we succeed in establishing $O(1/k^2)$ convergence rate in ergodic sense of Lagrangian-based methods including general linearized ALM with indefinite proximal term, ADMM with step size of Lagrangian multiplier not larger than $(1 + \sqrt{3})/2$ (or 2 when $f_1$ is linear), linearized ADMM with indefinite proximal term, symmetric ADMM. It is a bit surprise that the $O(1/k^2)$ convergence rate in ergodic sense of ADMM type methods can be established for solving multi-block optimization problem

\[(P3) \min \{f(x) = \sum_{i=1}^{m} f_i(x_i) : Ax := \sum_{i=1}^{m} A_i x_i = b\},\]

where $m \geq 2$, $f_i : \mathbb{R}^{n_i} \to \mathbb{R}$ is closed proper convex for $i \in \{1, 2, \cdots, m\}$, $f_m$ is addition gradient Lipschitz continuous, $A_i \in \mathbb{R}^{m \times n_i}$ and $b \in \mathbb{R}^{m}$. Non-ergodic $O(1/k^2)$ convergence rate is also considered in this paper.

The remainder of this paper is organized as follows. Section 2 presents our unified prediction-correction framework for accelerated. Then we establish faster ergodic convergence rate under strongly convex and gradient Lipschitz continuous assumptions in Sections 3 and 4, respectively. Section 5 gives faster non-ergodic convergence rate. Conclusions are made in Section 6.

**Notation.** Let $x_i$ be the $i$-th part of $x$, i.e., $x = (x_1, \cdots, x_m) \in \mathbb{R}^n$. Denote by $D \succ (\succeq) 0$ the symmetric and positive (semi)definite matrix in $\mathbb{R}^{n \times n}$. For $D \succ 0$, we define the matrix norm as $\|x\|_D = \sqrt{x^\top Dx}$. Denote by $\sigma_{\max}(D)$ and $\sigma_{\min}(D)$ the maximal and minimal eigenvalue of $D$, respectively. Let $\partial f(x)$ be the subdifferential of the convex function $f(x)$. Denote by $\nabla f(x)$ the gradient of the smooth function $f(x)$. The following two definitions are standard.

**Definition 1.1.** $f : \mathbb{R}^n \to \mathbb{R}$ is $\sigma$-strongly convex if there is a $\sigma > 0$ such that

\[f(y) \geq f(x) + \langle f'(x), y - x \rangle + \frac{\sigma}{2} \|y - x\|^2, \quad f'(x) \in \partial f(x), \quad \forall x, y \in \mathbb{R}^n.\]

**Definition 1.2.** $f : \mathbb{R}^n \to \mathbb{R}$ is $L$-gradient Lipschitz continuous if $f$ is differentiable and there is a constant $L > 0$ such that

\[f(y) \leq f(x) + \langle \nabla f(x), y - x \rangle + \frac{L}{2} \|y - x\|^2, \quad \forall x, y \in \mathbb{R}^n.\]

If $f$ is $L$-gradient Lipschitz continuous, we have

\[f(y) \geq f(x) + \langle \nabla f(x), y - x \rangle + \frac{1}{2L} \|\nabla f(x) - \nabla f(y)\|^2, \quad \forall x, y \in \mathbb{R}^n.\quad (1.1)\]
2. The unified prediction-correction framework for acceleration. We consider (P1). The Lagrangian function of (P1) is:

\[ L(x, \lambda) = f(x) - \lambda^T (Ax - b), \]

where \( \lambda \) is the Lagrange multiplier. We call \((x^*, \lambda^*)\) a saddle point of \(L(x, \lambda)\) if

\[ L(x^*, \lambda^*) \leq L(x^*, \lambda^*) \leq L(x, \lambda^*). \]

As shown in [9, 10, 11, 17], the saddle point \((x^*, \lambda^*)\) can be alternatively characterized as a solution point of the following variational inequality (VI):

\[ f(x) - f(x^*) + (u - u^*)^T F(u^*) \geq 0, \quad \forall x, \quad (2.1) \]

where

\[ u = \begin{pmatrix} x \\ \lambda \end{pmatrix}, \quad F(u) = \begin{pmatrix} -A^T \lambda \\ Ax - b \end{pmatrix}. \quad (2.2) \]

The following framework due to He and Yuan [17] has been widely used in [10, 11, 19] for solving (2.1).

[Prediction Step.] With given \(v^k\), find \(\tilde{\nu}^k\) such that

\[ f(x) - f(\tilde{x}^k) + (u - \tilde{u}^k)^T F(\tilde{u}^k) \geq (v - \tilde{v}^k)^T Q(v^k - \tilde{v}^k), \quad \forall u, \quad (2.3) \]

where \(Q^T + Q \succ 0\) (while \(Q\) is not necessarily symmetric).

[Correction Step.] Update \(v^{k+1}\) by

\[ v^{k+1} = v^k - M(v^k - \tilde{v}^k). \quad (2.4) \]

The selections of \(Q\) and \(M\) are crucial. The following conditions are sufficient to guarantee the convergence.

[Convergence Conditions.] For the matrices \(Q\) and \(M\) used in (2.3) and (2.4), respectively, there exists a matrix \(H \succ 0\) such that

\[ HM = Q, \quad G := Q^T + Q - M^T HM \succeq 0. \quad (2.5) \]

\[ (2.6) \]

**Lemma 2.1** ([10, 11, 17, 19]). Under convergence condition (2.5) and (2.6), for the prediction-correction framework (2.3) and (2.4), we have

\[ f(x) - f(\bar{x}^k) + (u - \bar{u}^k)^T F(\bar{u}^k) \geq \frac{1}{2} (\|v^{k+1} - v\|^2_H - \|v^k - \tilde{v}^k\|^2_H) + \frac{1}{2} \|v^k - \tilde{v}^k\|^2_G, \quad \forall u. \]

Then, the ergodic \(O(1/K)\) convergence rate can be easily obtained by adding up the inequalities presented in the following lemma from \(k = 0\) to \(k = K\). In order to pursue faster convergence rate, we propose the following framework with dynamically updated \(Q^k\) and \(M^k\). Moreover, we need an extra item in (2.3), see (2.7), where the new variable \(z\) can be set as \(x, x_i, \) or \(\nabla f(x)\), see details in Sections 3 and 4.
[Prediction Step.] With given \( v^k \), find \( \tilde{v}^k \) such that
\[
f(x) - f(\tilde{x}^k) + (u - \tilde{u}^k)^T F(\tilde{u}^k) \geq (v - \tilde{v}^k)^T Q^k(v^k - \tilde{v}^k) + \frac{\sigma}{2} \| z^k - z \|^2, \quad \forall u, \quad (2.7)
\]
where \( \sigma > 0 \), and \((Q^k)^T + Q^k \succ 0 \) (while \( Q^k \) is not necessarily symmetric).

[Correction Step.] Update \( v^{k+1} \) by
\[
v^{k+1} = v^k - M^k(v^k - \tilde{v}^k). \quad (2.8)
\]

Similarly, we give the following dynamic convergence conditions.

[Convergence Conditions.] For the matrices \( Q^k \) and \( M^k \) used in (2.7) and (2.8), respectively, there exists a matrix \( H^k \succ 0 \) such that
\[
H^k M^k = Q^k, \quad (2.9)
\]
\[
G^k := (Q^k)^T + Q^k - (M^k)^T H^k M^k \succeq 0. \quad (2.10)
\]

With the dynamic convergence conditions (2.9) and (2.10), we can obtain Lemma 2.2 similar to Lemma 2.1.

**Lemmma 2.2.** Under convergence condition (2.9) and (2.10), for the prediction-correction framework (2.7) and (2.8), we have
\[
f(x) - f(\tilde{x}^k) + (u - \tilde{u}^k)^T F(\tilde{u}^k) \geq \frac{1}{2} (\| v^{k+1} - v \|^2_{H^k} + \sigma \| z^k - z \|^2 - \| v^k - v \|^2_{H^k}) + \frac{1}{2} \| v^k - \tilde{v}^k \|^2_{G^k}, \quad \forall u. \quad (2.11)
\]

Note that if \( H^k \) is not a constant matrix, it may fail to establish the convergence by directly adding up (2.11) from \( k = 0 \) to \( k = K \). Therefore, we need the following additional convergence condition.

[Convergence Condition.]
\[
r^k (\| v^{k+1} - v^* \|^2_{H^k} + \sigma \| z^k - z^* \|^2 - \| v^k - v^* \|^2_{H^k} + \| v^k - \tilde{v}^k \|^2_{G^k}) \\
\geq \| v^{k+1} - v^* \|^2_{H^k} - \| v^k - v^* \|^2_{H^0} + \Theta^k + \Theta^k, \quad (2.12)
\]
where \( r^k > 0 \), \( H^k \succ 0 \) and \( \Theta^k \geq 0 \).

Notice that throughout this paper, we have
\[
f(x^*) - f(\tilde{x}^k) + (u^* - \tilde{u}^k)^T F(\tilde{u}^k) \equiv f(x^*) - f(\tilde{x}^k) + (\lambda^*)^T (A\tilde{x}^k - b).
\]

We give the following two technique lemmas for convergence rate analysis.

**Lemmma 2.3 ([33]).** Let \((x^*, \lambda^*)\) be the saddle point, given a function \( \phi \) and a fixed point \( \tilde{x} \), it holds that
\[
f(\tilde{x}) - f(x^*) - \lambda^T (A\tilde{x} - b) \leq \phi(\lambda), \quad \forall \lambda
\]
\[
\implies f(\tilde{x}) - f(x^*) + \rho \| A\tilde{x} - b \| \leq \sup_{\| \lambda \| \leq \rho} \phi(\lambda), \quad \forall \rho > 0.
\]
Lemma 2.4 ([33]). Let \((x^*, \lambda^*)\) be the saddle point, and \(\|\lambda^*\| \leq \rho\). For any \(\epsilon \geq 0\),
\[
f(\tilde{x}) - f(x^*) + \rho \|Ax - b\| \leq \epsilon,
\]
\[
\implies \|Ax - b\| \leq \frac{\epsilon}{\rho - \|\lambda^*\|} \quad \text{and} \quad \frac{\|\lambda^*\|\epsilon}{\rho - \|\lambda^*\|} \leq f(\tilde{x}) - f(x^*) \leq \epsilon.
\]

Theorem 2.5. Under convergence condition (2.9) and (2.10), for prediction-correction framework (2.7) and (2.8) satisfying (2.12), we have
\[
f(\tilde{X}^K) - f(x^*) \leq O \left( \frac{1}{K} \sum_{k=0}^{K} r_k \right), \quad \|A\tilde{X}^K - b\| \leq O \left( \frac{1}{K} \sum_{k=0}^{K} r_k \right),
\]
where \(\tilde{X}^K = (\sum_{k=0}^{K} r_k \tilde{x}_k)/(\sum_{k=0}^{K} r_k)\). In particular, \(O(1/k^2)\) convergence rate is established with the setting \(r_k = O(k)\).

Proof. Multiplying both sides of (2.11) by \(r_k\) and then using convergence condition (2.12) yields that
\[
r_k \{f(x^*) - f(\tilde{x}_k) + (u^* - \tilde{u}_k)^T F(\tilde{u}_k)\} \geq \frac{1}{2} \left( \|v^{k+1} - v^*\|^2_{H_k^{k+1}} - \|v^k - v^*\|^2_{H_k^k} + \Theta^{k+1} - \Theta^k \right).
\]
Because \((u^* - \tilde{u}_k)^T F(\tilde{u}_k) \equiv (\lambda^*)^T (Ax - b)\), by adding both side of the above inequalities from \(k = 0\) to \(k = K\), we obtain
\[
\sum_{k=0}^{K} r_k \{f(\tilde{x}_k) - f(x^*) - (\lambda^*)^T (Ax - b)\} \leq C,
\]
where \(C\) is a constant. Dividing both sides of the above inequality by \(\sum_{k=0}^{K} r_k\) and then using the convexity of \(f\) and Lemmas 2.3 and 2.4 completes the proof. \(\Box\)

3. Faster ergodic convergence rate for strongly convex optimization.

Based on Theorem 2.5, we establish \(O(1/k^2)\) ergodic convergence rate of several Lagrangian-based methods for solving strongly convex case of (P1) and (P2).

3.1. General proximal ALM. The general proximal ALM (GPALM) for solving (P1) reads as:
\[
\text{(GPALM)} \quad \begin{cases} 
  x^{k+1} = \arg \min_x \{L_{\beta^k}(x, \lambda^k) + \frac{1}{2} \|x - x^k\|^2_{D_k}\}, \\
  \lambda^{k+1} = \lambda^k - \gamma \beta^k (Ax^{k+1} - b), \quad \gamma \in (0, 2],
\end{cases}
\]
where \(\beta^k > 0\), \(D_k\) is symmetric, and \(L_{\beta^k}(x, \lambda)\) is the augmented Lagrangian function of (P1) defined as
\[
L_{\beta^k}(x, \lambda) = f(x) - \lambda^T (Ax - b) + \frac{\beta^k}{2} \|Ax - b\|^2.
\]
Let \(u\) and \(F(u)\) be defined in (2.2), \(v = u\). Define the artificial vector \(\tilde{v}_k = (\tilde{x}_k, \tilde{\lambda}_k)\) as
\[
\tilde{x}_k = x^{k+1} \quad \text{and} \quad \tilde{\lambda}_k = \lambda^k - \beta^k (Ax^k - b).
\]
Similar as the analysis in [12], we can write GPALM (3.1) as:
[Prediction Step.] With given $v^k$, find $\tilde{u}^k$ such that
\[
\begin{align*}
&f(x) - f(\tilde{x}^k) + (u - \tilde{u}^k)^T F(\tilde{u}^k) \geq (v - \tilde{v}^k)^T Q^k (v^k - \tilde{v}^k), \forall u,
&\text{where } Q^k = \begin{pmatrix} D^k & 0 \\ 0 & \frac{1}{\beta^k} I \end{pmatrix}.
\end{align*}
\] (3.3)

According to the dual step in GPALM (3.1), we obtain
\[
\lambda^{k+1} = \lambda^k - \gamma \beta^k (Ax^k + 1 - b) = \lambda^k - \gamma (\lambda^k - \tilde{\lambda}^k).
\] (3.4)

Therefore, $u^{k+1}$ generated by GPALM can be viewed as the output after correcting $\tilde{u}^k$ by the following scheme:

[Correction Step.] Update $v^{k+1}$ by
\[
\begin{align*}
v^{k+1} &= v^k - M^k (v^k - \tilde{v}^k),
&\text{where } M^k = \begin{pmatrix} I & 0 \\ 0 & \gamma I \end{pmatrix}.
\end{align*}
\] (3.5)

We define
\[
H^k = \begin{pmatrix} D^k & 0 \\ 0 & \frac{1}{\beta^k} I \end{pmatrix},
\]
\[
G^k = (Q^k)^T + Q^k - (M^k)^T H^k M^k = \begin{pmatrix} D^k & 0 \\ 0 & \frac{2}{\beta^k} I \end{pmatrix}.
\] (3.6)

If $D^k$ is symmetric positive semidefinite, then $H^k$ and $G^k$ satisfy (2.9) and (2.10). By Theorem 2.5, it is sufficient to prove the following result.

**Theorem 3.1.** Let $D^k = D_0/\beta^k$ with $D_0 \succeq 0$. Then $\{v^{k+1}\}$ generated by GPALM (3.1) satisfies convergence condition (2.12) with $r^k = \beta^k$, $\sigma = 0$, $\Theta^k = 0$ and
\[
H_0^k \equiv \begin{pmatrix} D_0 & 0 \\ 0 & \frac{1}{\gamma} I \end{pmatrix}.
\]

**Proof.** According to Lemma 2.2, (2.11) holds. Multiplying both sides of (2.11) (with $\sigma = 0$) by $\beta^k$ and then ignoring nonnegative term yields that
\[
\beta^k \left( f(x^*) - f(\tilde{x}^k) + (u^* - \tilde{u}^k)^T F(\tilde{u}^k) \right)
\geq \frac{\beta^k}{2} \left( \|v^{k+1} - u^*\|^2_{H^k} - \|v^k - u^*\|^2_{H^k} + \|u^k - \tilde{v}^k\|^2_{\theta_k} \right)
\geq \frac{1}{2} \left( \|v^{k+1} - u^*\|^2_{H_0^k} - \|v^k - u^*\|^2_{H_0^k} \right).
\]

The proof is complete. □

Next we consider the possible indefinite case $D^k \not\succeq 0$. For $\tau \in [\frac{2+\gamma}{4}, 1]$, we define
\[
\begin{align*}
D^k &= \tau \beta^k I - \beta^k A^T A := D_1^k - (1 - \tau) \beta^k A^T A,
D_1^k := \tau \beta^k I - \tau \beta^k A^T A.
\end{align*}
\] (3.7) (3.8)
Using the optimality condition of $x$-subproblem in GPALM (3.1) and noting that $f$ is $\sigma$-strongly convex, we obtain, $\forall x$,
\[
f(x) - f(x^{k+1}) + (x-x^{k+1})^T \{ -A^T \lambda + \beta k A^T (Ax^{k+1} - b) + D^k (x^{k+1} - x) \} \geq \frac{\sigma}{2} \|x^{k+1} - x\|^2.
\]
As a result, our prediction-correction scheme on GPALM can be simplified as:

**[Prediction Step.]** With given $v^k$, find $\tilde{v}^k$ such that
\[
f(x) - f(\tilde{x}^k) + (u^* - \tilde{u}^k)^T F(\tilde{u}^k) \geq (u - \tilde{u}^k)^T Q^k (u^k - \tilde{u}^k) + \frac{\sigma}{2} \|\tilde{x}^k - x\|^2, \forall u, \quad (3.9)
\]
where $Q^k$ is defined in (3.3).

**[Correction Step.]** Update $u^{k+1}$ by
\[
u^{k+1} = \nu^k - M^k (\nu^k - \tilde{v}^k),
\]
where $M^k$ is defined in (3.5).

Setting $\tilde{x}^k = \tilde{x}^k = x^{k+1}$ and $z = x^*$ in Lemma 2.2 yields that
\[
f(x^*) - f(\tilde{x}^k) + (u^* - \tilde{u}^k)^T F(\tilde{u}^k) \geq \frac{1}{2} \left( \|v^{k+1} - v^*\|_{H^k}^2 + \sigma \|x^{k+1} - x^*\|^2 - \|v^k - v^*\|_{H^k}^2 \right) + \frac{1}{2} \|v^k - \tilde{v}^k\|_{G^k}^2.
\]
According to (3.2), (3.4), (3.7) and (3.8), we have
\[
\|v^k - \tilde{v}^k\|_{G^k}^2 = \|x^k - x^{k+1}\|_{D^k}^2 + \frac{2 - \gamma}{\beta^k} \|\lambda^k - \tilde{\lambda}^k\|^2
\]
\[
= \|x^k - x^{k+1}\|_{D^k}^2 + (2 - \gamma) \beta^k \|Ax^{k+1} - b\|^2 - (1 - \tau) \beta^k \|x^k - x^{k+1}\|_{A\tau A}^2 \quad (3.11)
\]
\[
= \|x^k - x^{k+1}\|_{D^k}^2 + (2 - \gamma) \beta^k \|x^{k+1} - x^*\|_{A\tau A}^2 - (1 - \tau) \beta^k \|x^k - x^{k+1}\|_{A\tau A}.
\]
According to Theorem 2.5, it is sufficient to prove the following result.

**Theorem 3.2.** Let $D^k$ be given in (3.7), $r > \|A^T A\|^2$ and
\[
\beta^k (\tau r \beta^k + \sigma) \geq \tau r (\beta^{k+1})^2, \quad \beta^{k+1} \geq \beta^k, \quad \forall k. \quad (3.12)
\]
Then \{v^{k+1}\} generated by GPALM (3.1) satisfies convergence condition (2.12) with
\[
H_0^k = \begin{pmatrix} \beta k D^k + (1 - \tau) (\beta^k)^2 A^T A & 0 \\ 0 & \frac{1}{\gamma} I \end{pmatrix},
\]
r^k = \beta^k, z = x, \tilde{x}^k = x^{k+1} and $\Theta^k = 0$.

**Proof.** Let
\[
e = (\|v^{k+1} - v^*\|_{H^k}^2 + \sigma \|x^{k+1} - x^*\|^2 - \|u^k - u^*\|_{H^k}^2) + \|v^k - \tilde{v}^k\|_{G^k}^2.
\]
According to the structure of $H^k$ and $G^k$ and (3.11), we obtain
\[
e = \|x^{k+1} - x^*\|_{D^k}^2 - (1 - \tau) \beta^k \|x^{k+1} - x^*\|_{A\tau A}^2 + \frac{1}{\gamma \beta^k} \|\lambda^{k+1} - \lambda^*\|^2 + \sigma \|x^{k+1} - x^*\|^2
\]
\[
- \left( \|x^k - x^*\|_{D^k}^2 - (1 - \tau) \beta^k \|x^k - x^*\|_{A\tau A}^2 + \frac{1}{\gamma \beta^k} \|\lambda^k - \lambda^*\|^2 \right)
\]
\[
+ \left( \|x^k - x^{k+1}\|_{D^k}^2 + (2 - \gamma) \beta^k \|x^{k+1} - x^*\|_{A\tau A}^2 \right) - (1 - \tau) \beta^k \|x^k - x^{k+1}\|_{A\tau A}.
\]
\[
(3.13)
\]
Based on the fact that
\[ \|x^k - x^{k+1}\|_{A^TA}^2 \leq 2\|x^k - x^*\|_{A^TA}^2 + 2\|x^{k+1} - x^*\|_{A^TA}^2, \]
we obtain
\[ e \geq \|x^{k+1} - x^*\|_{D_1^T}^2 + (1 - \tau)\beta^k\|x^{k+1} - x^*\|_{A^TA}^2 + \frac{1}{\gamma\beta^k}\|\lambda^{k+1} - \lambda^*\|^2 \]
\[ + \sigma\|x^{k+1} - x^*\|^2 - (\|x^k - x^*\|_{D_1^T}^2 + (1 - \tau)\beta^k\|x^k - x^*\|_{A^TA}^2 + \frac{1}{\gamma\beta^k}\|\lambda^k - \lambda^*\|^2) \]
\[ + \|x^k - x^{k+1}\|_{D_1^T}^2 + (4\tau - \gamma - 2)\beta^k\|x^{k+1} - x^*\|_{A^TA}^2. \]

Note that \(D_1^T \succ 0\) with \(r > \|A^TA\|^2\). For any \(\tau \in \left[\frac{2+\gamma}{4}, 1\right]\) with \(\gamma \in (0, 2]\), under the assumption (3.12), we have
\[ \beta^k\{D_1^T + (1 - \tau)\beta^kA^TA + \sigma I\} = \beta^k\{\sigma r\beta^kI + (1 - 2\tau)\beta^kA^TA + \sigma I\} \]
\[ \geq (\sigma r\beta^kI + (1 - 2\tau)\beta^kA^TA \geq \sigma r(\beta^k+1)^2A^TA \]
\[ = \beta^k\{D_1^k + (1 - \tau)\beta^kA^TA\}. \]}

Ignoring nonnegative terms and multiplying both sides of (3.14) by \(\beta^k\) and combining (3.15) yields that
\[ \beta^k e \geq \|x^{k+1} - x^*\|_{\beta^k D_1^T}^2 + (1 - \tau)(\beta^k)^2\|x^{k+1} - x^*\|_{A^TA}^2 + \frac{1}{\gamma}\|\lambda^{k+1} - \lambda^*\|^2 \]
\[ + \sigma\beta^k\|x^{k+1} - x^*\|^2 - \left(\|x^k - x^*\|_{\beta^k D_1^T}^2 + (1 - \tau)(\beta^k)^2\|x^k - x^*\|_{A^TA}^2 + \frac{1}{\gamma}\|\lambda^k - \lambda^*\|^2\right) \]
\[ \geq \|x^{k+1} - x^*\|^2_{H_0^{k+1}} + (1 - \tau)(\beta^k)^2\|x^{k+1} - x^*\|_{A^TA}^2 + \frac{1}{\gamma}\|\lambda^{k+1} - \lambda^*\|^2 \]
\[ - \left(\|x^k - x^*\|^2_{H_0^k} + (1 - \tau)(\beta^k)^2\|x^k - x^*\|_{A^TA}^2 + \frac{1}{\gamma}\|\lambda^k - \lambda^*\|^2\right) \]
\[ = \|u^{k+1} - v^*\|_{H_0^{k+1}}^2 - \|v^k - v^*\|_{H_0^k}^2. \]

The proof is complete. \(\square\)

**Remark 1.** There exists some \(\delta > 0\) such that \(\beta^k = \delta k\) satisfies (3.12).

### 3.2. ADMM

We consider solving (P2). Let
\[
\begin{align*}
    u &= \begin{pmatrix} x_1 \\ x_2 \\ \lambda \end{pmatrix}, \\
    v &= \begin{pmatrix} x_2 \\ \lambda \end{pmatrix} \text{ and } F(u) = \begin{pmatrix} -A^T \lambda \\ -A^T \lambda \\ A x - b \end{pmatrix}.
\end{align*}
\] (3.16)

We define the artificial vector \(\tilde{v}^k = (\tilde{x}_2^k, \tilde{\lambda}^k)\) with
\[
\tilde{x}_1^k = x_1^{k+1}, \quad \tilde{x}_2^k = x_2^{k+1} \text{ and } \tilde{\lambda}^k = \lambda - \beta^k(A_1 \tilde{x}_1^k + A_2 x_2^k - b). \] (3.17)

#### 3.2.1. ADMM

The classic algorithm ADMM solves (P2) by the following iterative scheme:
\[
\begin{align*}
    (\text{ADMM}) \left\{ \begin{array}{l}
        x_1^{k+1} = \arg\min_{x_1} \{ L_{\beta^k}(x_1, x_2^k, \lambda^k) \}, \\
        x_2^{k+1} = \arg\min_{x_2} \{ L_{\beta^k}(x_1^{k+1}, x_2, \lambda^k) \}, \\
        \lambda^{k+1} = \lambda - \gamma \beta^k(A_1 x_1^{k+1} + A_2 x_2^{k+1} - b).
    \end{array} \right.
\] (3.18)
From the optimality condition of $x_2$-subproblem in ADMM (3.18) and $\sigma$-strongly convex of $f_2$, we obtain, $\forall x_2$,

$$f_2(x_2) - f_2(x_2^{k+1}) + (x_2 - x_2^{k+1})^T \{-A_2^T \lambda^k + \beta^k A_2^T (A_1 x_1^{k+1} + A_2 x_2^{k+1} - b)\} \geq \frac{\sigma}{2} \|x_2^{k+1} - x_2\|^2.$$  

(3.19)

Hence, similar as the analysis in [11], we can write the framework about ADMM (3.18) as

**Prediction Step.** With given $v^k$, find $\tilde{u}^k$ such that

$$f(x) - f(\tilde{x}^k) + (u - \tilde{u}^k)^T F(\tilde{u}^k) \geq (v - \tilde{v}^k)^T Q^k (v^k - \tilde{v}^k) + \frac{\sigma}{2} \|\tilde{x}_2^k - x_2\|^2, \forall u,$$

where

$$Q^k = \begin{pmatrix} \beta^k A_2^T A_2 & 0 \\ -A_2 & \frac{1}{\beta^k} I \end{pmatrix}.$$  

According to the dual step in ADMM and (3.17) we obtain

$$\lambda^{k+1} = \lambda^k - \frac{\gamma}{2} (A_1 x_1^{k+1} + A_2 x_2^{k+1} - b) = \lambda^k - \frac{\gamma}{2} (\lambda^k - \tilde{\lambda}^k) + \frac{\gamma}{2} \beta^k A_2 (x_2^k - \tilde{x}_2^k).$$  

(3.20)

Thence, $v^{k+1}$ generated by ADMM can be viewed as being corrected from $\tilde{v}^k$:

**Correction Step.** Update $v^{k+1}$ by

$$v^{k+1} = v^k - M^k (v^k - \tilde{v}^k),$$

where

$$M^k = \begin{pmatrix} I & 0 \\ -\gamma \beta^k A_2 & \gamma I \end{pmatrix}. $$  

(3.21)

We define

$$H^k = \begin{pmatrix} \beta^k A_2^T A_2 & 0 \\ 0 & \frac{1}{\gamma \beta^k} I \end{pmatrix},$$

$$G^k = ((Q^k)^T + Q^k) - (M^k)^T H^k M^k = \begin{pmatrix} (1 - \gamma) \beta^k A_2^T A_2 & -(1 - \gamma) A_2^T A_2 \\ -(1 - \gamma) A_2 & \frac{2 - \gamma}{\gamma^2 \beta^k} I \end{pmatrix}.$$  

Based on Lemma 2.2, if $H^k$ and $G^k$ satisfy (2.9) and (2.10), we have

$$f(x^*) - f(\tilde{x}^k) + (u^* - \tilde{u}^k)^T F(\tilde{u}^k) \geq \frac{1}{2} \left(\|v^{k+1} - v^*\|_{H^k}^2 + \sigma \|x_2^{k+1} - x_2^*\|^2 - \|v^k - v^*\|_{H^k}^2\right) + \frac{1}{2} \|v^{k+1} - \tilde{v}^k\|^2_{G^k}.$$  

(3.22)

According to the structure of $G^k$, we have

$$\|v^k - \tilde{v}^k\|_{G^k}^2 = (1 - \gamma) \beta^k \|x_2^k - x_2^{k+1}\|^2_{A_2^T A_2} + \frac{2 - \gamma}{\beta^k} \|\lambda^k - \tilde{\lambda}^k\|^2 + 2(1 - \gamma) (x_2^k - x_2^{k+1})^T (A_2)^T (\lambda^k - \tilde{\lambda}^k).$$  

(3.23)
Based on (3.17) and (3.20), we obtain
\[
\|v^k - \tilde{v}^k\|_{G^k}^2 = \beta^k \left\| A_2(x_2^k - x_2^{k+1}) \right\|^2 + \frac{2 - \gamma}{\gamma} \beta^k \|\lambda^k - \lambda^{k+1}\|^2 \\
+ \frac{2}{\gamma}(x_2^k - x_2^{k+1})^T A_2^T (\lambda^k - \lambda^{k+1}) \\
= \beta^k \left\| A_2(x_2^k - x_2^{k+1}) \right\|^2 + (2 - \gamma)\beta^k \|A_1x_1^{k+1} + A_2x_2^{k+1} - b\|^2 \\
+ 2\beta^k (x_2^k - x_2^{k+1})^T A_2^T (A_1x_1^{k+1} + A_2x_2^{k+1} - b).
\]
(3.24)

According to Theorem 2.5, it is sufficient to prove the following result.

**Theorem 3.3.** Suppose that \( f_2 \) is \( \sigma \)-strongly convex. For \( \gamma \in (0, (1 + \sqrt{5})/2] \) and \( \{\beta^k\} \) satisfying
\[
\beta^k \left( \beta^k + \frac{\sigma}{\sigma_{\text{max}}(A_2^T A_2)} \right) \geq (\beta^k+1)^2, \quad \frac{(\beta^k)^3 \sigma_{\text{max}}(A_2^T A_2)}{\beta^k \sigma_{\text{max}}(A_2^T A_2) + \sigma} \leq (\beta^k-1)^2, \quad \beta^k \geq \beta^k, \quad \beta^k \geq \beta^k,
\]
\[
\{v^{k+1}\} \text{ generated by ADMM (3.18) satisfies convergence condition (2.12) with}
\]
\[
H_0^k = \left( \begin{array}{cc}
(\beta^k)^2 A_2^T A_2 & 0 \\
0 & \frac{1}{\lambda} I
\end{array} \right),
\]
\[
r^k = \beta^k, \quad z = x_2, \quad T^k = x_2^{k+1}, \quad \text{and} \quad \Theta^k = (1 - \gamma)^2 (\beta^k-1)^2 \left\| A_1x_1^k + A_2x_2^k - b \right\|^2.
\]
**Proof.** According to (3.19), we obtain, \( \forall x_2, \)
\[
f_2(x_2) - f(x_2) + (x_2 - x_2^k)^T \{-A_2^T \lambda^k + \beta^k A_2^T (A_1x_1^k + A_2x_2^k - b)\} \geq \frac{\sigma}{2} \left\| x_2^k - x_2 \right\|^2.
\]
(3.26)

Putting (3.19) with \( x_2 = x_2^k \) and (3.26) with \( x_2 = x_2^{k+1} \) together gives
\[
(x_2^k - x_2^{k+1})^T A_2^T \{\lambda^k - \lambda^k - \beta^k (A_1x_1^k + A_2x_2^k - b) + \beta^k (A_1x_1^{k+1} + A_2x_2^{k+1} - b)\} \\
\geq \sigma \left\| x_2^k - x_2^{k+1} \right\|^2.
\]

According to dual sequence updating, we obtain
\[
(x_2^k - x_2^{k+1})^T A_2^T \{\beta^k (A_1x_1^{k+1} + A_2x_2^{k+1} - b) - (1 - \gamma)\beta^k (A_1x_1^k + A_2x_2^k - b)\} \\
\geq \sigma \left\| x_2^k - x_2^{k+1} \right\|^2.
\]

By rearranging the above inequality, we obtain
\[
\beta^k (x_2^k - x_2^{k+1})^T A_2^T (A_1x_1^{k+1} + A_2x_2^{k+1} - b) \\
\geq (1 - \gamma)\beta^k (x_2^k - x_2^{k+1})^T A_2^T (A_1x_1^k + A_2x_2^k - b) + \sigma \left\| x_2^k - x_2^{k+1} \right\|^2 \\
\geq (1 - \gamma)\beta^k (x_2^k - x_2^{k+1})^T A_2^T (A_1x_1^k + A_2x_2^k - b) + \sigma' \left\| A_2(x_2^k - x_2^{k+1}) \right\|^2,
\]
(3.27)

where \( \sigma' = \sigma / \sigma_{\text{max}}(A_2^T A_2) \). As \( \{\beta^k\} \) is non-decreasing, we have
\[
(1 - \gamma)\beta^k (x_2^k - x_2^{k+1})^T A_2^T (A_1x_1^k + A_2x_2^k - b) \\
\geq -\frac{1}{2} \|A_2(x_2^k - x_2^{k+1})\|^2 - \frac{(1 - \gamma)^2 (\beta^k)^2}{2(\beta^k + \sigma')} \|A_1x_1^k + A_2x_2^k - b\|^2 \\
\geq -\frac{1}{2} \|A_2(x_2^k - x_2^{k+1})\|^2 - \frac{(1 - \gamma)^2 (\beta^k)^2}{2(\beta^k + \sigma')} \|A_1x_1^k + A_2x_2^k - b\|^2.
\]
(3.28)
Note that
\[
- \frac{1}{\beta^k + \sigma'} \| A_1 x_1^k + A_2 x_2^k - b \|^2 = - \frac{1}{\beta^k + \sigma'} (\beta^k + \sigma' - \beta^k) \| A_1 x_1^k + A_2 x_2^k - b \|^2 \\
= \beta^k \| A_1 x_1^{k+1} + A_2 x_2^{k+1} - b \|^2 - (\beta^k - \frac{\sigma' \beta^k}{\beta^k + \sigma'}) \| A_1 x_1^k + A_2 x_2^k - b \|^2 \\
- \beta^k \| A_1 x_1^{k+1} + A_2 x_2^{k+1} - b \|^2. 
\]

According to (3.24), (3.27), (3.28) and (3.29), we obtain
\[
\| v^k - \tilde{v}^k \|^2 G = \beta^k \| A_2 (x_2^k - x_2^{k+1}) \|^2 + (2 - \gamma) \beta^k \| A_1 x_1^{k+1} + A_2 x_2^{k+1} - b \|^2 \\
+ 2 \beta^k (x_2^k - x_2^{k+1})^T A_2^2 (A_1 x_1^{k+1} + A_2 x_2^{k+1} - b) \\
\geq (1 + \gamma - \gamma^2) \beta^k \| A_1 x_1^{k+1} + A_2 x_2^{k+1} - b \|^2 \\
+ (1 - \gamma)^2 (\beta^k \| A_1 x_1^{k+1} + A_2 x_2^{k+1} - b \|^2 - (\beta^k - \frac{\sigma' \beta^k}{\beta^k + \sigma'}) \| A_1 x_1^k + A_2 x_2^k - b \|^2). 
\]

Then, according to \( \gamma \in (0, \frac{1 + \sqrt{5}}{2}) \) and condition (3.25), we have
\[
\beta^k \| v^k - \tilde{v}^k \|^2 G \geq (1 - \gamma)^2 \{ (\beta^k)^2 \| A_1 x_1^{k+1} + A_2 x_2^{k+1} - b \|^2 - (\beta^k - \frac{\sigma' \beta^k}{\beta^k + \sigma'}) \| A_1 x_1^k + A_2 x_2^k - b \|^2 \}.
\]

Again using condition (3.25), we have
\[
\beta^k \{ \| v^{k+1} - v^* \|^2_{H^k} + \sigma \| x_2^{k+1} - x_2^* \|^2 - \| v^k - v^* \|^2_{H^k} \} \geq \| v^{k+1} - v^* \|^2_{H^k} - \| v^k - v^* \|^2_{H^k}.
\]

The proof is complete. \( \Box \)

**Remark 2.** There are scalars \( \delta > 0 \) such that \( \beta^k = \delta k \) satisfies (3.25), we can obtain \( O(1/k^2) \) convergence. Note that this result has been pointed out in [33] for the special case \( \gamma = 1 \), we extend it to \( \gamma \in (0, (1 + \sqrt{5})/2) \) by the prediction-correction framework (2.7) and (2.8) satisfying convergence condition (2.12).

Next we consider an interesting case of (P2) with \( f_1(x_1) = g^T x_1 \) where \( g \in \mathbb{R}^{n_1} \). It is reported in [6] that ADMM (3.18) is convergent with fixed \( \beta^k \) and \( \gamma \in (0, 2) \). Based on Theorem 2.5 and the following result, we can establish \( O(1/K^2) \) ergodic convergence rate when \( f_2 \) is additional \( \sigma \)-strongly convex.

**Theorem 3.4.** If \( f_1(x_1) = g^T x_1 \) with \( g \in \mathbb{R}^{n_1} \) and \( f_2 \) is \( \sigma \)-strongly convex, for \( \gamma \in (0, 2) \) and
\[
\beta^k \left( \beta^k + \frac{\sigma}{\sigma_{\max}(A_2^T A_2)} \right) \geq (\beta^k)^2,
\]
then \( \{v^{k+1}\} \) generated by ADMM (3.18) satisfies that
\[
g^T X_1^k + f_2(X_2^k) - g^T x_1^* - f_2(x_2^*) \leq O(1/K),
\]
\[
\| A_1 x_1^k + A_2 x_2^k - b \| \leq O(1/K),
\]
where \( X^K = \sum_{k=0}^{k=K} \beta^k x_1^k / K, \ X_2^K = \sum_{k=0}^{k=K} \beta^k x_2^k / K \) and \( \Pi^K = \sum_{k=0}^{K} \beta^k \).

**Proof.** Let \( (x_1^*, x_2^*, \lambda^*) \) be a saddle point, we can obtain
\[
\begin{align*}
g &= A_1^T \lambda^*, \\
f_2(x_2) - f_2(x_2^*) - (x_2 - x_2^*)^T A_2^T \lambda^* &\geq 0, \\
A_1 x_1^* + A_2 x_2^* = b.
\end{align*}
\]
From the optimality condition we obtain
\[
\begin{aligned}
g - A_1^T (\lambda^k - \beta^k (A_1 x_1^{k+1} + A_2 x_2^k - b)) = 0, \\
f_2(x_2) - f_2(x_2^{k+1}) - (x_2 - x_2^{k+1})^T A_2^T (\lambda^k - \beta^k (A_1 x_1^{k+1} + A_2 x_2^{k+1} - b)) \\
\geq \frac{\sigma}{2} \|x_2^{k+1} - x_2\|^2, \\
\lambda^{k+1} = \lambda^k - \gamma^k \beta^k (A_1 x_1^{k+1} + A_2 x_2^{k+1} - b).
\end{aligned}
\] (3.33a, 3.33b, 3.33c)

According to (3.32a), (3.32c) and (3.33a) we obtain
\[
A_1^T (\lambda^k - \lambda^* - \beta^k A_2(x_2^k - x_2^k) - \beta^k A_1(x_1^{k+1} - x_1^*) = 0. \tag{3.34}
\]

Let \( P \in \mathbb{R}^{m \times m} \) be the projection matrix on the range space of \( A_1 \). We have \( PA_1 = A_1 \) and \( P^2 = P \). Then it follows from (3.34) that
\[
A_1(x_1^{k+1} - x_1^*) = \frac{1}{\beta^k} (\lambda^k - \lambda^*) - P(A_2(x_2^k - x_2^k)). \tag{3.35}
\]

According to (3.33b) and (3.35) we obtain
\[
\begin{aligned}
f_2(x_2^k) - f_2(x_2^{k+1}) - (x_2^k - x_2^{k+1})^T A_2^T \lambda^* \\
\geq (x_2^k - x_2^{k+1})^T A_2^T (\lambda^k - \lambda^* - \beta^k (A_1 x_1^{k+1} + A_2 x_2^{k+1} - b)) + \frac{\sigma}{2} \|x_2^{k+1} - x_2\|^2 \\
= (x_2^k - x_2^{k+1})^T A_2^T ((I - P)(\lambda^k - \lambda^*) + \beta^k P(A_2(x_2^k - x_2^k)) + \beta^k \|x_2^{k+1} - x_2\|^2_A^2 + \frac{\sigma}{2} \|x_2^{k+1} - x_2\|^2.
\end{aligned}
\] (3.36)

Since \( P^2 = P \), we have
\[
(x_2^k - x_2^{k+1})^T A_2^T P(A_2(x_2^k - x_2^k)) \geq -\frac{1}{2} (\|P(A_2(x_2^k - x_2^{k+1}))\|^2 + \|P(A_2(x_2^k - x_2^k))\|^2). \tag{3.37}
\]

According to (3.32c), (3.33c) and (3.35) we can obtain
\[
\lambda^{k+1} - \lambda^* = \lambda^k - \lambda^* + \gamma^k (\beta^k P(A_2(x_2^k - x_2^k)) - P(\lambda^k - \lambda^*) - \beta^k A_2(x_2^{k+1} - x_2^k)).
\]

Then, based on the fact \( P^2 = P \), we obtain
\[
(I - P)(\lambda^{k+1} - \lambda^*) = (I - P)(\lambda^k - \lambda^*) - \gamma^k \beta^k (I - P)(A_2(x_2^{k+1} - x_2^k)). \tag{3.38}
\]

This means
\[
\|(I - P)(\lambda^{k+1} - \lambda^*)\|^2 = \|(I - P)(\lambda^k - \lambda^*)\|^2 + \gamma^2 \beta^2 \|(I - P)(A_2(x_2^{k+1} - x_2^k))\|^2 - 2\gamma \beta \|(\lambda^k - \lambda^*, (I - P)(A_2(x_2^{k+1} - x_2^k)))\|^2. \tag{3.39}
\]

Combining (3.36), (3.37) and (3.39), we obtain
\[
\begin{aligned}
f_2(x_2^k) - f_2(x_2^{k+1}) - (x_2^k - x_2^{k+1})^T A_2^T \lambda^* \\
\geq \frac{1}{2\gamma \beta} \|(I - P)(\lambda^{k+1} - \lambda^*)\|^2 - \frac{1}{2\gamma \beta} \|(I - P)(\lambda^k - \lambda^*)\|^2 + \frac{\sigma}{2} \|x_2^{k+1} - x_2\|^2 \\
+ \frac{\beta^k}{2} \|P(A_2(x_2^{k+1} - x_2^k))\|^2 - \frac{\beta^k}{2} \|P(A_2(x_2^k - x_2^k))\|^2 \\
+ \beta^k (1 - \frac{\gamma}{2}) \|(I - P)(A_2(x_2^{k+1} - x_2^k))\|^2.
\end{aligned}
\] (3.40)
According to (3.32a) and (3.32c), we have
\[ g^T x_1^k + f_2(x_2^k) - g^T x_1^{k+1} - f_2(x_2^{k+1}) + (\lambda^*)^T (A_1 x_1^{k+1} + A_2 x_2^{k+1} - b) \]
\[ = f_2(x_2^k) - f_2(x_2^{k+1}) - (x_2^* - x_2^{k+1})^T A_2^T \lambda^*. \]  
(3.41)

Note that
\[ \frac{\sigma}{2} \| x_2^{k+1} - x_2^* \|^2 \geq \frac{\sigma}{2\sigma_{\text{max}}(A_2^T A_2)} \| A_2 (x_2^{k+1} - x_2^*) \|^2 \]
\[ \geq \frac{\sigma}{2\sigma_{\text{max}}(A_2^T A_2)} \| P(A_2 (x_2^{k+1} - x_2^*)) \|^2. \]  
(3.42)

Combining (3.31), (3.40), (3.41) and (3.42), we can deduce
\[ \beta^k \left( g^T x_1^k + f_2(x_2^k) - g^T x_1^{k+1} - f_2(x_2^{k+1}) + (\lambda^*)^T (A_1 x_1^{k+1} + A_2 x_2^{k+1} - b) \right) \]
\[ \geq \frac{1}{2\gamma} \||I - P(\lambda^{k+1} - \lambda^*)\| - \frac{1}{2\gamma} \||I - P(\lambda^k - \lambda^*)\| + \left( \frac{\beta^{k+1}}{2} \right) \| P(A_2 (x_2^{k+1} - x_2^*)) \|^2 \]
\[ - \left( \frac{\beta^k}{2} \right) \| P(A_2 (x_2^k - x_2^*)) \|^2 + \left( \frac{\beta^k}{2} \right) (1 - \frac{\gamma}{2}) \||I - P(A_2 (x_2^{k+1} - x_2^*))\|^2. \]

Adding both sides of the above inequality from \( k = 0 \) to \( k = K \) implies that
\[ g^T X_1^K + f_2(X_2^K) - g^T x_1 - f_2(x_2) - (\lambda^*)^T (A_1 X_1^K + A_2 X_2^K - b) \leq O\left( \frac{1}{\sum_{k=0}^{K} \beta^k} \right). \]

Combining Lemmas 2.3 and 2.4 completes the proof. \( \square \)

**Remark 3.** There are scalars \( \delta > 0 \) such that \( \beta^k = \delta k \) satisfies (3.31) hence \( O(1/k^2) \) convergence rate can be obtained.

### 3.2.2. Linearized ADMM

We study the linearized ADMM (LADMM):
\[
\begin{cases}
  x_1^{k+1} = \arg \min_{x_1} L_{\beta^k}(x_1, x_2^k, \lambda^k), \\
  x_2^{k+1} = \arg \min_{x_2} \left\{ L_{\beta^k}(x_1^{k+1}, x_2, \lambda^k) + \frac{1}{2} \| x_2 - x_2^k \|_{D^k}^2 \right\}, \\
  \lambda^{k+1} = \lambda^k - \beta^k (A_1 x_1^{k+1} + A_2 x_2^{k+1} - b),
\end{cases}
\]  
(3.43)

where
\[ D^k = \tau r \beta^k I - \beta^k A_2^T A_2. \]  
(3.44)

Then \( D^k = \tau D_1^k + (\tau - 1) \beta^k A_2^T A_2 \), where
\[ D_1^k = r \beta^k I - \beta^k A_2^T A_2. \]

The \( O(1/k) \) convergence rate is established in [13] when \( \tau \in [\frac{1}{2}, 1], \beta^k = \beta \) and \( r > \| A_2 \|^2 \). It means that \( D^k \) may be indefinite so that more efficient numerical performance could be expected in general. The main result of this section is to establish \( O(1/k^2) \) convergence rate under strongly convex assumption.

Using the optimality condition of \( x_2 \)-subproblem in LADMM (3.43) and the fact that \( f_2 \) is \( \sigma \)-strongly convex, we obtain, \( \forall x_2 \),
\[
f_2(x_2) - f(x_2^{k+1}) + (x_2 - x_2^{k+1})^T \left\{ -A_2^T \lambda^k + \beta^k A_2^T (A_1 x_1^{k+1} + A_2 x_2^{k+1} - b) \right\} + D^k (x_2^{k+1} - x_2^k) \geq \frac{\sigma}{2} \| x_2^{k+1} - x_2^k \|^2. \]
(3.45)

Hence, similar as the analysis in [13], we can write LADMM as the following scheme:
[Prediction Step.] With given $v^k$, find $\tilde{v}^k$ such that,

$$f(x) - f(x^k) + (u - \tilde{u}^k)^T F(\tilde{u}^k) \geq (v - \tilde{v}^k)^T Q^k (v - \tilde{v}^k) + \frac{\sigma}{2} \|x^k - x\|^2, \forall u,$$

where $Q^k = \begin{pmatrix} \tau r^k I & 0 \\ -A_2 & \frac{1}{\beta^k} I \end{pmatrix}$.

(3.46)

[Correction Step.] Update $v^{k+1}$ by

$$v^{k+1} = v^k - M^k (v^k - \tilde{v}^k),$$

(3.47)

where $M^k = \begin{pmatrix} I & 0 \\ -\beta^k A_2 & I \end{pmatrix}$.

(3.48)

We define

$$H^k = \begin{pmatrix} \tau r^k & 0 \\ 0 & \frac{1}{\beta^k} I \end{pmatrix},$$

$$G^k = (Q^k)^T + Q^k - (M^k)^T H^k M^k = \begin{pmatrix} D^k & 0 \\ 0 & \frac{1}{\beta^k} I \end{pmatrix}.$$  

Since $\lambda^{k+1} = \lambda^k - \beta^k (A_1 x_1^{k-1} + A_2 x_2^{k-1} - b) = \lambda^k - (\lambda^k - \tilde{\lambda}^k) + \beta^k A_2 (x_2^k - x_2^k)$, we have

$$\|v^k - \tilde{v}^k\|^2_{G^k} = \|x^k - x_2^{k-1}\|^2_{D^k} + \frac{1}{\beta^k} \|\lambda^k - \tilde{\lambda}^k\|^2$$

$$= \tau r^k \|x_2^k - x_2^{k-1}\|^2 + \frac{1}{\beta^k} \|\lambda^k - \lambda^{k+1}\|^2 + 2(x_2^k - x_2^{k-1})^T A_2^T (\lambda^k - \lambda^{k+1}).$$

(3.49)

According to Theorem 2.5, it is sufficient to show the following result.

THEOREM 3.5. If $f_2$ is $\sigma$-strongly convex, for $D^k$ given in (3.44) with $\tau \in [\frac{1}{4}, 1]$, $r > \|A_2\|^2$ and

$$\beta^k (\tau r^k + \sigma) \geq \tau r (\beta^k + 1)^2, \beta^k \geq \beta^k, \forall k,$$

(3.50)

then $\{v^{k+1}\}$ generated by LADMM (3.43) satisfies convergence condition (2.12) with

$$H_0^k = \begin{pmatrix} (\tau r^k \beta^k)^2 & 0 \\ 0 & I \end{pmatrix},$$

$r^k = \beta^k, z = x_2, \tilde{z}^k = x_2^{k+1},$ and $\Theta^k = \frac{1}{2} \|x_2^{k-1} - x_2^k\|^2_{\tau^2 \beta^k D^k_T + (1-\tau^2)(\beta^k)^2 A_2^2 A_2}.$

Proof. According to (3.45), we obtain, $\forall x_2$,

$$f_2(x_2) - f(x_2^k) + (x_2 - x_2^k)^T \Theta^k (x_2 - x_2^k) \geq \frac{\sigma}{2} \|x_2^k - x_2\|^2.$$  

(3.51)

Putting (3.45) with $x_2 = x_2^k$ and (3.51) with $x_2 = x_2^{k+1}$ together yields that

$$(x_2^k - x_2^{k+1})^T \Theta^k (x_2^k - x_2^{k+1}) \geq \sigma \|x_2^k - x_2^{k+1}\|^2.$$  

(3.52)
Since $r > \|A_2\|^2$, $D^k > 0$. By using Cauchy-Schwarz inequality, for $\tau \in [\frac{3}{4}, 1]$ and non-decrease of $\{\beta^k\}$, we have

\[
(x^k_2 - x^{k+1}_2)^T D^{k-1}(x^k_2 - x^{k+1}_2) = (x^k_2 - x^{k+1}_2)^T \{\tau D^{k-1}_1 - (1 - \tau)\beta^k A^T_2 \} (x^k_2 - x^{k+1}_2) \\
\geq \frac{1}{2} \|x^k_2 - x^{k+1}_2\|^2_{\tau D^{k-1}_1 + (1 - \tau)\beta^k A^T_2} - \frac{1}{2} \|x^k_2 - x^{k+1}_2\|^2_{\tau D^{k-1}_1 + (1 - \tau)\beta^k A^T_2} A_2 \\
\geq -\frac{1}{2} \|x^k_2 - x^{k+1}_2\|^2_{\tau D^{k-1}_1 + (1 - \tau)\beta^k A^T_2} - \frac{1}{2} \|x^k_2 - x^{k+1}_2\|^2_{\tau D^{k-1}_1 + (1 - \tau)\beta^k A^T_2} A_2.
\]

Combining (3.52) and (3.53), we obtain

\[
(x^k_2 - x^{k+1}_2)^T A^T_2 (\lambda^k - \lambda^{k+1}) \geq (x^k_2 - x^{k+1}_2)^T \{D^{k}(x^k_2 - x^{k+1}_2) + D^{k-1}(x^k_2 - x^{k+1}_2)\} + \sigma \|x^k_2 - x^{k+1}_2\|^2 \\
\geq \|x^k_2 - x^{k+1}_2\|^2_{D^k} - \frac{1}{2} \|x^k_2 - x^{k+1}_2\|^2_{\tau D^{k-1}_1 + (1 - \tau)\beta^k A^T_2 A_2} + \sigma \|x^k_2 - x^{k+1}_2\|^2 \\
- \frac{1}{2} \|x^k_2 - x^{k+1}_2\|^2_{\tau D^{k-1}_1 + (1 - \tau)\beta^k A^T_2 A_2} A_2 \\
= \frac{1}{2} \|x^k_2 - x^{k+1}_2\|^2_{\tau D^{k-1}_1 + (1 - \tau)\beta^k A^T_2 A_2} A_2 \\
- \frac{1}{2} \|x^k_2 - x^{k+1}_2\|^2_{\tau D^{k-1}_1 + (1 - \tau)\beta^k A^T_2 A_2} - 2(1 - \tau)\beta^k \|x^k_2 - x^{k+1}_2\|^2_{A^T_2 A_2}.
\]

Again using Cauchy-Schwarz inequality and $\tau \in [\frac{3}{4}, 1]$, we obtain

\[
(x^k_2 - x^{k+1}_2)^T A^T_2 (\lambda^k - \lambda^{k+1}) \geq -\frac{\beta^k}{2(5 - 4\tau)} \|x^k_2 - x^{k+1}_2\|^2_{A^T_2 A_2} - \frac{5 - 4\tau}{2\beta^k} \|\lambda^k - \lambda^{k+1}\|^2 \\
\geq -(\tau - \frac{1}{2})\beta^k \|x^k_2 - x^{k+1}_2\|^2_{A^T_2 A_2} - \frac{5 - 4\tau}{2\beta^k} \|\lambda^k - \lambda^{k+1}\|^2.
\]

Then based on (3.49), (3.54) and (3.55), we obtain

\[
\|v^k - \tilde{v}^k\|^2_{\tilde{v}^k} = \tau\beta^k \|x^k_2 - x^{k+1}_2\|^2 + \frac{1}{\beta^k} \|\lambda^k - \lambda^{k+1}\|^2 + 2(x^k_2 - x^{k+1}_2)^T A^T_2 (\lambda^k - \lambda^{k+1}) \\
\geq \frac{1}{2} \|x^k_2 - x^{k+1}_2\|^2_{\tau D^{k+1}_1 + (1 - \tau)\beta^k A^T_2 A_2} + \sigma \|x^k_2 - x^{k+1}_2\|^2 - \frac{1}{2} \|x^k_2 - x^{k+1}_2\|^2_{\tau D^{k+1}_1 + (1 - \tau)\beta^k A^T_2 A_2} \\
+ \tau \|x^k_2 - x^{k+1}_2\|^2_{D^k} + 2(\tau - \frac{3}{4}) \{\beta^k \|x^k_2 - x^{k+1}_2\|^2_{A^T_2 A_2} + \frac{1}{2}\beta^k \|\lambda^k - \lambda^{k+1}\|^2\}.
\]

Again using $\tau \in [\frac{3}{4}, 1]$, we have

\[
\tau D^k + (1 - \tau)\beta^k A^T_2 A_2 = \tau \rho^k I + (1 - 2\tau)\beta^k A^T_2 A_2 \geq \tau \rho^k I + (1 - 2\tau)\beta^k A^T_2 A_2.
\]

Hence, according to condition (3.50), we have

\[
\beta^k \{\tau D^k + (1 - \tau)\beta^k A^T_2 A_2 + \sigma I\} \geq \tau \rho^k (\beta^k)^2 I + 2\sigma I \beta^k + (1 - 2\tau)(\beta^{k+1})^2 A^T_2 A_2 \\
\geq \tau \rho^k (\beta^{k+1})^2 I + (1 - 2\tau)(\beta^{k+1})^2 A^T_2 A_2 = \tau \rho^k D^{k+1} + (1 - \tau)(\beta^{k+1})^2 A^T_2 A_2.
\]
Ignoring nonnegative terms and multiplying both sides of (3.56) by \( \beta^k \) and then combining it with (3.57) yields that

\[
\beta^k \|v^k - \tilde{v}^k\|_G^2 \geq \frac{1}{2} \|x_2^k - x_2^{k+1}\|^2_{\tau_1 \beta^k D_1 + (1-\tau_1)\beta^k A_2^T A_2} - \frac{1}{2} \|x_2^{k-1} - x_2^k\|^2_{\tau_2 \beta^k D_1^T + (1-\tau_2)\beta^k A_2^T A_2}.
\]  

(3.58)

According to the structure of \( H^k \) and condition (3.50), we have

\[
\beta^k \{\|v^{k+1} - v^*\|_{H^k}^2 + \sigma \|x_2^{k+1} - x_2^*\|^2 - \|v^k - v^*\|_{H^k}^2\} \geq \|v^{k+1} - v^*\|_{H_{0+1}}^2 - \|v^k - v^*\|_{H_{0+1}}^2.
\]  

(3.59)

Combining (3.58) and (3.59) completes the proof. \( \square \)

**Remark 4.** There is a \( \delta > 0 \) such that \( \beta^k = \delta k \) satisfies (3.50).

**3.2.3. Symmetric ADMM.** We consider the symmetric ADMM (SADMM) for solving (P2):

\[
(SADMM) \quad \begin{cases} 
  x_1^{k+1} = \arg \min_{x_1} \{L_{\beta^k}(x_1, x_2^k, \lambda^k), \\
  \tilde{\lambda}^k = \lambda^k - \gamma_1^k \beta^k (A_1 x_1^{k+1} + A_2 x_2^k - b), \\
  x_2^{k+1} = \arg \min_{x_2} \{L_{\beta^k}(x_1^{k+1}, x_2, \tilde{\lambda}^k), \\
  \lambda^{k+1} = \tilde{\lambda}^k - \gamma_2^k \beta^k (A_1 x_1^{k+1} + A_2 x_2^{k+1} - b). 
\end{cases}
\]

(3.60)

With fixed \( \gamma_1, \gamma_2 \) and \( \beta^k \), SADMM has an \( O(1/k) \) convergence rate [11, 10]. We extend this result to \( O(1/k^2) \) with dynamic parameters under proper conditions.

Using the optimality condition of \( x_2 \)-subproblem in SADMM (3.60) and the fact that \( f_2 \) is \( \sigma \)-strongly convex, we obtain, \( \forall x_2, \)

\[
f_2(x_2) - f((x_2^{k+1} + (x_2 - x_2^{k+1})^T \{-A_2^T \tilde{\lambda}^k + \beta^k A_2^T (A_1 x_1^{k+1} + A_2 x_2^{k+1} - b)\}) \geq \frac{\sigma}{2} \|x_2^{k+1} - x_2\|^2.
\]

(3.61)

Similar to the analysis in [11], we can write SADMM as the scheme:

**[Prediction Step.]** With given \( v^k \), find \( \tilde{w}^k \) such that

\[
f(x) - f(x^k) + (u - \tilde{w}^k)^T F(\tilde{w}^k) \geq (v - \tilde{w}^k)^T Q^k (v^k - \tilde{w}^k) + \frac{\sigma}{2} \|x_2^k - x_2\|^2, \quad \forall u,
\]

where

\[
Q^k = \begin{pmatrix} \beta^k A_2^T A_2 & -\gamma_1^k A_2^T \\ -A_2 & \frac{1}{\beta^k} I \end{pmatrix}
\]

(3.62)

**[Correction Step.]** Update \( v^{k+1} \) by

\[
v^{k+1} = v^k - M^k (v^k - \tilde{w}^k),
\]

where

\[
M^k = \begin{pmatrix} I & 0 \\ -\gamma_2^k \beta^k A_2 & (\gamma_1^k + \gamma_2^k) I \end{pmatrix}
\]

(3.63)
We define
\[ H^k = \frac{1}{\gamma_1^k + \gamma_2^k} \begin{pmatrix} (\gamma_1^k + \gamma_2^k - \gamma_1^k \gamma_2^k) \beta^k A_2^T A_2 & -\gamma_1^k A_2^T \\ -\gamma_1^k A_2 & \frac{1}{\beta^k} I \end{pmatrix}, \]
\[ G^k = (Q^k)^T + Q^k - (M^k)^T H^k M^k = \begin{pmatrix} (1 - \gamma_2^k) \beta^k A_2^T A_2 & -(1 - \gamma_2^k) A_2^T \\ -(1 - \gamma_2^k) A_2 & \frac{2 - \gamma_2^k}{\beta^k} I \end{pmatrix}. \]

Clearly, \( G^k \geq 0 \) if \((1 - \gamma_1^k)(1 - \gamma_2^k) \geq 0 \). According to Theorem 2.5, it is sufficient to prove the following result.

**Theorem 3.6.** Suppose \( f_2 \) is \( \sigma \)-strongly convex.

(i) For \( \gamma_1^k + \gamma_2^k = 1 \), \( \gamma_1 = 1/\beta^k \), \( \beta^k \geq 1 \) and
\[ \beta^k \left( \beta^k + \frac{\sigma}{\sigma_{\text{max}}(A_2^T A_2)} \right) \geq (\beta^k+1)^2, \beta^k+1 \geq \beta^k, \forall k, \quad (3.64) \]
\{v^{k+1}\} generated by SADMM (3.60) satisfies convergence condition (2.12) with
\[ H_0^k = \begin{pmatrix} ((\beta^k)^2 - \beta^k + 1) A_2^T & -A_2^T \\ -A_2 & I \end{pmatrix}, \]
\[ r^k = \beta^k, z = x_2, \tilde{z}^k = x_2^{k+1} \text{ and } \Theta^k = 0. \]

(ii) For \( \gamma_2^k = 1 \), \( \gamma_1 = 1/\beta^k \) and
\[ (\beta^k)^2 + \frac{\sigma}{\sigma_{\text{max}}(A_2^T A_2)} (1 + \beta^k) \geq (\beta^k+1)^2, \quad (3.65) \]
\{v^{k+1}\} generated by SADMM (3.60) satisfies convergence condition (2.12) with
\[ H_0^k = \begin{pmatrix} (\beta^k)^2 A_2^T & -A_2^T \\ -A_2 & I \end{pmatrix}, \]
\[ r^k = \beta^k+1, z = x_2, \tilde{z}^k = x_2^{k+1} \text{ and } \Theta^k = 0. \]

**Proof.** The conditions given in either (i) or (ii) imply that \( H \geq 0 \) and \( G^k \geq 0 \).

(i) Since \( \gamma_1^k + \gamma_2^k = 1 \), \( \gamma_1 = 1/\beta^k \), we have
\[ H^k = \frac{1}{\beta^k} \begin{pmatrix} ((\beta^k)^2 - \beta^k + 1) A_2^T & -A_2^T \\ -A_2 & I \end{pmatrix}. \]
According to (3.64), we have
\[ ((\beta^k)^2 - \beta^k + 1) A_2^T A_2 + \sigma \beta^k I \geq ((\beta^k)^2 - \beta^k+1 + 1) A_2^T A_2 + \frac{\sigma}{\sigma_{\text{max}}(A_2^T A_2)} \beta^k A_2^T A_2 \]
\[ \geq ((\beta^k+1)^2 - \beta^k+1 + 1) A_2^T A_2. \]

Hence,
\[ \beta^k \left( \|v^{k+1} - v^*\|_{H^k}^2 + \sigma \|x_2^{k+1} - x_2^k\|^2 - \|v^k - v^*\|_{H^k}^2 \right) \geq \|v^{k+1} - v^*\|_{H^k}^2 - \|v^k - v^*\|_{H^k}^2. \]

(ii) Since \( \gamma_2^k = 1 \) and \( \gamma_1 = 1/\beta^k \), we obtain
\[ H^k = \frac{1}{1 + \beta^k} \begin{pmatrix} (\beta^k)^2 A_2^T & -A_2^T \\ -A_2 & I \end{pmatrix}. \]
Hence, under condition (3.65), we obtain

\[(\beta^k)^2A_2^TA_2 + (1 + \beta^k)\sigma I \succeq \left( (\beta^k)^2 + (1 + \beta^k) \frac{\sigma}{\sigma_{\text{max}}(A_2^TA_2)} \right) A_2^TA_2 \]
\[\succeq (\beta^k+1)^2A_2^TA_2.\]

Then it holds that

\[(1 + \beta^k) \left( \|v^{k+1} - v^*)_H^2 + \sigma \|x_{k+1}^* - x_k^2\|^2 - \|v^k - v^*)_H^2 \right) \]
\[\geq \|v^{k+1} - v^*)_H^2 - \|v^k - v^*)_H^2.\]

The proof is complete as $G^k \succeq 0$. \( \square \)

**Remark 5.** There exists $\delta > 0$ such that $\beta^k = \delta k$ satisfies either condition (3.64) or (3.65). We can multiply the objective function by a positive scalar to adjust the strongly convex parameter to satisfying $\beta^k \geq 1$.

### 4. Acceleration under gradient Lipschitz continuous assumption.

We study (P3). Let

\[
x = \begin{pmatrix} x_1 \\ x_2 \\ \vdots \\ x_m \end{pmatrix}, \quad u = \begin{pmatrix} x_1 \\ x_2 \\ \vdots \\ x_m \end{pmatrix}, \quad v = \begin{pmatrix} A_2x_2 \\ \vdots \\ A_mx_m \end{pmatrix} \quad \text{and} \quad F(u) = \begin{pmatrix} -A^T\lambda \\ -A_2^T\lambda \\ \vdots \\ -A_m^T\lambda \\ Ax - b \end{pmatrix}. \tag{4.1}
\]

It has been shown in [4] that classic ADMM for three block may not be convergent. We consider the following two prediction-correction frameworks [14, 15] with dynamic $\beta^k$ for solving (P3):

### [Prediction Step.]

\[
\begin{align*}
\overline{x}_1^k &= \arg\min_{x_1} L_{\beta^k}(x_1, x_2^k, \ldots, x_m^k, \lambda^k), \\
\overline{x}_2^k &= \arg\min_{x_2} L_{\beta^k}(\overline{x}_1^k, x_2, x_3^k, \ldots, x_m^k, \lambda^k), \\
\vdots \\
\overline{x}_j^k &= \arg\min_{x_j} L_{\beta^k}(\overline{x}_1^k, \ldots, x_j, x_{j+1}^k, \ldots, x_m^k, \lambda^k), \\
\vdots \\
\overline{x}_m^k &= \arg\min_{x_m} L_{\beta^k}(\overline{x}_1^k, \ldots, \overline{x}_{m-1}^k, x_m, \lambda^k), \\
\overline{\lambda}^k &= \lambda^k - \beta^k(A_1\overline{x}_1^k + \sum_{j=2}^{m} A_jx_j^k - b).
\end{align*}
\tag{4.2}
\]

There are two different correction steps.

### [Correction Step.] (Forward substitution procedure)

\[v^{k+1} = v^k - M^k(v^k - \overline{v}^k), \tag{4.3}\]
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where

\[ M^k = \alpha \begin{pmatrix} I & 0 & \cdots & 0 \\ I & I & \ddots & \vdots \\ \vdots & \vdots & \ddots & \vdots \\ -\beta^k I & \cdots & -\beta^k I & -\beta^k I \end{pmatrix} \]

and \( \alpha \in (0, 1] \). \hfill (4.4)

[Correction Step.] (Backward substitution procedure)

\[ (P^k)^T (v^{k+1} - v^k) = -N^k (v^k - \tilde{v}^k), \hfill (4.5) \]

where

\[
P^k = \begin{pmatrix} \sqrt{\beta^k} I & 0 & \cdots & 0 \\ \sqrt{\beta^k} I & \sqrt{\beta^k} I & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ \sqrt{\beta^k} I & \cdots & \sqrt{\beta^k} I & 0 \\ 0 & \cdots & \sqrt{\beta^k} I & \sqrt{\beta^k} I \end{pmatrix},
\]

\[
N^k = \begin{pmatrix} \sqrt{\beta^k} I & 0 & \cdots & 0 \\ \sqrt{\beta^k} I & \sqrt{\beta^k} I & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ \sqrt{\beta^k} I & \cdots & \sqrt{\beta^k} I & 0 \\ 0 & \cdots & \sqrt{\beta^k} I & \sqrt{\beta^k} I \end{pmatrix}.
\]

and \( \alpha \in (0, 1] \).

Since \( P^k \) is invertible, we can rewrite correct step (4.5) (Backward substitution procedure) as:

\[ v^{k+1} = v^k - M^k (v^k - \tilde{v}^k), \quad M^k = (P^k)^T N^k. \hfill (4.6) \]

The \( \lambda \)-subproblem in (4.2) can be simply rearranged as

\[ \lambda^k - \tilde{\lambda}^k = \beta^k (A_1 \tilde{x}_1^k + \sum_{j=2}^m A_j x_j^k - b). \]

Then according to forward substitution procedure (4.3), we have

\[ \lambda^{k+1} = \lambda^k - \alpha \left( \sum_{j=2}^m \beta^k A_j (\tilde{x}_j^k - x_j^k) + (\lambda^k - \tilde{\lambda}^k) \right) \]

\[ = \lambda^k - \alpha \beta^k \left( \sum_{i=1}^m A_i \tilde{x}_i^k - b \right). \]

Similarly, on the basis of backward substitution procedure (4.5), we can reduce

\[
\frac{1}{\sqrt{\beta^k}} (\lambda^{k+1} - \lambda^k) = -\frac{\alpha}{\sqrt{\beta^k}} \left( \sum_{j=2}^m \beta^k A_j (\tilde{x}_j^k - x_j^k) + (\lambda^k - \tilde{\lambda}^k) \right) \]

\[ = -\frac{\alpha \beta^k}{\sqrt{\beta^k}} \left( \sum_{i=1}^m A_i \tilde{x}_i^k - b \right). \]
Hence, both two correction steps satisfy that:
\[ \lambda^{k+1} = \lambda^k - \alpha \beta^k (\sum_{i=1}^{m} A_i \tilde{x}_i^k - b). \]

Then using the optimality condition of \( x_m \)-subproblem in prediction step (4.2) and the fact that \( f_m \) is \( L \)-gradient Lipschitz continuous, we have, \( \forall x_m \),
\[
\begin{align*}
&f_m(x_m) - f_m(\tilde{x}_m) + (x_m - \tilde{x}_m)^T \{- A_m^T \lambda^k + \beta_k A_m^T (\sum_{i=1}^{m} A_i \tilde{x}_i^k - b)\} \\
&\geq (x_m - \tilde{x}_m)^T \{\nabla f_m(\tilde{x}_m) - A_m^T \lambda^k + \beta_k A_m^T (\sum_{i=1}^{m} A_i \tilde{x}_i^k - b)\} \\
&+ \frac{1}{2L} \| \nabla f_m(\tilde{x}_m) - \nabla f_m(x_m) \|^2,
\end{align*}
\]
and
\[
0 = \nabla f_m(\tilde{x}_m) - A_m^T \lambda^k + \beta_k A_m^T (\sum_{i=1}^{m} A_i \tilde{x}_i^k - b) = \nabla f_m(\tilde{x}_m) + (\frac{1}{\alpha} - 1) A_m^T \lambda^k - \frac{1}{\alpha} A_m^T \lambda^{k+1}.
\]

Since \( 0 = \nabla f_m(x^*_m) - A_m^T \lambda^* \), it follows from (4.8) that
\[
\begin{align*}
\frac{1}{2L} \| \nabla f_m(\tilde{x}_m) - \nabla f_m(x^*_m) \|^2 &= \frac{1}{2L} \| A_m^T ((1 - \frac{1}{\alpha}) \lambda^k + \frac{1}{\alpha} \lambda^{k+1} - \lambda^*) \|^2 \\
&\geq \frac{\sigma_{\text{min}}(A_m A_m^T)}{2L} \| (1 - \frac{1}{\alpha}) \lambda^k + \frac{1}{\alpha} \lambda^{k+1} - \lambda^* \|^2.
\end{align*}
\]

Hence, according to (4.7) and (4.8), and then based on a proof similar to that in [15], we can rewrite prediction step (4.2) as

\[
\text{[Prediction Step.]} \quad \text{With given } v^k, \text{ find } \tilde{u}^k \text{ such that}
\begin{align*}
f(x) - f(\tilde{x}^k) + (u - \tilde{u}^k)^T F(\tilde{u}^k) \\
\geq (v - \tilde{v}^k)^T Q^k (v^k - \tilde{v}^k) + \frac{1}{2L} \| \nabla f_m(\tilde{x}_m) - \nabla f_m(x_m) \|^2, \forall u,
\end{align*}
\]
where
\[
Q^k = \begin{pmatrix}
\beta^k I & 0 & \cdots & \cdots & 0 \\
\beta^k I & \beta^k I & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\beta^k I & \cdots & \beta^k I & \beta^k I & 0 \\
-I & \cdots & -I & -I & \frac{1}{\beta^k I}
\end{pmatrix}.
\]

For prediction-correction framework (4.2) and (4.3), let \( H^k \) and \( G^k \) satisfy (2.9) and (2.10), then we have
\[
H^k = \frac{1}{\alpha} \text{diag}(\beta^k I, \cdots, \beta^k I, \frac{1}{\beta^k I}).
\]
Based on a proof similar to that of Theorem 4.1, we have
\[ f(x^*) - f(x^k) + (u^* - \tilde{u}^k)^T F(\tilde{u}^k) \geq \frac{1}{2} \left( \|v^{k+1} - v^*\|^2_{H_k} - \|v^k - v^*\|^2_{H_k} \right) \]
\[ + \frac{1}{2} \|v^k - \tilde{v}^k\|^2_{G_k} + \sigma_{\min}(A_m A_m^T) \|v^k - v^*\|^2_{H_k}. \]

Based on Theorem 2.5, it is sufficient to prove the following theorem.

**Theorem 4.1.** If \( f_m \) is \( L \)-gradient Lipschitz continuous, and \( \{\beta^k\} \) satisfies that
\[ \frac{1}{(\beta^k)^2} + \frac{\sigma_{\min}(A_m A_m^T)}{L\beta^k} \geq \frac{1}{(\beta^{k+1})^2} + (1 - \alpha) \frac{\sigma_{\min}(A_m A_m^T)}{L\beta^{k+1}}, \quad (4.12) \]
then \( \{v^{k+1}\} \) generated by prediction-correction framework (4.2) and (4.3) satisfies convergence condition (2.12) with
\[ H_0^k = \frac{1}{\alpha} \text{diag} \left( I, \cdots, I, \left( \frac{1}{(\beta^k)^2} + (1 - \alpha) \frac{\sigma_{\min}(A_m A_m^T)}{L\beta^k} \right) I \right), \quad (4.13) \]
\[ r^k = \frac{1}{\sigma^k}, \quad z^k = \nabla f_m(x^{k*}), \quad z^{k*} = \nabla f_m(x^{k*}), \quad \sigma = \frac{\sigma_{\min}(A_m A_m^T)}{L} \text{ and } \Theta^k = 0. \]

**Proof.** We can verify that
\[ \|(1 - \frac{1}{\alpha})\lambda^k + \frac{1}{\alpha} \lambda^{k+1} - \lambda^*\|^2 = (1 - \frac{1}{\alpha} )\| \lambda^k - \lambda^*\|^2 + \frac{1}{\alpha} \| \lambda^k - \lambda^*\|^2 - (1 - \frac{1}{\alpha} )\| \lambda^k - \lambda^{k+1}\|^2. \]

Therefore, according to \( \alpha \in (0,1) \), (4.12) and \( G^k \geq 0 \), we obtain
\[ \frac{1}{\beta^k} \left( \|v^{k+1} - v^*\|^2_{H^k} - \|v^k - v^*\|^2_{H^k} + \|v^k - \tilde{v}^k\|^2_{G_k} \right) + \frac{\sigma_{\min}(A_m A_m^T)}{L} \|v^k - v^*\|^2_{H^k} \geq \|v^{k+1} - v^*\|^2_{H^k} \geq \|v^{k+1} - v^*\|^2_{H^k} - \|v^k - v^*\|^2_{H^k}. \]

Then we complete the proof. \( \square \)

For prediction-correction framework (4.2) and (4.5), let \( H^k \) and \( G^k \) satisfy (2.9) and (2.10), then we have
\[ H^k = \frac{1}{\alpha} \begin{pmatrix} (\beta^k I & \cdots & \beta^k I) & 0 \\ \beta^k I & \cdots & \beta^k I & 0 \\ \vdots & \ddots & \vdots & \vdots \\ \beta^k I & \cdots & \beta^k I & 0 \\ 0 & \cdots & 0 & \frac{1}{\beta^k I} \end{pmatrix}, \quad (4.14) \]

Based on a proof similar to that of Theorem 4.1, we have

**Theorem 4.2.** If \( f_m \) is \( L \)-gradient Lipschitz continuous, and \( \{\beta^k\} \) satisfies (4.12), then \( \{v^{k+1}\} \) generated by the prediction-correction framework (4.2) and (4.5) satisfies convergence condition (2.12) with
\[ H_0^k = \frac{1}{\alpha} \begin{pmatrix} I & \cdots & I \\ I & \cdots & I \\ \vdots & \ddots & \vdots \\ I & \cdots & I \\ 0 & \cdots & 0 \end{pmatrix} \left( \frac{1}{(\beta^k)^2} + (1 - \alpha) \frac{\sigma_{\min}(A_m A_m^T)}{L\beta^k} \right) I, \quad (4.15) \]
\[ r^k = \frac{1}{\beta^k}, \ z^* = \nabla f_m(x^*_m), \ z^k = \nabla f_m(\tilde{x}^k_m), \ \sigma = \sigma_{\text{min}}(A_m A_m^T) \text{ and } \Theta^k = 0. \]

**Remark 6.** There exists a \( \delta > 0 \) such that \( \beta^k = \delta^k \) satisfies condition (4.12), hence \( O(1/k^2) \) ergodic convergence rate can be obtained. If \( m = 2 \) and \( \alpha = 1 \), prediction-correction framework (4.2), (4.3) and (4.5) reduce to ADMM (3.18) with \( \gamma = 1 \). In this special case, the \( O(1/k^2) \) ergodic convergence rate under gradient Lipschitz continuous assumption is given in \[31\]. Based on our prediction-correction framework, we have extended this result to multi-block type ADMM with only one block being gradient Lipschitz continuous.

Let us consider the following proximal ADMM for solving problem (P2) with \( f_1(x_1) = g^T x_1 \),

\[
\begin{align*}
\begin{cases}
    x_1^{k+1} &= \arg \min_{x_1} \{ L_{\gamma^k}(x_1, x_2^k, \lambda^k) + \frac{1}{2} \| x_1 - x_1^k \|_{D^k}^2 \}, \\
    x_2^{k+1} &= \arg \min_{x_2} \{ L_{\gamma^k}(x_1^{k+1}, x_2, \lambda^k) \}, \\
    \lambda^{k+1} &= \lambda^k - \beta^k (A_1 x_1^{k+1} + A_2 x_2^{k+1} - b),
\end{cases}
\end{align*}
\]

where \( D^k \geq 0 \). Let (3.16) and (3.17) hold with \( u = (x_1, x_2, \lambda) \). Then \( v^k \) satisfies prediction-correction framework (2.7) and (2.8) with

\[
Q^k = \begin{pmatrix}
D^k & 0 & 0 \\
0 & \beta^k A_2^T A_2 & 0 \\
0 & -A_2 & \frac{1}{\beta^k} I
\end{pmatrix}, \quad M^k = \begin{pmatrix}
I & 0 & 0 \\
0 & I & 0 \\
0 & -\beta^k A_2 & I
\end{pmatrix}.
\]

Convergence condition (2.9) and (2.10) can be verified with

\[
H^k = \begin{pmatrix}
D^k & 0 & 0 \\
0 & \beta^k A_2^T A_2 & 0 \\
0 & 0 & \frac{1}{\beta^k} I
\end{pmatrix}.
\]

If \( f_2 \) is gradient Lipschitz continuous, in order to satisfy convergence condition (2.12), we select \( D^k = \beta^k I \). Then \( x_1 \)-subproblem becomes

\[
g - A_1^T \lambda + \beta^k A_1^T (A_1 x_1^{k+1} + A_2 x_2^k - b) + \beta^k (x_1^{k+1} - x_1^k).
\]

Hence, we calculate the inverse of \( A_1^T A_1 + I \) only once in all iteration. We can refer to \[22\] for more result about \( O(1/k^2) \) in this situation.

If \( f_2 \) is strongly convex, in order to satisfy convergence condition (2.12), we select \( D^k = I/\beta^k \). Then \( x_1 \)-subproblem becomes

\[
g - A_1^T \lambda + \beta^k A_1^T (A_1 x_1^{k+1} + A_2 x_2^k - b) + 1/\beta^k (x_1^{k+1} - x_1^k).
\]

Hence, we need calculate the inverse of \( A_1^T A_1 + 1/(\beta^k)^2 I \) in every iteration. Actually, convergence condition (2.12) holds if we add extra proximal term \( (\beta^k)^2 \| x_2 - x_2^k \|_{r, \beta^k I - \beta^k A_2^T A_2}^2 \) with \( r > \| A_2 \|^2 \) in \( x_2 \)-subproblem while this may not hold when \( f_2 \) is gradient Lipschitz continuous.

5. **From ergodic to non-ergodic.** We establish the convergence rate from ergodic to non-ergodic. According to our framework given in Section 2, by combining accelerated gradient technology given in \[32\] and algorithm framework given in \[29\], we give \( O(1/k^2) \) ergodic convergence rate under strongly convex. We also extend the algorithm framework given in \[29\] under one function being gradient Lipschitz continuous and accelerate the convergence rate of multi-block ADMM type algorithms.
5.1. Faster non-ergodic convergence rate under strongly convex. We first consider the following prediction-correction framework.

\[ f(x) - f(\tilde{x}) + (u - \tilde{u})^T F(\tilde{u}) + (y - \tilde{y})^T \nabla g(\tilde{y}) + c^k (A(x - \tilde{x}) + (b - A\tilde{x})^T (A\tilde{x} - b) \geq (u - \tilde{u})^T Q^k (v^k - \tilde{v}^k) + (y - \tilde{y})^T P^k (y^k - \tilde{y}^k) + \frac{\alpha}{2} \|z^k - z\|^2, \forall u, \]

where \( y, z \in \{x, \bar{x}\} \).

**Lemma 5.1.** Suppose \( Ax^* = b, H^k \) and \( G^k \) satisfy (2.9) and (2.10), then we can obtain that

\[ f(x^*) - f(\tilde{x}) + (u^* - \tilde{u})^T F(\tilde{u}) + (y^* - \tilde{y})^T \nabla g(\tilde{y}) + c^k (b - A\tilde{x})^T (A\tilde{x} - b) \geq (u^* - \tilde{u})^T Q^k (v^k - \tilde{v}^k) + (y^* - \tilde{y})^T P^k (y^k - \tilde{y}^k) + \frac{\alpha}{2} \|z^k - z^*\|^2 \]

\[ \geq \frac{1}{2} \|v^k - v^*\|^2_{\tilde{H}^k} + \sigma \|z^k - z^*\|^2 - \|v^k - v^*\|^2_{\tilde{H}^k} + \|v^k - \tilde{v}^k\|^2_{\tilde{G}^k} \]

\[ + \frac{1}{2} (\|\tilde{y}^k - y^*\|^2_{\tilde{P}^k} - \|y^k - y^*\|^2_{\tilde{P}^k} + \|y^k - \tilde{y}^k\|^2_{\tilde{P}^k}). \]

We give the following lemma to show the convergence rate of prediction-correction framework (5.1) and (5.2).

**Lemma 5.1.** Suppose \( g \) is \( L \)-gradient Lipschitz continuous, \( Ax^* = b, \tilde{y}^k = y^{k+1}, P^k = (L/\alpha^k)I, c^k = (\alpha^k)^2 \), \( \alpha^k \geq 1 \), \( (\alpha^k)^2 - (\alpha^k)^2 = \alpha^{k+1} \),

\[ \tilde{x}^{k+1} = (1 - 1/\alpha^k)\tilde{x}^k + \tilde{x}^k/\alpha^k, \]  

(5.4)

\[ \tilde{y}^{k+1} = (1 - 1/\alpha^k)\tilde{y}^k + \tilde{y}^k/\alpha^k, \]  

(5.5)

\[ y^k = (1 - 1/\alpha^k)y^k + y^k/\alpha^k, \]  

(5.6)

and \( \{v^{k+1}\} \) generated by the prediction-correction framework (5.1) and (5.2) satisfies the convergence condition (2.9), (2.10) and (2.12) with \( v^k = \alpha^k \) and \( \Theta^{k+1} - \Theta^k = (\alpha^k)^2 \|Az^k - b\|^2 \), then it holds that

\[ f(\tilde{x}^{k+1}) - f(x^*) + g(\tilde{y}^{k+1}) - g(y^*) \leq O(1/(\alpha^k)^2), \]

\[ \|Ax^{k+1} - b\| \leq O(1/(\alpha^k)^2). \]

**Proof.** Since \( g \) is assumed to be \( L \)-gradient Lipschitz continuous, we have

\[ g(\tilde{y}^{k+1}) \leq g(y^k) + \nabla g(y^k)^T (\tilde{y}^{k+1} - y^k) + \frac{L}{2} \|\tilde{y}^{k+1} - y^k\|. \]
By (5.5)-(5.6), we obtain
\[
g(y^{k+1}) \leq g(y^k) + (1 - \frac{1}{\alpha_k})\nabla g(y^k)^T(y^k - y^k) + \frac{1}{\alpha_k}\nabla g(y^k)^T(y^k - y^k)
+ \frac{L}{2(\alpha_k)^2\|y^k - y^k\|^2}
= (1 - \frac{1}{\alpha_k})[g(y^k) + \nabla g(y^k)^T(y^k - y^k)] + \frac{1}{\alpha_k}[g(y^k) + \nabla g(y^k)^T(y - y^k)]
+ \frac{1}{\alpha_k}\nabla g(y^k)^T(y^k - y) + \frac{L}{2(\alpha_k)^2\|y^k - y^k\|^2}
\leq (1 - \frac{1}{\alpha_k})g(y^k) + \frac{1}{\alpha_k}g(y) + \frac{1}{\alpha_k}\nabla g(y^k)^T(y^k - y) + \frac{L}{2(\alpha_k)^2\|y^k - y^k\|^2}.
\]

As \( p^k = (L/\alpha_k)\), \{v^{k+1}\} satisfies convergence condition (2.12), we multiply both sides of (5.3) by \( \beta^k \) and then obtain
\[
\alpha_k[f(x^k) - f(\tilde{x}) + (u^* - \tilde{u})^T F(\tilde{u}) + (y^* - \tilde{y})^T \nabla g(\tilde{y}) + c^k(b - A\tilde{x})^T(A\tilde{x} - b)]
\geq \frac{1}{2}\|v^{k+1} - v^*\|_H^2 + \frac{1}{\alpha_k}\|v^k - v^*\|_H^2 + \alpha_k^2\|A\tilde{x} - b\|^2
+ \frac{L}{2}\|\tilde{y} - y^*\|^2.
\]

It follows from (5.4) that
\[
\frac{(\alpha_k)^4}{2}\|A\tilde{x}^{k+1} - b\|^2 = \frac{(\alpha_k)^4}{2}(1 - \frac{1}{\alpha_k})^2\|A\tilde{x} - b\|^2
+ \frac{(\alpha_k)^2}{2}\|A\tilde{x} - b\|^2 + \alpha_k^2(1 - \frac{1}{\alpha_k})(A\tilde{x} - b)^T(A\tilde{x} - b),
\]
which implies that
\[
\frac{(\alpha_k)^4}{2}\|A\tilde{x}^{k+1} - b\|^2 = \frac{(\alpha_k)^4}{2}\|A\tilde{x} - b\|^2 + \frac{(\alpha_k)^2}{2}\|A\tilde{x} - b\|^2 + \alpha_k^2(\alpha_k - 1)^2(A\tilde{x} - b)^T(A\tilde{x} - b).
\]

Define
\[
S^{k+1} = f(x^{k+1}) - f(x^k) + g(\tilde{y}^{k+1}) - g(y^k) - (\lambda^k)^T(A\tilde{x}^{k+1} - b) + \frac{(\alpha_k)^2}{2}\|A\tilde{x}^{k+1} - b\|^2.
\]

Then according to (5.7), (5.8) and (5.9), we have
\[
(\alpha_k)^2S^{k+1} \leq (\alpha_k - 1)^2S^k + \alpha_k[f(x^k) - f(x^k) + \nabla g(\tilde{y}^k)^T(\tilde{y}^k - y^k) - (\lambda^k)^T(A\tilde{x} - b)]
+ \frac{(\alpha_k)^2}{2}\|A\tilde{x} - b\|^2 + \alpha_k(\alpha_k - 1)^2(A\tilde{x} - b)^T(A\tilde{x} - b) + \frac{L}{2}\|\tilde{y} - y^k\|^2
\leq (\alpha_k - 1)^2S^k + \frac{1}{2}\|v^k - v^*\|^2_H + \frac{1}{2}\|v^{k+1} - v^*\|^2_H + \frac{L}{2}\|\tilde{y} - y^k\|^2 + \frac{L}{2}\|\tilde{y} - y^*\|^2.
\]

Then according to \( \tilde{y}^k = y^{k+1} \), we obtain
\[
(\alpha_k)^2S^{k+1} + \frac{1}{2}\|v^{k+1} - v^*\|^2_H + \frac{L}{2}\|y^{k+1} - y^*\|^2 < \infty.
\]
Then combining Lemmas 2.3 and 2.4 completes the proof. □

Remark 7. The condition \((\alpha^{k+1})^2 - (\alpha^k)^2 = \alpha^{k+1}\) is equivalent to
\[
\alpha^{k+1} = \sqrt{1 + 4(\alpha^k)^2 + 1},
\]
which dates back to the setting in accelerated gradient method \([1, 24]\). By induction, we obtain \(\alpha^k \geq (k + 2)/2\). Hence, \(O(1/k^2)\) convergence rate is established.

We give the following examples to clarify that the following algorithms satisfy the framework (5.1) and (5.2).

Example 1. Consider the following problem
\[
\min \{ f(x) + g(x) : Ax = b \},
\]
where \(f, g : \mathbb{R}^n \to \mathbb{R}\) is closed, proper, convex, \(g\) is \(L\)-gradient Lipschitz continuous, \(A \in \mathbb{R}^{m \times n}\), and \(b \in \mathbb{R}^m\). It can be solved by the following algorithm:
\[
\begin{align*}
\dot{x}^k &= (1 - \frac{1}{\alpha^k})x^k + \frac{1}{\alpha^k}x^k, \\
\dot{x}^k &= \lambda^k - \beta^k(x^k + b), \\
x^{k+1} &= \arg \min_x \{ f(x) + \nabla g(\dot{x}^k)^T x - (\lambda^k)^T (Ax) + \frac{\beta^k}{2} \| Ax - b \|_2^2 \} \\
\lambda^{k+1} &= \lambda^k - \gamma \beta^k(Ax^{k+1} - b), \quad \gamma \in (0, 2), \\
\hat{x}^{k+1} &= (1 - \frac{1}{\alpha^k})\dot{x}^k + \frac{1}{\alpha^k}x^{k+1},
\end{align*}
\]
where \(\beta^k > 0\) and \(D^k \succeq 0\). If \(f\) is \(\sigma\)-strongly convex, then algorithm (5.10) satisfies the framework (5.1) and (5.2) with \(v = u\), \(F(u)\) given in (2.2), \(\tilde{x}^k\) and \(\tilde{v}^k\) given in (3.2), \(Q^k\) given in (3.3), \(M^k\) given in (3.5), \(y = x\) and \(z = x\). Faster convergence can be verified under the condition given in Lemma 5.1.

We give the proof of Example 1 in Appendix A.

Remark 8. Recently, Sabach and Teboulle [29] proposed an algorithm similar to (5.10) with \(\tilde{x}^k = x^k\) and \(x\)-subproblem being replaced by
\[
x^{k+1} = \arg \min_x \{ f(x) + \nabla g(\dot{x}^k)^T x - (\lambda^k)^T (Ax) + \frac{\beta^k}{2} \| Ax - b \|_2^2 + \frac{1}{2} \| x - x^k \|_{D^k + L^k}^2 \}.
\]
If \(f = 0\), \(A = D^k = 0\) and \(b = 0\), Sabach and Teboulle’s algorithm reduces to:
\[
x^{k+1} = x^k - \frac{1}{L\alpha^k} \nabla g(x^k),
\]
which is similar to the subgradient algorithm [30], while our algorithm (5.10) reduces to the accelerated gradient algorithm given in [32].

Example 2. Consider the following problem
\[
\min \{ f_1(x_1) + f_2(x_2) + g(x_2) : A_1x_1 + A_2x_2 = b \},
\]
where \(f_i : \mathbb{R}^{n_i} \to \mathbb{R}\) is closed, proper, convex for \(i \in \{1, 2\}\), \(g\) is \(L\)-gradient Lipschitz continuous, closed, proper, convex. Consider the following algorithm for solving the
above optimization problem:

\[
\begin{aligned}
\hat{x}^k &= (1 - \frac{1}{\alpha_k})\bar{x}^k + \frac{1}{\sigma^2}x^k, \\
\hat{\lambda}^k &= \lambda^k - c^k(A\bar{x}^k - b), \\
x_1^{k+1} &= \arg\min_{x_1} \{f_1(x_1) - (\hat{\lambda}^k)^T(A_1 x_1) + \frac{\beta^k}{2}\|A_1 x_1 + A_2 x_2 - b\|^2\}, \\
x_2^{k+1} &= \arg\min_{x_2} \{f_2(x_2) + \nabla g(\hat{x}_2^k)^T x_2 - (\hat{\lambda}^k)^T(A_2 x_2) \\
&\quad + \frac{\beta^k}{2}\|A_1 x_1^{k+1} + A_2 x_2 - b\|^2 + \frac{1}{2}\|x_2 - \tilde{x}_2^k\|_{D^u + \frac{\gamma}{\gamma_k}I}^2\}, \\
\lambda^{k+1} &= \lambda^k - \gamma\beta^k(A\bar{x}^{k+1} - b), \quad \gamma \in (0, 1), \\
\tilde{x}^{k+1} &= (1 - \frac{1}{\gamma_k})\tilde{x}^k + \frac{1}{\gamma_k}x^k + 1, \\
\end{aligned}
\]

where \(\beta^k > 0\) and \(D^k \succeq 0\). If \(f_2\) is \(\sigma\)-strongly convex, then the above algorithm satisfies the framework (5.1) and (5.2) with \(u, v, F(u)\) given in (3.16), \(\bar{x}^k\) and \(\tilde{v}^k\) given in (3.17),

\[
Q^k = \begin{pmatrix} \beta^k A^T_2 A_2 + D^k & 0 \\ -A_2 & \frac{1}{\eta_k} I \end{pmatrix},
\]

\(M^k\) given in (3.21), \(y = \bar{x}_2\) and \(z = x_2\). Then faster convergence can be verified by the condition given in Lemma 5.1.

We give the proof of Example 2 in Appendix B.

**5.2. Faster non-ergodic convergence rate under gradient Lipschitz continuous.** We consider the following prediction-correction framework.

[Prediction Step.] With given \(v^k\) and \(\bar{x}^k\), find \(\bar{v}^k\) such that

\[
\begin{aligned}
f(x^*) - f(\bar{x}^k) + (u^* - \bar{v}^k)^T F(\bar{v}^k) + c^k(A(x - \bar{x}^k))^T (A\bar{x}^k - b) \\
\geq (v - \bar{v}^k)^T Q^k(v - \bar{v}^k) + \frac{1}{2L}\|\tilde{z}^k - z\|^2, \quad \forall u.
\end{aligned}
\]

[Correction Step.] Update \(v^{k+1}\) by

\[
v^{k+1} = v^k - M^k(v^k - \bar{v}^k).
\]

If \(Ax = b\), \(H^k\) and \(G^k\) satisfy (2.9) and (2.10), we can verify that

\[
\begin{aligned}
f(x^*) - f(\bar{x}^k) + (u^* - \bar{v}^k)^T F(\bar{v}^k) + c^k(b - A\bar{x}^k)^T (A\bar{x}^k - b) \\
\geq (v^* - \bar{v}^k)^T Q^k(v^k - \bar{v}^k) + \frac{1}{2L}\|\tilde{z}^k - z^*\|^2 \\
\geq \frac{1}{2}\|v^{k+1} - v^*\|_{H^k}^2 + \frac{1}{L}\|\tilde{z}^k - z^*\|^2 - \|v^k - v^*\|_{H^k}^2 + \|v^k - \bar{v}^k\|_{G^k}^2.
\end{aligned}
\]

We give the following lemma to show the convergence rate of prediction-correction framework (5.12) and (5.13).

**Lemma 5.2.** Suppose \(Ax^* = b\), \(c^k = (1 - \alpha^k)\), \(0 < \alpha^k \leq 1\) with \(\eta > 0\), \(1/(\alpha^{k+1})^2 - 1/(\alpha^k)^2 = 1/\alpha^k + 1\),

\[
\tilde{x}^{k+1} = (1 - \alpha^k)\tilde{x}^k + \alpha^k\tilde{x}^k
\]
and $v^{k+1}$ generated by the prediction-correction framework (5.12) and (5.13) satisfies the convergence condition (2.12) with $r^k = \frac{1}{\alpha^k}$ and $\Theta^{k+1} - \Theta^k = -\frac{(c^k)^2}{\alpha^k}||A\bar{x}^k - b||^2 + ||A\bar{x}^k - b||^2$, then

\[ f(\bar{x}^{k+1}) - f(x^*) \leq O((\alpha^k)^2), \quad ||A\bar{x}^{k+1} - b|| \leq O((\alpha^k)^2). \]

**Proof.** By the fact $\bar{x}^{k+1} = (1 - \alpha^k)\bar{x}^k + \alpha^k\bar{x}^k$, we have

\[ \frac{1}{2(\alpha^k)^2}||A\bar{x}^{k+1} - b||^2 = \frac{1}{2(\alpha^k)^2}(1 - \alpha^k)^2||A\bar{x}^k - b||^2 + \frac{1}{2}||A\bar{x}^k - b||^2 + \frac{1}{\alpha^k}(1 - \alpha^k)(A\bar{x}^k - b)^T(A\bar{x}^k - b) \]

\[ = \frac{1}{2(\alpha^k-1)^2}||A\bar{x}^k - b||^2 - \frac{\alpha^k}{2(\alpha^k-1)^2}||A\bar{x}^k - b||^2 + \frac{1}{2}||A\bar{x}^k - b||^2 + \frac{1}{\alpha^k}(1 - \alpha^k)(A\bar{x}^k - b)^T(A\bar{x}^k - b). \]

Because $v^{k+1}$ satisfy the convergence condition (2.12) with $r^k = \frac{1}{\alpha^k}$ and $\Theta^{k+1} - \Theta^k = -\frac{(c^k)^2}{\alpha^k}||A\bar{x}^k - b||^2 + ||A\bar{x}^k - b||^2$, we have

\[ \frac{1}{\alpha^k}[f(x^*) - f(\bar{x}^k) + (\lambda^*)^T(A\bar{x}^k - b) + c^k(b - A\bar{x}^k)^T(A\bar{x}^k - b)] \]

\[ = \frac{1}{\alpha^k}[f(x^*) - f(\bar{x}^k) + (u^* - u)^T F(\bar{\omega}^k) + c^k(b - A\bar{x}^k)^T(A\bar{x}^k - b)] \]

\[ \geq \frac{1}{2\alpha^k}[\|v^{k+1} - v^*\|^2_{H^k} + \frac{1}{L}\|\bar{x}^k - z^*\|^2 - \|v^k - v^*\|^2_{H^k} + \|v^k - v^k\|^2_{G^k}] \]

\[ \geq \frac{1}{2}\|v^{k+1} - v^*\|^2_{H^k} - \|v^k - v^*\|^2_{H^k} - \frac{(c^k)^2}{\alpha^k}||A\bar{x}^k - b||^2 + ||A\bar{x}^k - b||^2. \]

Define

\[ S^{k+1} := f(\bar{x}^{k+1}) - f(x^*) - (\lambda^*)^T(A\bar{x}^{k+1} - b) + \frac{1}{2}||A\bar{x}^{k+1} - b||^2. \]

Because $\frac{(c^k)^2}{\alpha^k} = \frac{(\alpha^k)^3}{(\alpha^k-1)^2} \leq \frac{\alpha^k}{(\alpha^k-1)^2}$, then we obtain

\[ \frac{1}{(\alpha^k)^2}S^{k+1} \leq \frac{1}{(\alpha^k-1)^2}S^{k} + \frac{1}{\alpha^k}[f(x^*) - f(\bar{x}^k) - (\lambda^*)^T(A\bar{x}^k - b)] + \frac{1}{2}||A\bar{x}^k - b||^2 \]

\[ + \frac{1}{\alpha^k}(A\bar{x}^k - b)^T(A\bar{x}^k - b) - \frac{\alpha^k}{2(\alpha^k-1)^2}||A\bar{x}^k - b||^2 \]

\[ \leq \frac{1}{(\alpha^k-1)^2}S^{k} + \frac{1}{2}||v^k - v^*||^2_{H^k} - ||v^{k+1} - v^*||^2_{H^k}. \]

Hence, we obtain

\[ 1/(\alpha^k)^2S^{k+1} + 1/2||v^{k+1} - v^*||^2_{H^k} < \infty. \]

Then combining Lemma 2.3 and Lemma 2.4, we get the conclusion. \[ \square \]

We give the following example to clarify that the following algorithms satisfy the framework (5.12) and (5.13).
Example 3. Let $u$, $v$ and $F(u)$ satisfy (4.1), we consider the following algorithm to solve (P3):

$$
\begin{align*}
\hat{\lambda}^k &= \lambda^k - \epsilon^k (A\hat{x}^k - b); \\
\tilde{x}_1^k &= \arg\min_{x_1} L_{\beta^k}(x_1, x_2^k, ..., x_m^k, \hat{\lambda}^k); \\
\tilde{x}_2^k &= \arg\min_{x_2} L_{\beta^k}(\tilde{x}_1^k, x_2^k, x_3^k, ..., x_m^k, \hat{\lambda}^k); \\
&\vdots \\
\tilde{x}_j^k &= \arg\min_{x_j} L_{\beta^k}(\tilde{x}_1^k, ..., x_j, x_{j+1}^k, ..., x_m^k, \hat{\lambda}^k); \\
&\vdots \\
\tilde{x}_m^k &= \arg\min_{x_m} L_{\beta^k}(\tilde{x}_1^k, ..., \tilde{x}_{m-1}^k, x_m^k, \hat{\lambda}^k); \\
\bar{\lambda}^k &= \lambda^k - \beta^k (A_1\tilde{x}_1^k + \sum_{j=2}^{m} A_j x_j^k - b); \\
v^{k+1} &= v^k - M^k (v^k - \tilde{v}^k); \\
\bar{x}^{k+1} &= (1 - \alpha^k)\bar{x}^k + \alpha^k \bar{z}^k.
\end{align*}
$$

(5.17)

Where $M^k$ is given in (4.4) or (4.6) and $v$ is given in (4.1). If $f_m$ is $L$-gradient Lipschitz continuous, then the above algorithm satisfies the framework (5.12) and (5.13) with $Q^k$ given in (4.10), $z = \nabla f_m(x_m)$. Then convergence can be verified under the condition given in Lemma 5.2.

We give the proof of Example 3 in Appendix C.

6. Conclusions. We substantially extend He and Yuan’s unified prediction-correction framework to analyze $O(1/k^2)$ convergence rate for Lagrangian-based methods under strongly convex assumption, such as general linearized ALM with indefinite proximal term, ADMM with step size of Lagrangian multiplier not larger than $(1 + \sqrt{5})/2$ or 2 when one of the two summation function is linear, linearized ADMM with indefinite proximal term, and symmetric ADMM. For multi-block optimization problem, if one block of the objective function is gradient Lipschitz continuous, we establish $O(1/k^2)$ convergence rate in ergodic sense of ADMM type methods. We also extend our framework to establish non-ergodic $O(1/k^2)$ convergence rate. The future work is to explore combining extrapolation technique and prediction-correction framework for Lagrangian-based methods. Besides, further applications of our unified prediction-correction framework are expected.

Appendix A. Proof of Example 1. According to optimality of $x$-subproblem in (5.10) and $\sigma$-strongly convexity of $f$, we have

$$
\begin{align*}
f(x) - f(x^{k+1}) + (x - x^{k+1})^T \{ \nabla g(\hat{x}^k) - A^T (\bar{\lambda}^k - \epsilon^k (A\hat{x}^k - b)) + \beta^k A^T (A x^{k+1} - b) \\
+ (D^k + \frac{L}{\alpha^k}I) (x^{k+1} - x^k) \} \geq \frac{\sigma}{2} \| x^{k+1} - x \|^2, \ \forall x.
\end{align*}
$$

(A.1)

According to $\bar{x}^k = x^{k+1}$, then (A.1) can be rewritten as

$$
\begin{align*}
f(x) - f(\bar{x}^k) + (x - \bar{x}^k)^T \{ -A^T \bar{\lambda}^k \} + (x - \bar{x}^k)^T \nabla g(\hat{x}^k) + \epsilon^k (A(x - \bar{x}^k))^T (A\bar{x}^k - b) \\
\geq (x - \bar{x}^k)^T (D^k + \frac{L}{\alpha^k}I) (x^k - \bar{x}^k) + \frac{\sigma}{2} \| x^{k+1} - x \|^2, \ \forall x.
\end{align*}
$$

(A.2)

Note that $\bar{\lambda}^k$ defined in (3.2) can be rewritten as

$$
(\lambda - \bar{\lambda}^k)^T \{ (A\bar{x}^k - b) + \frac{1}{\beta^k} (\bar{\lambda}^k - \lambda^k) \} \geq 0, \ \forall \lambda.
$$

(A.3)
According to \( v = u \) and \( F(u) \) defined in (2.2), we can rewrite (A.2) and (A.3) as
\[
f(x) - f(\tilde{x}^k) + (u - \tilde{u}^k)^T F(\tilde{u}^k) + (x - \tilde{x}^k)^T \nabla g(\tilde{x}^k) + c^k (A(x - \tilde{x}^k))^T (A\tilde{x}^k - b) \\
\geq (v - \tilde{v}^k)^T \left( D^k \frac{0}{\beta k} + \frac{L}{\alpha k} (x - \tilde{x}^k)^T (x - \tilde{x}^k) + \frac{\sigma}{2} \| \tilde{x}^k - x \|^2 \right) \forall u.
\]
(3.17)

Then according to (3.4),
\[
v^{k+1} = v^k - \left( I \begin{array}{c} 0 \\ \gamma I \end{array} \right) (v^k - \tilde{v}^k).
\]
(3.18)

Then (A.4) and (A.5) satisfies prediction-correction framework (5.1) and (5.2). According to (3.11), \( C^k \) defined in (2.10) satisfy that
\[
\| v^k - \tilde{v}^k \|^2_{Q^k} = \| x^k - x^{k+1} \|^2_{D^k} + \frac{2 - \gamma}{\beta^k} \| \lambda^k - \tilde{\lambda}^k \|^2 \geq (2 - \gamma) \beta^k \| A\tilde{x}^k - b \|^2.
\]
Hence, let \( \beta^k = \alpha^k / (2 - \gamma) \). Similar as the analysis in Section 3, we can verify that
\[
\alpha^k \| v^{k+1} - v^* \|^2_{H^k} + \sigma \| x^{k+1} - x^* \|^2 - \| v^* - v^* \|^2_{H^k} + \| v^k - \tilde{v}^k \|^2_{Q^k} \\
\geq \| v^{k+1} - v^* \|^2_{H^k} - \| v^* - v^* \|^2_{H^k} + (\alpha^k)^2 \| A\tilde{x}^k - b \|^2.
\]

Convergence condition (2.12) can be verified with \( \nu^k = \alpha^k \) and \( \Theta^k + 1 - \Theta^k = (\alpha^k)^2 \| A\tilde{x}^k - b \|^2 \).

\textbf{Appendix B. Proof of Example 2.} According to \( x_1 \)-subproblem in (5.11) and \( \tilde{x}^k, \tilde{\lambda}^k \) defined in (3.17), we have
\[
f_1(x_1) - f_1(\tilde{x}_1^k) + (x_1 - \tilde{x}_1^k)^T (A_1^T \tilde{x}^k + c^k A_1^T (A\tilde{x}^k - b)) \geq 0, \forall x_1.
\]
(3.19)

According to \( x_2 \)-subproblem in (5.11), \( \sigma \)-strongly convexity of \( f_2 \) and \( \tilde{x}^k, \tilde{\lambda}^k \) defined in (3.17), we have
\[
f_2(x_2) - f_2(\tilde{x}_2^k) + (x_2 - \tilde{x}_2^k)^T \{ \nabla g(\tilde{x}_2^k) - A_2^T \tilde{\lambda}^k + c^k A_2^T (A\tilde{x}^k - b) - \beta^k A_2^T A_2 (\tilde{x}_2^k - \tilde{x}_2^k) \\
- (D^k + \frac{L}{\alpha^k} I)(x_2 - \tilde{x}_2^k) \} \geq \frac{\sigma}{2} \| \tilde{x}_2^k - x_2 \|^2, \forall x_2.
\]
(3.20)

Note that \( \tilde{\lambda}^k \) defined in (3.17) can be rewritten as
\[
(\lambda - \tilde{\lambda}^k)^T \{ (A_1^T \tilde{x}_1^k + A_2 \tilde{x}_2^k - b) + A_2 (x_2 - \tilde{x}_2^k) - \frac{1}{\alpha^k} (\lambda^k - \tilde{\lambda}^k) \} \geq 0, \forall \lambda.
\]
(3.21)

According to \( u, v \) and \( F(u) \) defined in (3.16), we can rewrite (B.1), (B.2) and (B.3) as
\[
f(x) - f(\tilde{x}^k) + (u - \tilde{u}^k)^T F(\tilde{u}^k) + (x_2 - \tilde{x}_2^k)^T \nabla g(\tilde{x}_2^k) + c^k (A(x - \tilde{x}^k))^T (A\tilde{x}^k - b) \\
\geq (v - \tilde{v}^k)^T \left( \beta^k A_2^T A_2 + D^k \frac{0}{\beta_2} \right) \frac{\sigma}{2} \| \tilde{v}^k - \tilde{v}^k \|^2 \geq (2 - \gamma) \beta^k \| A\tilde{x}^k - b \|^2.
\]
where \( f(x) = f_1(x_1) + f_2(x_2) \). Based on (3.20),
\[
v^{k+1} = v^k - \left( I \begin{array}{c} 0 \\ -\gamma \beta^k A_2 \end{array} \right) (v^k - \tilde{v}^k).
\]
Then (B.4) and (B.5) satisfy prediction-correction framework (5.1) and (5.2). According to the structure of $G^k$ satisfying (2.10), we can verify that

$$\|v^k - \bar{v}^k\|_{L^2}^2 \geq \eta \beta^k \|A\bar{x}^k - b\|^2, \ \eta > 0.$$ 

Hence, let $\beta^k = \alpha^k/\eta$. Similar as the analysis in Appendix B, convergence condition (2.12) can be verified with $r^k = \alpha^k$ and $\Theta^{k+1} - \Theta^k = (\alpha^k)^2 \|A\bar{x}^k - b\|^2$.

**Appendix C. Proof of Example 3.** According to $x_i$-subproblems in (5.17) for $i \in [1, m - 1]$, we have, for all $x_i$,

$$f_i(x_i) - f_i(\bar{x}_i^k) + (x_i - \bar{x}_i^k)^T \{-A_i^T \bar{x}^k + c_i^k A_i^T (A\bar{x}^k - b) + \beta^k A_i^T \left( \sum_{j=1}^{i} A_j \bar{x}_j^k + \sum_{j=i+1}^{m} A_j x_j^k - b \right) \} \geq 0. \quad \text{(C.1)}$$

Based on $\bar{\lambda}^k = \lambda^k - \beta^k (A\bar{x}^k + \sum_{j=2}^{m} A x_j^k - b)$, we have, for $i \in [1, m - 1]$, for all $x_i$,

$$f_i(x_i) - f_i(\bar{x}_i^k) + (x_i - \bar{x}_i^k)^T \{-A_i^T \bar{x}^k + c_i^k A_i^T (A\bar{x}^k - b) + \beta^k A_i^T \left( \sum_{j=2}^{i} A_j (\bar{x}_j^k - x_j^k) \right) \} \geq 0. \quad \text{(C.2)}$$

According to $x_m$-subproblem in (5.17) and $f_m$ being $L$-gradient Lipschitz continuous, we have

$$f_m(x_m) - f_m(\bar{x}_m^k) + (x_m - \bar{x}_m^k)^T \{-A_m^T \bar{x}^k + c_m^k A_m^T (A\bar{x}^k - b) + \beta^k A_m^T \left( \sum_{j=2}^{m} A_j (\bar{x}_j^k - x_j^k) \right) \} \geq (x_m - \bar{x}_m^k)^T \{ \nabla f_m(\bar{x}_m^k) - A_m^T \bar{x}^k + c_m^k A_m^T (A\bar{x}^k - b) + \beta^k A_m^T \left( \sum_{i=1}^{m} A_i \bar{x}_i^k - b \right) \}$$

$$+ \frac{1}{2L} \| \nabla f_m(x_m) - \nabla f_m(\bar{x}_m^k) \|^2, \ \forall x_m. \quad \text{(C.3)}$$

Because of the optimality condition of $x_m$-subproblem and $\lambda^{k+1} = \lambda^k - \alpha \beta^k (\sum_{i=1}^{m} A_i \bar{x}_i^k - b)$, we obtain

$$0 = \nabla f_m(\bar{x}_m^k) - A_m^T \bar{x}^k + \beta^k A_m^T \left( \sum_{i=1}^{m} A_i \bar{x}_i^k - b \right)$$

$$= \nabla f_m(\bar{x}_m^k) + \left( \frac{1}{\alpha} - 1 \right) A_m^T \lambda^k - \frac{1}{\alpha} A_m^T \lambda^{k+1} + c_m^k A_m^T (A\bar{x}^k - b). \quad \text{(C.4)}$$

Note that $\bar{\lambda}^k$ defined in (4.2) can be rewritten as

$$(\lambda - \bar{\lambda}^k)^T \left\{ \sum_{i=1}^{m} A_i \bar{x}_i^k - b \right\} - \sum_{j=2}^{m} A_j (\bar{x}_j^k - x_j^k) - \frac{1}{\beta^k} (\lambda^k - \bar{\lambda}^k) \right\} \geq 0, \ \forall \lambda. \quad \text{(C.5)}$$
On the basis of (C.2), (C.3), (C.4) and (C.5), we have

\[
\begin{pmatrix}
    x_1 - \bar{x}_i^k \\
    x_2 - \bar{x}_2^k \\
    \vdots \\
    x_n - \bar{x}_n^k \\
    \lambda - \bar{\lambda}^k
\end{pmatrix}^T
\begin{pmatrix}
    -A_1^T \bar{\lambda}^k \\
    -A_2^T \bar{\lambda}^k \\
    \vdots \\
    -A_n^T \bar{\lambda}^k \\
    \sum_{i=1}^m A_i \bar{x}_i^k - b
\end{pmatrix} + \begin{pmatrix}
    c^k A_1 (A \bar{x}^k - b) \\
    c^k A_2 (A \bar{x}^k - b) \\
    \vdots \\
    c^k A_m (A \bar{x}^k - b) \\
    0
\end{pmatrix} \geq \frac{1}{2L} \|\nabla f_m(x_m) - \nabla f_m(x_m)\|^2.
\]

(C.6)

According to \(x, u, v\) and \(F(u)\) defined in (4.1), we obtain that (C.6) satisfies (5.12). Then algorithm (5.17) fits prediction-correction framework (5.12) and (5.13). Similar as the analysis given in [15], algorithm (5.17) under framework (5.12) and (5.13) with \(G^k\) defined in (2.10) satisfies that, for \(M^k\) defined in (4.4), there exist \(\delta_1 > 0\), such that

\[
\|v^k - \tilde{v}^k\|_G^2 \geq \delta_1 \|\text{diag}(\sqrt{\beta^k} I, \ldots, \sqrt{\beta^k} I, \frac{1}{\sqrt{\beta^k}} I) M^k (v^k - \tilde{v}^k)\|^2 \geq \alpha^2 \delta_1 \beta^k \|\sum_{i=1}^m A_i \bar{x}_i^k - b\|^2.
\]

For \(M^k\) defined in (4.6), there exist \(\delta_2 > 0\) such that

\[
\|u^k - \tilde{v}^k\|_G^2 \geq \delta_2 \|N^k (v^k - \tilde{v}^k)\|\alpha^2 \geq \alpha^2 \delta_2 \beta^k \|\sum_{i=1}^m A_i \bar{x}_i^k - b\|^2.
\]

According to \(0 = \nabla f_m(x_m) - A_T^m \lambda^*\) and combining (C.4), we have

\[
\frac{1}{L} \|\nabla f_m(x_m) - \nabla f_m(x_m)\|^2 = \frac{1}{L} \|A_T^m \left((1 - \frac{1}{\alpha}) \lambda^k + \frac{1}{\alpha} \lambda^{k+1} - \bar{\lambda}^* - c^k (A \bar{x}^k - b)\right)\|^2 \\
\geq \sigma' \left(1 - \frac{1}{\alpha}\right) \lambda^k + \frac{1}{\alpha} \lambda^{k+1} - \bar{\lambda}^* - c^k (A \bar{x}^k - b)\|^2 \\
\geq \left(\frac{\sigma^2}{\sigma'^2 + 1}\right) \left(1 - \frac{1}{\alpha}\right) \lambda^k + \frac{1}{\alpha} \lambda^{k+1} - \bar{\lambda}^*\|^2 - (c^k)^2 \|A \bar{x}^k - b\|^2,
\]

where \(\sigma' = \frac{\sigma_{\min}(A_m A_m^T L)}{L}\) and the last inequation holds by the fact

\[
\sigma' \|s - t\|^2 = \sigma' \|s\|^2 + \sigma' \|t\|^2 - 2\sigma' s^T t \\
\geq \sigma' \|s\|^2 + \sigma' \|t\|^2 - (\sigma' + 1) \|s\|^2 - \frac{\sigma^2}{\sigma'^2 + 1} \|t\|^2, \quad \forall s, t.
\]
Let $\beta^k = \alpha^k / (\alpha^2 \delta_i)$, $i = 1, 2$. Then

$$
\frac{1}{\alpha^k} \left[ \| v^{k+1} - v^* \|_{H^k}^2 + \frac{1}{\beta^k} \| \nabla f_m (x^*_{m}) - \nabla f_m (x^*_{m}) \|_{H^k}^2 \right] - \frac{1}{\alpha^k} \| v^k - \tilde{v}^k \|_{G^k}^2 \\
\geq \frac{1}{\alpha^k} \| v^{k+1} - v^* \|_{H^k}^2 + \frac{\sigma''}{\alpha} \| \lambda^{k+1} - \lambda^* \|^2 \geq \frac{1}{\alpha} \| \lambda^k - \lambda^* \|^2 \right]
- \left( \frac{c^k}{\alpha} \right)^2 \| A\tilde{x}^k - b \|^2 + \| A\tilde{x}^k - b \|^2 \\
\geq \frac{1}{\alpha^k \delta_i} \left[ \| v^{k+1} - v^* \|_{H^k}^2 - \| v^k - \tilde{v}^k \|_{H^k}^2 \right] - \left( \frac{c^k}{\alpha} \right)^2 \| A\tilde{x}^k - b \|^2 + \| A\tilde{x}^k - b \|^2,
$$

where $\sigma'' = \sigma' - \frac{c^2}{\sigma' + 1}$, $H^k$ and $H^k_0$ defined in (4.11) and (4.13) or (4.14) and (4.15), and the last inequation holds by the following assumption:

$$
\frac{1}{(\beta^k)^2} + \frac{\sigma''}{\beta^k} \geq \frac{1}{(\beta^k+1)^2} + (1 - \alpha) \frac{\sigma''}{\beta^k+1}.
$$

Then $v^{k+1}$ generated by the prediction-correction framework (5.12) and (5.13) satisfies the convergence condition (2.12) with $r^k = \frac{1}{\alpha^k}$ and $\Theta^{k+1} - \Theta^k = -\left( \frac{c^k}{\alpha} \right)^2 \| A\tilde{x}^k - b \|^2 + \| A\tilde{x}^k - b \|^2$.


