A QUADRATICALLY CONVERGENT SEQUENTIAL PROGRAMMING METHOD FOR SECOND-ORDER CONE PROGRAMS CAPABLE OF WARM STARTS
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Abstract. We propose a new method for linear second-order cone programs. It is based on the sequential quadratic programming framework for nonlinear programming. In contrast to interior point methods, it can capitalize on the warm-start capabilities of active-set quadratic programming subproblem solvers and achieve a local quadratic rate of convergence.

In order to overcome the non-differentiability or singularity observed in nonlinear formulations of the conic constraints, the subproblems approximate the cones with polyhedral outer approximations that are refined throughout the iterations. For nondegenerate instances, the algorithm implicitly identifies the set of cones for which the optimal solution lies at their extreme points. As a consequence, the final steps are identical to regular sequential quadratic programming steps for a differentiable nonlinear optimization problem, yielding local quadratic convergence.

We prove global and local convergence guarantees of the method and present numerical experiments that confirm that the method can take advantage of good starting points and can achieve higher accuracy compared to a state-of-the-art interior point solver.
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1. Introduction. We are interested in the solution of second-order cone programs (SOCPs) of the form

\[ \begin{align*}
\text{(1a)} & \quad \min_{x \in \mathbb{R}^n} c^T x \\
\text{(1b)} & \quad \text{s.t. } Ax \leq b, \\
\text{(1c)} & \quad x_j \in K_j \quad j \in J := \{1, \ldots, p\},
\end{align*} \]

where \( c \in \mathbb{R}^n, b \in \mathbb{R}^m, A \in \mathbb{R}^{m \times n}, \) and \( x_j \) is a subvector of \( x \) of dimension \( n_j \) with index set \( I_j \subseteq \{1, \ldots, n\} \). We assume that the sets \( I_j \) are disjoint. The set \( K_j \) is the second-order cone of dimension \( n_j \), i.e.,

\[ \begin{align*}
\text{(2)} & \quad K_j := \{ y \in \mathbb{R}^{n_j} : \|y\| \leq y_0 \},
\end{align*} \]

where the vector \( y \) is partitioned into \( y = (y_0, \bar{y}^T)^T \) with \( \bar{y} = (\bar{y}_1, \ldots, \bar{y}_{n_j - 1})^T \). These problems arise in a number of important applications [1, 2, 14, 19].

Currently, most of the commercial software for solving SOCPs implements interior-point algorithms which utilize a barrier function for second-order cones, see, e.g. [10, 11, 15]. Interior-point methods are able to solve large-scale instances, but they cannot take as much of an advantage of a good estimate of the optimal solution as it would be desirable in many situations. For example, in certain applications, such as online optimal control, the same optimization problem has to be solved over and over again, with slightly modified data. In such a case, the optimal solution of one
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problem provides a good approximation for the new instance. Having a solver that is capable of “warm-starts”, i.e., utilizing this knowledge, can be essential when many similar problems have to be solved in a small amount of time.

For some problem classes, including linear programs (LPs) or quadratic programs (QPs), active-set methods offer suitable alternatives to interior-point methods. They explicitly identify the set of constraints that are active (binding) at the optimal solution. When these methods are started from a guess of the active set that is close to the optimal one, they often converge rapidly in a small number of iterations. An example of this is the simplex method for LPs. Its warm-start capabilities are indispensable for efficient branch-and-bound algorithms for mixed-integer linear programs.

The contribution of this paper is the introduction of a new sequential quadratic programming (SQP) algorithm for SOCP. In contrast to interior-point algorithms for SOCPs, it has favorable warm-starting capabilities because it utilizes active-set QP solvers. It enjoys a faster local convergence rate than interior-point algorithms due to the efficient SQP framework for nonlinear programming (NLP), achieving a quadratic convergence rate for non-degenerate problems. The algorithm is also able to compute a solution to a higher degree of precision.

The paper is structured as follows. Section 2 reviews the sequential quadratic programming method and the optimality conditions of SOCPs. Section 3 describes the algorithm, which is based on an outer approximation of the conic constraints. Section 4 establishes the global and local convergence properties of the method, and numerical experiments are reported in Section 5. Concluding remarks are offered in Section 6.

1.1. Related work. In the existing literature, a number of interior-point algorithms for SOCP have been proposed, including some that have been implemented in efficient optimization packages [10, 11, 15]. To the best of the authors’ knowledge, the only efficient active-set approach for SOCP is the method proposed by Goldberg and Leyffer [9]. It is a two-phase algorithm that combines a projected-gradient method with equality-constrained SQP. However, it is limited to instances that have only conic constraints (1c) and no additional linear constraints (1b).

The proposed algorithm relies on polyhedral outer approximations based on well-known cutting planes for SOCPs. For instance, the methods for mixed-integer SOCP by Drewes and Ulbrich [7] and Coey et al. [4] use these cutting planes build LP relaxations of the branch-and-bound subproblems. The polyhedral outer approximations can be improved by extended formulations such as the “tower of variables” construction by Ben-Tal and Nemirovski [2] or the “separable formulation” by Vielma et al. [21]. As we briefly outline in our conclusions, the proposed method could take advantage of the “tower of variations” reformulation, but for simplicity, we restrict ourselves here to the straightforward construction. We note that an LP-based cutting plane algorithm for SOCP could be seen as an active-set method, but it is only linearly convergent. As pointed out [6], it is crucial to consider the curvature of the conic constraint in the subproblem objective to achieve fast convergence.

The term “SQP method for SOCP” has been used in the literature also to refer to methods for solving nonlinear SOCPs [6, 12, 18, 23]. However, in contrast to the method here, the subproblems themselves are SOCPs (1) and include the linearization of the nonlinear objective and constraints. It will be interesting to explore extensions of the proposed method to nonlinear SOCPs in which feasibility is achieved asymptotically not only for the nonlinear constraints but also for the conic constraints.
1.2. Notation. For two vectors $x, y \in \mathbb{R}^n$, we denote with $x \circ y$ their component-wise product, and the condition $x \perp y$ stands for $x^T y = 0$. For $x \in \mathbb{R}^n$, we define $|x|^+$ as the vector with entries $\max\{x_i, 0\}$. We denote by $\|\cdot\|$, $\|\cdot\|_1$, $\|\cdot\|_\infty$ the Euclidean norm, the $\ell_1$-norm, and the $\ell_\infty$-norm, respectively. For a cone $K_j$, $e_{ji} \in \mathbb{R}^{n_j}$ is the canonical basis vector with 1 in the element corresponding to $x_{ji}$ for $i \in \{0, \ldots, n_j - 1\}$, and $\text{int}(K_j)$ and $\text{bd}(K_j)$ denote the cone’s interior and boundary, respectively.

2. Preliminaries. The NLP reformulation of the SOCP is introduced in Section 2.1. We review in Section 2.2 the local convergence properties of the SQP method and in Section 2.3 the penalty function as a means to promote convergence from any starting point. In Section 2.4, we briefly state the optimality conditions and our assumption for the SOCP (1).

2.1. Reformulation as a smooth optimization problem. The definition of the second-order cone in (2) suggests that the conic constraint (1c) can be replaced by the nonlinear constraint

$$r_j(x_j) := \|\bar{x}_j\| - x_{j0} \leq 0$$

without changing the set of feasible points. Consequently, (1) is equivalent to

$$\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad c^T x \\
\text{s.t.} & \quad Ax \leq b, \\
& \quad r_j(x_j) \leq 0, \quad j \in J.
\end{align*}$$

Unfortunately, (3) cannot be solved directly with standard gradient-based algorithms for nonlinear optimization, such as SQP methods. The reason is that $r_j$ is not differentiable whenever $\bar{x}_j = 0$. This is particularly problematic when the optimal solution $x^*$ of the SOCP lies at the extreme point of a cone, $x^*_j = 0 \in K_j$. In that case, the Karush-Kuhn-Tucker (KKT) necessary optimality conditions for the NLP formulation, which are expressed in terms of derivatives, cannot be satisfied. Therefore, any optimization algorithm that seeks KKT points cannot succeed. As a remedy, differentiable approximations of $r_j$ have been proposed in the past; see, for example, [20]. However, high accuracy comes at the price of high curvature, which can make finding the numerical solution of the NLP difficult.

An alternative equivalent reformulation of the conic constraint is given by

$$\|\bar{x}_j\|^2 - x_{j0}^2 \leq 0 \text{ and } x_{j0} \geq 0.$$ 

In this case, the constraint function is differentiable. But if $x_j^* = 0$, its gradient vanishes, no constraint qualification applies, and the KKT conditions do not hold. Therefore, again, a gradient-based method cannot be employed. Nevertheless, by using an outer approximation of the cone that is improved in the course of the algorithm, our proposed variation of the SQP method is able to preserve this property.

To facilitate the discussion we define a point-wise partition of the cones.

**Definition 1.** Let $x \in \mathbb{R}^n$.

1. We call a cone $K_j$ extremal-active at $x$, if $x_j = 0$ and denote with $\mathcal{E}(x) = \{j \in J : x_j = 0\}$ the set of extremal-active cones at $x$.
2. We define the set $\mathcal{D}(x) = \{j \in J : \bar{x}_j \neq 0\}$ as the set of all cones for which the function $r_j$ is differentiable at $x$. 
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3. We define the set $\mathcal{N}(x) = \{j \in \mathcal{J} : x_j \neq 0 \text{ and } \bar{x}_j = 0\}$ as the set of all cones that are not extremal-active and for which $r_j$ is not differentiable $x$.

If the set $\mathcal{E}(x^*)$ at an optimal solution $x^*$ were known in advance, we could compute $x^*$ as a solution of (1) by solving the NLP

\begin{equation}
\min_{x \in \mathbb{R}^n} c^T x
\end{equation}

\begin{equation}
s.t. \quad Ax \leq b,
\end{equation}

\begin{equation}
r_j(x) \leq 0, \quad j \in \mathcal{D}(x^*),
\end{equation}

\begin{equation}
x_j = 0, \quad j \in \mathcal{E}(x^*).
\end{equation}

The constraints involving the linearization of $r_j$ are imposed only if $r_j$ is differentiable at $x^*$ and variables in cones that are extremal-active at $x^*$ are explicitly fixed to zero. With this, locally around $x^*$, all functions in (4) are differentiable and we can omit it from the problem statement without impacting the optimal solution.

2.2. Local convergence of SQP methods. The proposed algorithm is designed to guide the iterates $x^k$ into the neighborhood of a optimal solution $x^*$. If the optimal solution is not degenerate and the iterates are sufficiently close to $x^*$, the steps generated by the algorithm are eventually identical to the steps that the SQP method would take for solving the differentiable optimization problem (4). In this section, we review the mechanisms and convergence results of the basic SQP method [17].

At an iterate $x^k$, the basic SQP method, applied to (4), computes a step $d^k$ as an optimal solution to the QP subproblem

\begin{equation}
\min_{d \in \mathbb{R}^n} c^T d + \frac{1}{2} d^T H^k d
\end{equation}

\begin{equation}
s.t. \quad A(x^k + d) \leq b,
\end{equation}

\begin{equation}
r_j(x^k) + \nabla r_j(x^k)^T d_j \leq 0, \quad j \in \mathcal{D}(x^*),
\end{equation}

\begin{equation}
x^k_j + d_j = 0, \quad j \in \mathcal{E}(x^*).
\end{equation}

Here, $H^k$ is the Hessian of the Lagrangian function for (4), which in our case is

\begin{equation}
H^k = \sum_{j \in \mathcal{D}(x^*)} \mu^k_j \nabla^2_{xx} r_j(x^k),
\end{equation}

where $\mu^k_j \geq 0$ are estimates of the optimal multipliers for the nonlinear constraint (4c), and where $\nabla^2_{xx} r_j(x_j)$ is the $n \times n$ block-diagonal matrix with

\begin{equation}
\nabla^2 r_j(x_j) = \begin{bmatrix} 0 & 0 \\
0 & \frac{1}{\|x_j\|^2} I - \frac{x_j x_j^T}{\|x_j\|^4} \end{bmatrix}
\end{equation}

in the blocks corresponding to $x_j$ for $j \in \mathcal{J}$. It is easy to see that $\nabla^2 r_j(x_j)$ is positive semi-definite. The estimates $\mu^k_j$ are updated based on the optimal multipliers $\hat{\mu}^k_j \geq 0$ corresponding to (5c).
Algorithm 1 Basic SQP Algorithm

Require: Initial iterate $x^0$ and multiplier estimates $\lambda^0$, $\mu^0$, and $\eta^0$.

1: for $k = 0, 1, 2 \cdots$ do
2: 
3: Compute $H^k$ from (6).
4: Solve QP (5) to get step $d^k$ and multipliers $\hat\lambda^k$, $\hat\mu_j^k$, and $\hat\eta_j^k$.
5: Set $x^{k+1} \leftarrow x^k + d^k$, $\lambda^{k+1} \leftarrow \hat\lambda^k$, $\mu_j^{k+1} \leftarrow \hat\mu_j^k$ for all $j \in D(x^*)$, and $\eta_j^{k+1} \leftarrow \hat\eta_j^k$
6: for all $j \in E(x^*)$.
7: end for

Algorithm 1 formally states the basic SQP method where $\hat\lambda^k \geq 0$ and $\hat\eta_j^k$ denote the multipliers corresponding to (4b) and (4d), respectively. Because we are only interested in the behavior of the algorithm when $x^k$ is close to $x^*$, we assume here that $\tilde{x}_j^k \neq 0$ for all $j \in D(x^*)$ and for all $k$, and hence the gradient and Hessian of $r_j$ can be computed.

A fast rate of convergence can be proven under the following sufficient second-order optimality assumptions [3].

Assumption 1. Suppose that $x^*$ is an optimal solution of the NLP (4) with corresponding KKT multipliers $\lambda^*$, $\mu^*$, and $\eta^*$, satisfying the following properties:

(i) Strict complementarity holds;
(ii) the linear independence constraint qualification (LICQ) holds at $x^*$, i.e., the gradients of the constraints that hold with equality at $x^*$ are linearly independent;
(iii) the projection of the Lagrangian Hessian $H^* = \sum_{j \in D(x^*)} h_j^* \nabla^2 r_j(x_j^*)$ into the null space of the gradients of the active constraints is positive definite.

Under these assumptions, the basic SQP algorithm reduces to Newton’s method applied to the optimality conditions of (4) and the following result holds [17].

Theorem 2. Suppose that Assumption 1 holds and that the initial iterate $(x^0, \lambda^0, \mu^0, \eta^0)$ is sufficiently close to $(x^*, \lambda^*, \mu^*, \eta^*)$. Then the iterates $(x^k, \lambda^k, \mu^k, \eta^k)$ generated by the basic SQP algorithm, Algorithm 1, converge to $(x^*, \lambda^*, \mu^*, \eta^*)$ at a quadratic rate.

2.3. Penalty function. Theorem 2 is a local convergence result. Practical SQP algorithms include mechanisms that make sure that the iterates eventually reach such a neighborhood, even if the starting point is far away. To this end, we employ the exact penalty function

$$\varphi(x; \rho) = c^T x + \rho \sum_{j \in J} [r_j(x_j)]^+$$

in which $\rho > 0$ is a penalty parameter. Note that we define $\varphi$ in terms of all conic constraints $J$, even though $r_j$ appears in (4c) only for $j \in D(x^*)$. We do this because the proposed algorithm does not know $D(x^*)$ and the violation of all cone constraints needs to be taken into account when the original problem (1) is solved. Nevertheless, in this section, we may safely ignore the terms for $j \not\in D(x^*)$ because for $j \in E(x^*)$ we have $x_j^k = 0$ and hence $[r_j(x_j^k)]^+ = 0$ for all $k$ due to (5d), and when $j \in N(x^*)$, we have $r_j(x_j^k) < 0$ when $x_j^k$ is close to $x^*$ since $r_j(x_j^*) < 0$.

It can be shown, under suitable assumptions, that the minimizers of $\varphi(\cdot; \rho)$ over the set defined by the linear constraints (4b),

$$X = \{x \in \mathbb{R}^n : Ax \leq b\},$$


coincide with the minimizers of (4) when \( \rho \) is chosen sufficiently large. Because it is not known how large \( \rho \) needs to be, the algorithm uses an estimate, \( \rho^k \), in iteration \( k \), that might be increased during the course of the algorithm.

To ensure that the iterates eventually reach a minimizer of \( \varphi(\cdot; \rho) \), and therefore a solution of (4), we require that the decrease of \( \varphi(\cdot; \rho) \) is at least a fraction of that achieved in the piece-wise linear model of \( \varphi(\cdot; \rho) \) given by

\[
m^k(x^k + d; \rho) = c^T (x^k + d) + \rho \sum_{j \in \mathcal{D}(x^k)} [r_j(x_j^k) + \nabla r_j(x_j^k)^T d_j]^+,\]

constructed at \( x^k \). More precisely, the algorithm accepts a trial point \( \tilde{x}^{k+1} = x^k + d \) as a new iterate only if the sufficient decrease condition

\[
\varphi(\tilde{x}^{k+1}; \rho^k) - \varphi(x^k; \rho^k) \leq c_{\text{dec}} \left( m^k(x^k + d; \rho^k) - m^k(x^k; \rho^k) \right) \tag{10}
\]

holds with some fixed constant \( c_{\text{dec}} \in (0, 1) \). The trial iterate \( \tilde{x}^{k+1} = x^k + d^k \) with \( d^k \) computed from (5) might not always satisfy this condition. The proposed algorithm generates a sequence of improved steps of which one is eventually accepted.

However, to apply Theorem 2, it would be necessary that the algorithm take the original step \( d^k \) computed from (5); see Step 4 of Algorithm 1. Unfortunately, \( \tilde{x}^{k+1} = x^k + d^k \) might not be acceptable even when the iterate \( x^k \) is arbitrarily close to a non-degenerate solution \( x^* \) satisfying Assumption 1 (the Maratos effect [13]). Our remedy is to employ the second-order correction step [8], \( s^k \), which is obtained as an optimal solution of the QP

\[
\begin{align}
(12a) & \quad \min_{s \in \mathbb{R}^n} c^T(d^k + s) + \frac{1}{2}(d^k + s)^T H^k(d^k + s) \\
(12b) & \quad \text{s.t. } A(x^k + d^k + s) \leq b, \\
(12c) & \quad r_j(x_j^k + d_j^k) + \nabla r_j(x_j^k + d_j^k)^T s_j \leq 0, \quad j \in \mathcal{D}(x^*), \\
(12d) & \quad x_j^k + d_j^k + s_j = 0, \quad j \in \mathcal{E}(x^*).
\end{align}
\]

For later reference, let \( \tilde{x}^{S,k} \), \( \tilde{\mu}^{S,k} \) and \( \tilde{\eta}^{S,k} \) denote optimal multiplier vectors corresponding to (12b)--(12d), respectively. The trial point \( \tilde{x}^{k+1} = x^k + d^k + s^k \) is accept if it yields sufficient decrease (11) with respect to the original SQP step \( d = d^k \). Note that (12) is a variation of the second-order correction commonly used in SQP methods, for which (12c) reads

\[
\nabla r_j(x_j^k + d_j^k) \text{ takes no extra work and (12c) is equivalent to a supporting hyperplane, see Section 3.1. As the following theorem shows (see, e.g., [8] or [5, Section 15.3.2.3]), this procedure computes steps with sufficient decrease (11) and results in quadratic convergence.}

**Theorem 3.** Let Assumption 1 hold and let the initial iterate \( (x^0, \lambda^0, \mu^0, \eta^0) \) be sufficiently close to \( (x^*, \lambda^*, \mu^*, \eta^*) \). Further suppose that \( \rho^k = \rho^\infty \) for large \( k \) where \( \rho^\infty > \mu_j^* \) for all \( j \in \mathcal{D}(x^*) \). Consider an algorithm that generates a sequence of
iterates by setting either (i) \((x^{k+1}, \lambda^{k+1}, \mu^{k+1}, \eta^{k+1}) = (x^k + d^k, \hat{\lambda}^k, \hat{\mu}^k, \hat{\eta}^k)\) or (ii) \((x^{k+1}, \lambda^{k+1}, \mu^{k+1}, \eta^{k+1}) = (x^k + d^k + s^k, \lambda^S, \mu^S, \eta^S)\) for all \(k = 0, 1, 2, \ldots\). Then, for all \(k\), either the trial point \(z^{k+1} = x^k + d^k\) or the trial point \(z^{k+1} = x^k + d^k + s^k\) satisfies (11) and \((x^k, \lambda^k, \mu^k, \eta^k)\) converges to \((x^*, \lambda^*, \mu^*, \eta^*)\) at a quadratic rate.

2.4. Optimality conditions for SOCP. The proposed algorithm aims at finding an optimal solution of the SOCP (1), or equivalently, values of the primal variables, \(x^* \in \mathbb{R}^n\), and the dual variables, \(\lambda^* \in \mathbb{R}^m\) and \(z_j^* \in \mathbb{R}^m\) for \(j \in \mathcal{J}\), that satisfy the necessary and sufficient optimality conditions [1, Theorem 16]

\[
\begin{align*}
(13a) & \quad c + A^T \lambda^* - z^* = 0, \\
(13b) & \quad Ax^* - b \leq 0 \quad \lambda^* \geq 0, \\
(13c) & \quad K_j \ni x_j^* \perp z_j^* \in K_j, \quad j \in \mathcal{J}.
\end{align*}
\]

A thorough discussion of SOCPs is given in the comprehensive review by Alizadeh and Goldfarb [1]. The authors consider the formulation in which the linear constraints (1b) are equality constraints, but the results in [1] can be easily extended to inequalities.

The primal-dual solution \((x^*, \lambda^*, z^*)\) is unique under the following assumption.

**Assumption 2.** \((x^*, \lambda^*, z^*)\) is a non-degenerate primal-dual solution of the SOCP (1) at which strict complementarity holds.

The definition of non-degeneracy for SOCP is somewhat involved and we refer the reader to [1, Theorem 21]. Strict complementarity holds if \(x_j^* + z_j^* \in \text{int}(K_j)\) and implies that: (i) \(x_j^* \in \text{int}(K_j) \Rightarrow z_j^* = 0\); (ii) \(z_j^* \in \text{int}(K_j) \Rightarrow x_j^* = 0\); (iii) \(x_j^* \in \text{bd}(K_j) \setminus \{0\} \iff z_j^* \in \text{bd}(K_j) \setminus \{0\}\); and (iv) not both \(x_j^*\) and \(z_j^*\) can be zero.

3. Algorithm. The proposed algorithm solves the NLP formulation (3) using a variation of the SQP method. Since the functional formulation of the cone constraints (3c) might not be differentiable at all iterates or at an optimal solution, the cones are approximated by a polyhedral outer approximation using supporting hyperplanes.

The approximation is done so that the method identifies implicitly the constraints that are extremal-active at an optimal solution \(x^*\), i.e., \(\mathcal{E}(x^*) = \mathcal{E}(x^k)\) for large \(k\). More precisely, we will show that to close a non-degenerate optimal solution, the steps generated by the proposed algorithm are identical to those computed by the QP subproblem (5) for the basic SQP algorithm for solving (4). Consequently, fast local quadratic convergence is achieved, as discussed in Section 2.2.

3.1. Supporting hyperplanes. In the following, consider a particular cone \(K_j\) and let \(\mathcal{Y}_j\) be a finite subset of \(\{y_j \in \mathbb{R}^n : \bar{y}_j \neq 0, y_{j0} \geq 0\}\). We define the cone

\[
(14) \quad \mathcal{C}_j(\mathcal{Y}_j) = \{x_j \in \mathbb{R}^n : \nabla r_j(y_j)^T x_j \leq 0 \text{ and } x_{j0} \geq 0 \text{ for all } y_j \in \mathcal{Y}_j\}
\]

generated by the points in \(\mathcal{Y}_j\). For each \(x_j \in K_j\) we have \(r_j(x_j) \leq 0\), and using

\[
(15) \quad \nabla r_j(x_j) = \left(-1, \frac{x_j^T}{\|x_j\|}\right)^T,
\]

we obtain for any \(y_j \in \mathcal{Y}_j\) that

\[
\nabla r_j(y_j)^T x_j = \frac{1}{\|y_j\|}\bar{y}_j^T \bar{x}_j - x_{j0} \leq \frac{1}{\|y_j\|\|\bar{x}_j\|} \bar{y}_j^T \bar{x}_j - x_{j0} = r_j(x_j) \leq 0.
\]
Algorithm 2 Preliminary SQP Algorithm

Require: Initial iterate $x^0$ and sets $\mathcal{Y}_j$ for $j \in \mathcal{J}$.
1: for $k = 0, 1, 2 \cdots$ do
2: Choose $H^k$.
3: Solve subproblem (18) to get step $d^k$.
4: Set $x^{k+1} \leftarrow x^k + d^k$.
5: Set $\mathcal{Y}^k_{j+1} \leftarrow \mathcal{Y}_{pr,j}^k(x^k, x^k)$ for $j \in \mathcal{J}$.
6: end for

Therefore $C_j(\mathcal{Y}_j) \supseteq \mathcal{K}_j$. Also, for $y_j \in \mathcal{Y}_j$, consider $x_j = (1, \bar{y}_j^T/\|\bar{y}_j\|)$. Then

$$\nabla r_j(y_j)^T x_j \leq \frac{\bar{y}_j}{\|\bar{y}_j\|} - 1 \leq 1 - 1 \leq 0,$$

and also $r_j(x_j) = \|\bar{x}_j\| - x_{j0} = \bar{y}_j/\|\bar{y}_j\| - 1 = 0$. Hence $x_j \in C_j(\mathcal{Y}_j) \cap \mathcal{K}_j$. Therefore, for any $y_j \in \mathcal{Y}_j$, the inequality

$$\nabla r_j(y_j)^T x_j \leq 0$$

defines a supporting hyperplane for $\mathcal{K}_j$ that touches $\mathcal{K}_j$ at $(1, \bar{y}_j/\|\bar{y}_j\|)$. In summary, $C_j(\mathcal{Y}_j)$ is a polyhedral outer approximation of $\mathcal{K}_j$, defined by supporting hyperplanes.

In addition, writing $\mathcal{Y}_j = \{y_{j,1}, \ldots, y_{j,m}\}$, we also define the cone

$$C_j^v(\mathcal{Y}_j) := \left\{ - \sum_{l=1}^m \sigma_j e_j: \sigma_j \in \mathbb{R}_+^m, \eta_j \geq 0 \right\}.$$

For all $x_j \in C_j(\mathcal{Y}_j)$ and $z_j = - \sum_{l=1}^m \sigma_j e_j \nabla r_j(y_{j,l}) + \eta_j e_j \in C_j^v(\mathcal{Y}_j)$, we have

$$x_j^T z_j = - \sum_{l=1}^m \sigma_j e_j \nabla r_j(y_{j,l})^T x_j + \eta_j x_{j0} \geq 0$$

because $\nabla r_j(y_{j,l})^T x_j \leq 0$ and $x_{j0} \geq 0$ from the definition of $C_j(\mathcal{Y}_j)$. Therefore $C_j^v(\mathcal{Y}_j)$ is the dual of the cone $C_j(\mathcal{Y}_j)$, and since $C_j(\mathcal{Y}_j) \supseteq \mathcal{K}_j$, this implies $C_j^v(\mathcal{Y}_j) \subseteq \mathcal{K}_j$.

**3.2. QP subproblem.** In each iteration, at an iterate $x^k$, the proposed algorithm computes a step $d^k$ as an optimal solution of the subproblem

\[
\begin{align*}
(18a) \quad & \min_{d \in \mathbb{R}^n} c^T d + \frac{1}{2} d^T H^k d \\
(18b) \quad & \text{s.t. } A(x^k + d) \leq b,
(18c) \quad & r_j(x^k) + \nabla r_j(x^k)^T d \leq 0, \quad j \in \mathcal{D}(x^k),
(18d) \quad & x^k_j + d_j \in C_j(\mathcal{Y}_j^k), \quad j \in \mathcal{J}.
\end{align*}
\]

Here, $H^k$ is a positive semi-definite matrix that captures the curvature of the nonlinear constraint (3c), and for each cone, $\mathcal{Y}_j^k$ is the set of hyperplane-generating points that have been accumulated up to this iteration. From (14), we see that (18d) can be replaced by linear constraints. Consequently, (18) is a QP and can be solved as such.
Algorithm 2 describes a preliminary version of the proposed SQP method based on this subproblem. Observe that the linearization (18c) can be rewritten as

\[ 0 \geq r_j(x^k_j) + \nabla r_j(x^k_j)^T d_j = \|x^k_j\| - x^k_j - d_j + \frac{(\bar{x}^k_j)^T d_j}{\|x^k_j\|} = \frac{1}{\|x^k_j\|} (\bar{x}^k_j)^T (\bar{x}^k_j + d_j) - (x^k_j + d_j) = \nabla r_j(x^k_j)^T (x^k_j + d_j) \]

and is equivalent to the hyperplane constraint generated at \( x^k_j \). Consequently, if \( x^k_j \notin K_j \), then \( r_j(x^k_j) > 0 \) and (18c) acts as a cutting plane that excludes \( x^k_j \). Using the update rule

\[
\mathcal{J}_{pr,j}(\mathcal{J}_j,x_j) = \begin{cases} \mathcal{J}_j \cup \{x_j\} & \text{if } \bar{x}_j \neq 0 \text{ and } r_j(x_j) > 0, \\ \mathcal{J}_j & \text{otherwise,} \end{cases}
\]

in Step 5 makes sure that \( x^k_j \) is excluded in all future iterations.

In our algorithm, we initialize \( \mathcal{J}^0_j \) so that

\[
\mathcal{J}^0_j \supseteq \hat{\mathcal{Y}}^0 := \{e_{ji} : i = 1, \ldots, n_j - 1\} \cup \{-e_{ji} : i = 1, \ldots, n_j - 1\}.
\]

In this way, \( x_j = 0 \) is an extreme point of \( C_j(\mathcal{Y}^0_j) \), as it is for \( K_j \), and the challenging aspect of the cone is already captured in the first subproblem. By choosing the coordinate vectors \( e_{ji} \), we have \( \nabla r_j(e_{ji})^T x_j = x_{ji} - x_{j0} \), and the hyperplane constraint (16) becomes a very sparse linear constraint.

When \( H^k = 0 \) in each iteration, this procedure becomes the standard cutting plane algorithm for the SOCP (1). It is well-known that the cutting plane algorithm is convergent in the sense that every limit point of the iterates is an optimal solution of the SOCP (1), but the convergence is typically slow. In the following sections, we describe how Algorithm 2 is augmented to achieve fast local convergence. The full method is stated formally in Algorithm 3.

### 3.3. Identification of extremal-active cones.

We now describe a strategy that enables our algorithm to identify those cones that are extreme-active at a non-degenerate solution \( x^\star \) within a finite number of iterations, i.e., \( E(x^k) = E(x^\star) \) for all large \( k \). This will make it possible to apply a second-order method and achieve quadratic local convergence.

Consider the optimality conditions for the QP subproblem (18):

\[
\begin{align*}
& (21a) \quad c + H^k d^k + A^T \hat{\lambda}^k + \sum_{j \in \mathcal{D}(x^k)} \hat{\mu}_j^k \nabla x r_j(x^k) - \hat{\nu}^k = 0, \\
& (21b) \quad A(x^k + d^k) - b \leq 0 \perp \hat{\lambda}^k \geq 0, \\
& (21c) \quad r_j(x^k_j) + \nabla r_j(x^k_j)^T d_j^k \leq 0 \perp \hat{\mu}_j \geq 0, \quad j \in \mathcal{D}(x^k), \\
& (21d) \quad C_j(\mathcal{Y}^k_j) \ni x^k_j + d^k_j \perp \hat{\rho}^k_j \in C^\circ_j(\mathcal{Y}^k_j), \quad j \in \mathcal{J}.
\end{align*}
\]

Here, \( \hat{\lambda}^k, \hat{\mu}_j^k \), and \( \hat{\nu}^k \) are the multipliers corresponding to the constraints in (18); for completeness, we define \( \hat{\mu}_j^k = 0 \) for \( j \in \mathcal{J} \setminus \mathcal{D}(x^k) \). In (21a), \( \nabla x r_j(x^k_j) \) is the vector in \( \mathbb{R}^n \) that contains \( \nabla r_j(x^k_j) \) in the elements corresponding to \( x_j \) and is zero otherwise. Similarly, \( \hat{\nu}^k \in \mathbb{R}^n \) is equal to \( \hat{\rho}^k_j \) in the elements corresponding to \( x_j \) for all \( j \in \mathcal{J} \) and zero otherwise.
If we define
\[
\hat{z}^k := c + H^k d^k + A^T \hat{\lambda}^k
\]
and
\[
\hat{Y}_j^k := \begin{cases} 
Y_j^k \cup \{x_j^k\}, & \text{if } j \in \mathcal{D}(x^k), \\
Y_j^k, & \text{if } j \in \mathcal{J} \setminus \mathcal{D}(x^k),
\end{cases}
\]
then we can state this more compactly as
\[
(24a) \quad c + H^k d^k + A^T \hat{\lambda}^k - \hat{z}^k = 0, \\
(24b) \quad A(x^k + d^k) - b \leq 0 \perp \hat{\lambda}^k \geq 0, \\
(24c) \quad C_j(\hat{Y}_j^k) \ni x_j^k + d_j^k \perp \hat{z}_j^k \in C_j^*(\hat{Y}_j^k), \quad j \in \mathcal{J},
\]
which more closely resembles the SOCP optimality conditions (13). Our algorithm maintains primal-dual iterates \((x^{k+1}, \hat{\lambda}^k, \hat{z}^k)\) that are updated based on (24).

Suppose that strict-complementarity holds at a primal-dual solution \((x^*, \lambda^*, z^*)\) of the SOCP (1) and that \((x^{k+1}, \hat{\lambda}^k, \hat{z}^k) \to (x^*, \lambda^*, z^*)\). If \(j \not\in \mathcal{E}(x^*)\) then \(x_j^k \in \mathcal{K}_j\) implies \(x_j^* > 0\). As \(x_j^k\) converges to \(x_j^*\), we have \(x_j^k > 0\) and therefore \(j \not\in \mathcal{E}(x^k)\) for sufficiently large \(k\). This yields \(\mathcal{E}(x^k) \subseteq \mathcal{E}(x^*)\). We now derive a modification of Algorithm 2 that ensures that \(\mathcal{E}(x^*) \subseteq \mathcal{E}(x^k)\) for all sufficiently large \(k\) under Assumption 2.

Consider any \(j \in \mathcal{E}(x^*)\). We would like to have
\[
\hat{z}_j^k \in \text{int}(C_j^*(\hat{Y}_j^k))
\]
for all large \(k\), since then complementarity in (24c) implies that \(x_j^{k+1} = x_j^k + d_j^k = 0\) and hence \(j \in \mathcal{E}(x^{k+1})\) for all large \(k\). We will later show that Assumption 2 implies that \(\hat{z}_j^k \to z_j^*\) and that there exists a neighborhood \(N_\epsilon(z_j^*)\) of \(z_j^*\) so that \(z_j \in \text{int}(C_j^*(\hat{Y}_j^k \cup \{-y_j\}))\) if \(z_j, y_j \in N_\epsilon(z_j^*)\); see Remark 12. This suggests that some vector close to \(-z_j^*\) should eventually be included in \(\hat{Y}_j^k\) because (25) holds when \(\hat{z}_j^k\) is close enough to \(z_j^*\). For this purpose, the algorithm computes
\[
\hat{z}^k = c + A^T \hat{\lambda}^k,
\]
which also converges to \(z_j^*\) (see (13a)), and sets \(\hat{Y}_j^{k+1}\) to \(\mathcal{Y}_{du,j}(\hat{Y}_j^k, x_j^k, \hat{z}_j^k)\), where
\[
(26) \quad \mathcal{Y}_{du,j}(\hat{Y}_j, x_j, z_j) = \begin{cases} 
\hat{Y}_j \cup \{-z_j\} & \text{if } x_j \neq 0, \hat{z}_j \neq 0 \text{ and } r_j(z_j) < 0, \\
\hat{Y}_j & \text{otherwise}.
\end{cases}
\]
The update is skipped when \(x_j^k = 0\) (because then \(j\) is already in \(\mathcal{E}(x^k)\) and no additional hyperplane is needed), and when \(\hat{z}_j^k = 0\) or \(r_j(\hat{z}_j^k) \geq 0\), which might indicate that \(z_j^* \notin \text{int}(\mathcal{K}_j)\) and \(j \not\in \mathcal{E}(x^*)\).

3.4. Fast NLP-SQP steps. Now that we have a mechanism in place that makes sure that the extremal-active cones are identified in a finite number of iterations, we can attempt to emulate the basic SQP Algorithm 1 that yields fast quadratic convergence. More precisely, we now present a strategy that automatically takes basic SQP steps, i.e., solutions of the SQP subproblem (5), close to \(x^*\). For the
discussion in this section, we again assume that \( x^* \) is a unique solution at which strict Assumption 2 holds.

Suppose that \( \mathcal{E}(x^k) = \mathcal{E}(x^*) \) for large \( k \) due to the strategy discussed in Section 3.3. This means that the outer approximation (18d) of \( K_j \) for \( j \in \mathcal{E}(x^*) \) is sufficient to fix \( x_k^j \) to zero and is therefore equivalent to the constraint (5d) in the basic SQP subproblem. However, (18) includes the outer approximations for all cones, including those for \( j \notin \mathcal{E}(x^*) \), which are not present in (5). Consequently, the desired SQP step from (5) might not be feasible for (18).

To avoid this difficulty, at the beginning of an iteration, the algorithm first computes an NLP-SQP step as an optimal solution \( d^{S,k} \) of a relaxation of (18),

\[
\begin{align*}
\text{(27a)} \quad & \min_{d \in \mathbb{R}^n} c^T d + \frac{1}{2} d^T H_k d \\
\text{(27b)} \quad & \text{s.t. } A(x^k + d) \leq b \\
\text{(27c)} \quad & r_j(x_k^j) + \nabla r_j(x_k^j)^T d_j \leq 0, \quad j \in \mathcal{D}(x^k) \setminus \hat{\mathcal{E}}^k \\
\text{(27d)} \quad & x_{j0}^k + d_{j0} \geq 0, \quad j \in \mathcal{D}(x^k) \setminus \hat{\mathcal{E}}^k \\
\text{(27e)} \quad & x_j^k + d_j \in C_j(Y_j^k), \quad j \in \hat{\mathcal{E}}^k,
\end{align*}
\]

where \( \hat{\mathcal{E}}^k = \mathcal{E}(x^k) \). In this way, the outer approximations are imposed only for the currently extremal-active cones, while for all other cones only the linearization (27c) is considered, just like in (5), with the additional restriction (27d) that ensure \( x_{j0}^{k+1} \geq 0 \). Let \( \hat{\lambda}^k, \hat{\mu}^k_j, \hat{\eta}^k_j, \) and \( \hat{\nu}^k_j \) be the optimal corresponding to the constraints in (27) (set to zero for non-existing constraints) and define \( \hat{z}^k \) as in (22). Then the optimality conditions (24) hold again, this time with \( d^k = d^{S,k} \), but instead of (23) we have

\[
\hat{y}_j^k := \begin{cases} 
\{x_j^k\} & \text{if } j \in \mathcal{D}(x^k) \setminus \hat{\mathcal{E}}^k, \\
\{y_j^k\} & \text{if } j \in \hat{\mathcal{E}}^k.
\end{cases}
\]

However, when \( x^k \) is not close to \( x^* \) and \( \mathcal{E}(x^*) \neq \mathcal{E}(x^k) \), QP (27) might result in poor steps that go far outside \( K_j \) for some \( j \in \mathcal{D}(x^k) \setminus \hat{\mathcal{E}}^k \) and undermine convergence. To overcome this, we iteratively add more cones to \( \hat{\mathcal{E}}^k \) until

\[
\begin{align*}
\text{(29)} \quad & x_{j0}^k + d_{j0}^{S,k} > 0 \text{ only for } j \in \mathcal{J} \setminus \hat{\mathcal{E}}^k,
\end{align*}
\]

i.e., if a cone is approximated only by its linearization (27c), the step does not appear to target its extreme point. This property is necessary to show that \( \mathcal{E}(x^k) = \mathcal{E}(x^*) \) for all large \( k \) also when new iterates are computed from (27) instead of (18). Note that in the extreme case \( \hat{\mathcal{E}}^k = \mathcal{J} \) and (27) is identical to (18).

Unfortunately, there is no guarantee that (27) yields iterates that converge to \( x^* \). To handle this, the algorithm might discard the NLP-SQP step and fall back to the original method and recompute a new step from (18). In Section 3.6 we describe how we use the exact penalty function (8) to determine when this is necessary.

3.5. Hessian matrix. Motivated by (6), we compute the Hessian matrix \( H_k \) in (18) and (27) from

\[
\begin{align*}
\text{(30)} \quad & H_k = \sum_{j \in \mathcal{D}(x^k)} \mu_j^k \nabla^2_{xx} r_j(x^k),
\end{align*}
\]
where \( \mu_j^k \geq 0 \) are multiplier estimates for the nonlinear constraint (3c), and \( \nabla^2 r_j(x^k_j) \) is the symmetric \( n \times n \) matrix that contains \( \nabla^2 r_j(x^k_j) \) in the rows and columns corresponding to \( x_j \) and is zero otherwise. Because \( \nabla^2 r_j(x^k_j) \) is positive semi-definite and \( \mu_j^k \geq 0 \), also \( H^k \) is positive semi-definite.

Since, in the final phase, we intend to emulate the basic SQP Algorithm 1, we set \( \mu_j^{k+1} = \hat{\mu}_j^k \) for \( j \in D(x^{k+1}) \), where \( \hat{\mu}_j^k \) are the optimal multipliers for (27c) when the fast NLP-SQP step was accepted. But we also need a value for \( \mu_j^{k+1} \) when the step is computed from (18) where, in addition to the linearization of \( r_j \), hyperplanes (18d) are used to approximate all cones. By comparing the optimality conditions of the QPs (18) and (5) we now derive an update for \( \mu_j^{k+1} \).

Suppose that \( j \in D(x^{k+1}) \cap D(x^k) \). Then (21a) yields

\[
c_j + H^k_{jj} d^k_j + A^T_j \hat{\lambda}^k + \hat{\mu}_j^k \nabla r_j(x^k_j) = 0,
\]

where \( H^k_{jj} = \mu_j^k \nabla^2 r_j(x^k_j) \) because of (30). Here, the dual information for the nonlinear constraint is split into \( \hat{\mu}_j^k \) and \( \hat{\nu}_j^k \) and needs to be condensed into a single number, \( \mu_j^{k+1} \), so that we can compute \( H^k \) from (30) in the next iteration.

On the other hand, in the basic SQP Algorithm 1, the new multipliers \( \mu_j^{k+1} \) are set to the optimal multipliers of the QP (5), which satisfy

\[
c_j + H^k_{jj} d^k_j + A^T_j \hat{\lambda}^k + \mu_j^{k+1} \nabla r_j(x^k_j) = 0.
\]

A comparison with (31) suggests to choose \( \mu_j^{k+1} \) so that

\[
\mu_j^{k+1} \nabla r_j(x^k_j) \approx \hat{\mu}_j^k \nabla r_j(x^k_j) - \hat{\nu}_j^k.
\]

Multiplying both sides with \( \nabla r_j(x^k_j)^T \) and solving for \( k^{k+1} \) yields

\[
\mu_j^{k+1} = \hat{\mu}_j^k - \frac{\nabla r_j(x^k_j)^T \hat{\nu}_j^k}{\| \nabla r_j(x^k_j) \|^2}.
\]

Note that \( \mu_j^{k+1} = \hat{\mu}_j^k \) if the outer approximation constraint (18d) is not active and therefore \( \hat{\nu}_j^k = 0 \) for \( j \). In this case, we recover the basic SQP update, as desired.

We also need to define \( \mu_j^{k+1} \) when \( j \notin D(x^{k+1}) \). Again comparing (31) with (32) suggests a choice so that

\[
\mu_j^{k+1} \nabla r_j(x^{k+1}_j) \approx -\hat{\nu}_j^k,
\]

where we substituted \( \nabla r_j(x^k_j) \) by \( \nabla r_j(x^{k+1}_j) \) because the former is not defined for \( j \notin D(x^k) \). In this case, multiplying both sides with \( \nabla r_j(x^{k+1}_j)^T \) and solving for \( k^{k+1} \) yields

\[
\mu_j^{k+1} = -\frac{\nabla r_j(x^{k+1}_j)^T \hat{\nu}_j^k}{\| \nabla r_j(x^{k+1}_j) \|^2}.
\]

In summary, in each iteration in which (18) determines the new iterate, we update

\[
\mu_j^{k+1} = \begin{cases} 
\hat{\mu}_j^k - \frac{\nabla r_j(x^k_j)^T \hat{\nu}_j^k}{\| \nabla r_j(x^k_j) \|^2} & j \in D(x^{k+1}) \cap D(x^k) \\
-\frac{\nabla r_j(x^{k+1}_j)^T \hat{\nu}_j^k}{\| \nabla r_j(x^{k+1}_j) \|^2} & j \in D(x^{k+1}) \setminus D(x^k) \\
0 & \text{otherwise}.
\end{cases}
\]

3.6. Penalty function. The steps computed from (18) and (27) do not necessarily yield a convergent algorithm and a safeguard is required to force the iterates into
a neighborhood of an optimal solution. Here, we utilized the exact penalty function (8) and accept a new iterate only if the sufficient decrease condition (11) holds.

As discussed in Section 3.4, at the beginning of an iteration, the algorithm first computes an NLP-SQP step $d^{S,k}$ from (27). The penalty function can now help us to decide whether this step makes sufficient progress towards an optimal solution, and we only accept the trial point $\hat{x}^{k+1} = x^k + d^{S,k}$ as a new iterate if (11) holds with $d = d^{S,k}$.

If the penalty function does not accept $d^{S,k}$, there is still a chance that $d^{S,k}$ is making rapid progress towards the solution, but, as discussed in Section 2.2, the Maratos effect is preventing the acceptance of $d^{S,k}$. As a remedy, we compute, analogously to (12), a second-order correction step $s^k$ for (27) as a solution of

$$
\min_{s \in \mathbb{R}^n} c^T (d^{S,k} + s) + \frac{1}{2} (d^{S,k} + s)^T H(k)(d^{S,k} + s)
\quad \text{s.t.} \quad A(x^k + d^{S,k} + s) \leq b,
$$

and accept the trial point $\hat{x}^{k+1} = x^k + d^{S,k} + s^k$ if it satisfies (11) with $d = d^{S,k}$. Let again $\hat{\lambda}^k$, $\hat{\rho}^k$, $\hat{s}^k$, and $\hat{\nu}^k$ denote the optimal multipliers in (34) and define $\check{z}^k$ as in (22). The optimality conditions (24) still hold, this time with $d^k = d^{S,k} + s^k$ and

$$
\hat{\lambda}^j_k := \begin{cases} 
\{x^k_j + d^{S,k}_j\}, & \text{if } j \in D(x^k) \setminus \hat{\epsilon}^k, \\
\{\hat{\lambda}^j_k\}, & \text{if } j \in \hat{\epsilon}^k.
\end{cases}
$$

If neither $d^{S,k}$ nor $d^{S,k} + s^k$ has been accepted, we give up on fast NLP-SQP steps and instead revert to QP (18) which safely approximates every cone with an outer approximation. However, the trial point $\hat{x}^{k+1} = x^k + d^k$ with the step $d^k$ obtained from (18) does not necessarily satisfy (11). In that case, the algorithm adds $x^k + d^k$ to $\hat{\lambda}^j_k$ to cut off $x^k + d^k$ and resolves (18) to get a new trial step $d^k$. In an inner loop, this procedure is repeated until, eventually, a trial step is obtained that satisfies (11). We will show that (11) holds after a finite number of iterations of the inner loop.

It remains to discuss the update of the penalty parameter estimate $\rho^k$. One can show (see Lemma 4) that an optimal solution of $x^*$ of the SOCP with conic multipliers $z^*$ is a minimizer of $\phi(\cdot, \rho)$ over the set $X$ defined in (9) if $\rho > \|z^*_{J,0}\|_{\infty}$, where $z^*_{J,0} = (z^*_{1,0}, \ldots, z^*_{p,0})^T$. Since $z^*$ is not known a priori, the algorithm uses the update rule $\rho^k = \rho_{\text{new}}(\rho^{k-1}, z^k)$ where

$$
\rho_{\text{new}}(\rho_{\text{old}}, z) := \begin{cases} 
\rho_{\text{old}}, & \text{if } \rho_{\text{old}} > \|z_{J,0}\|_{\infty} \\
c_{\text{inc}} \cdot \|z_{J,0}\|_{\infty}, & \text{otherwise},
\end{cases}
$$

with $c_{\text{inc}} > 1$. If the sequence $\{z^k\}_{k=1}^{\infty}$ is bounded, this rule will eventually settle at a final penalty parameter $\rho^\infty$ that is not changed after a finite number of iterations.

During an iteration of the algorithm, several trial steps may be considered and a preliminary parameter value is computed from (36) for each one. At the end of the iteration, the parameter value corresponding to the accepted trial step is stored. Note that the acceptance test for the second-order correction step from (34) needs to be done with the penalty parameter computed for the regular NLP-SQP step from (27).
Algorithm 3 SQP Algorithm for SOCP.

Require: Initial iterate \( x^0 \in X \) with \( x_{j,0} \geq 0 \), multipliers \( \mu_j^0 \in \mathbb{R}_+ \), penalty parameter \( \rho^{-1} > 0 \); constants \( c_{\text{dec}} \in (0, 1) \) and \( c_{\text{inc}} > 1 \).
1: Initialize \( \lambda_j^0 \) so that (20) is satisfied.
2: for \( k = 0, 1, 2, \ldots \) do
3: \hspace{1em} Compute \( H^k \) using (30).
4: \hspace{1em} Set \( \tilde{\mathcal{E}}^k \leftarrow \mathcal{E}(x^k) \).
5: \hspace{1em} Compute \( d^{S,k}, \tilde{\lambda}^k, \tilde{\mu}^k, \hat{z}^k \) from (27) and (22) and set \( \hat{x}^{k+1} = x^k + d^{S,k} \).
6: while \( \{ j \in \mathcal{J} : x_{j,0} + d_{j,0}^{S,k} = 0 \} \not\subseteq \tilde{\mathcal{E}}^k \) do
7: \hspace{2em} Set \( \tilde{\mathcal{E}}^k \leftarrow \tilde{\mathcal{E}}^k \cup \{ j \in \mathcal{J} : x_{j,0} + d_{j,0}^{S,k} = 0 \} \).
8: \hspace{1em} Recompute \( d^{S,k}, \tilde{\lambda}^k, \tilde{\mu}^k, \hat{z}^k \) from (27) and (22) and set \( \hat{x}^{k+1} = x^k + d^{S,k} \).
9: end while
10: Compute candidate penalty parameter \( \rho^k = \rho_{\text{new}}(\rho^{k-1}, \hat{z}^k) \), see (36).
11: if (11) holds for \( d = d^{S,k} \) then
12: \hspace{1em} Set \( Y_{j}^{k+1} \leftarrow Y_{pr,j}^+(Y_{j}^{k}, x^k) \) and \( d^k = d^{S,k} \).
13: \hspace{1em} Set \( \mu^{k+1} = \tilde{\mu}^k \) and go to Step 33.
14: end if
15: Compute \( s^k, \tilde{\lambda}^k, \tilde{\mu}^k, \hat{z}^k \) from (34) and (22) and set \( \hat{x}^{k+1} = x^k + d^{S,k} + s^k \).
16: if (11) holds for \( d = d^{S,k} \) and \( \{ j \in \mathcal{J} : x_{j,0} + d_{j,0}^{S,k} + s_j = 0 \} \subseteq \tilde{\mathcal{E}}^k \) then
17: \hspace{1em} Set \( Y_{j}^{k+1} \leftarrow Y_{pr,j}^+(Y_{j}^{k}, x^k) \) and \( d^k = d^{S,k} \).
18: \hspace{1em} Set \( \mu^{k+1} = \tilde{\mu}^k \) and go to Step 33.
19: end if
20: Set \( Y_{j}^{k,0} \leftarrow Y_{j}^{k} \).
21: for \( l = 0, 1, 2, \ldots \) do
22: \hspace{1em} Compute \( d^{k,l}, \tilde{\lambda}^k, \tilde{\mu}^k, \hat{z}^k \) from (18) and (22) and set \( \hat{x}^{k+1} = x^k + d^{k,l} \).
23: \hspace{1em} Compute candidate penalty parameter \( \rho^k = \rho_{\text{new}}(\rho^{k-1}, \hat{z}^k) \).
24: \hspace{1em} if (11) holds for \( d = d^{k,l} \) then
25: \hspace{2em} Set \( Y_{j}^{k+1} \leftarrow Y_{pr,j}^+(Y_{j}^{k,l}, x^k) \) and \( d^k = d^{k,l} \).
26: \hspace{2em} Go to Step 32.
27: end if
28: \hspace{1em} Set \( Y_{j}^{k+1} \leftarrow Y_{pr,j}^+(Y_{j}^{k,l}, \hat{x}^{k+1}) \), see (19).
29: \hspace{1em} Compute \( \hat{z}^k = c + A^T \tilde{\lambda}^k \).
30: \hspace{1em} Update \( Y_{j}^{k,l+1} \leftarrow Y_{du,j}^+(Y_{j}^{k,l+1}, \hat{x}^{k+1}, \hat{z}^k) \), see (26).
31: end for
32: Compute \( \mu^{k+1} \) from (33).
33: Compute \( \hat{z}^k = c + A^T \hat{\lambda}^k \) and update \( Y_{j}^{k+1} \leftarrow Y_{du,j}^+(Y_{j}^{k+1}, x^k, \hat{z}^k) \).
34: \hspace{1em} Set \( x^{k+1} \leftarrow \hat{x}^{k+1} \).
35: \hspace{1em} If \( (x^{k+1}, \hat{\lambda}^k, \hat{z}^k) \) satisfy (13), stop.
36: end for

3.7. Complete algorithm. The complete method is stated in Algorithm 3. To keep the notation concise, we omit “for all \( j \in \mathcal{J} \)” whenever the index \( j \) is used.

Each iteration begins with the computation of the fast NLP-SQP step where an inner loop repeatedly adds cones to \( \tilde{\mathcal{E}}^k \) until (29) holds. If the step achieves a sufficient decrease in the penalty function, the trial point is accepted. Otherwise, the second-order correction for the NLP-SQP step is computed and accepted if it yields
a sufficient decrease for the NLP-SQP step. Note that the second-order correction step is discarded if it does not satisfy (29) since otherwise finite identification of $\mathcal{E}(x^*)$ cannot be guaranteed. If none of the NLP-SQP steps was acceptable, the algorithm proceeds with an inner loop in which hyperplanes that cut off the current trial point are repeatedly added until the penalty function is sufficiently decreased. No matter which step is taken, both $x^*_j$ and $\tilde{z}^k_j$ are added to $\mathcal{Y}^k_j$ according to the update rules (19) and (26) and the multiplier $\mu^k$ for the nonlinear constraints is updated.

In most cases, a new QP is obtained by adding only a few constraints to the most recently solved QP, and a hot-started QP solver will typically compute the new solution quickly. For example, in each inner iteration in Steps 6–9, hyperplanes for the polyhedral outer approximation for cones augmenting $\hat{\mathcal{E}}^k$ are added to QP (27). Similarly, each inner iteration in Steps 20–31 adds one cutting plane for a violated cone constraint. In Steps 5 and 15, some constraints are removed compared to the most recently solved QP, but also this structure could be utilized. We will discuss this topic in Section 5.


4.1. Global convergence. In this section, we prove that all limit points of the sequence of iterates are optimal solutions of the SOCP, if the algorithm does not terminate with an optimal solution in Step 35. We make the following assumption throughout this section.

**Assumption 3.** The SOCP is feasible, the set $X$ defined in (9) is bounded, and Algorithm 3 does not terminate in Step 35. Let $\{(x^{k+1}, \hat{\lambda}^k, z^k)\}_{k=0}^\infty$ be the primal-dual sequence generated by Algorithm 3. There exists a constant $M > 0$ so that for all $k$ we have $\|\tilde{z}^k\| \leq M$.

Under this assumption, the QPs (18), (27), and (34) are always feasible because their feasible region is a superset of the feasible region of the SOCP. Consequently, a trial step can always be computed in Steps 5, 15, and 22 in Algorithm 3. On the other hand, if the SOCP is infeasible, eventually an iteration is encountered in which one of these QPs is infeasible.

Since $x^0 \in X$ by the initialization of Algorithm 3 and any step satisfies (21b), we have $x^k \in X$ for all $k$. Similarly, (24c) and (14) imply that

\begin{equation}
\sum_{j \in J} [r_j(x^*_j)]^+ \leq 0.
\end{equation}

We begin the analysis with some technical results that quantify the decrease in the penalty function model.

**Lemma 4.** Consider an iteration $k$ and let $d^k$ be computed in Step 5 or Step 22 in Algorithm 3. Further let $\rho^k > \rho^k_{\min}$, where $\rho^k_{\min} = \|\tilde{z}^k_{J,0}\|_{\infty}$ with $\tilde{z}^k$ defined in (22). Then the following statements are true.

(i) We have

\begin{equation}
m^k(x^k + d^k; \rho^k) - m^k(x^k; \rho^k) \leq -(d^k)^T H^k d^k - (\rho^k - \rho^k_{\min}) \sum_{j \in J} [r_j(x^*_j)]^+ \leq 0.
\end{equation}

(ii) If $x^k$ is not an optimal solution of the SOCP, then

\begin{equation}
m^k(x^k + d^k; \rho^k) - m^k(x^k; \rho^k) < 0.
\end{equation}
Finally, combining this with (10) and (18c) or (27c), respectively, we obtain

\[ D \]

and the definition of \( r \) for some \( j \).

For the second equality, we used that \( \lambda^k \geq 0 \) from (24c) and (27), there exist \( \hat{\lambda} \) and \( \hat{\lambda}_j \in \mathbb{R}_+ \).

Using (15) we have \( \hat{\lambda}_j \geq \sum_{l=1}^{m^j} \hat{\alpha}_{i,j,l} > 0 \). To derive a contradiction, suppose that (38) does not hold. Then part (i) yields

\[ -(d^k)^T \hat{\lambda}_j = (x^k + d^k) - \sum_{l=1}^{m^j} \hat{\alpha}_{i,j,l} (\hat{\lambda}_j^k)^T (x^k - \hat{\lambda}_j^k) \geq -x^k_0 \hat{\lambda}_j^k \geq -x^k_0 \hat{\lambda}_j^k (x^k_j)^+ \]

Further, we have from (24b) that \( 0 = (Ax^k + Ad^k - b)^T \hat{\lambda}_k \) and therefore \( (d^k)^T A^T \hat{\lambda}_k = -(Ax^k - b)^T \hat{\lambda}_k \geq 0 \) since \( \hat{\lambda}_k \geq 0 \) and \( x^k \in X \).

Using these inequalities and (24a), the choice of \( \rho_{\min}^k \) yields

\[ \begin{align*}
0 &= (d^k)^T (c + H^k d^k + A^T \hat{\lambda}_k - \hat{\lambda}_k^k) \\
&\geq c^T d^k + (d^k)^T H^k d^k - \sum_{j \in J} (\hat{\lambda}_j^k (x^k_j)^+ \\
&\geq c^T d^k + (d^k)^T H^k d^k - \rho_{\min}^k \sum_{j \in J} (x^k_j)^+. \\
\end{align*} \]

Finally, combining this with (10) and (18c) or (27c), respectively, we obtain

\[ m^k(x^k + d^k; \rho^k) - m^k(x^k; \rho^k) = c^T d^k - \rho^k \sum_{j \in J} (r_j(x^k_j))^+ \\
= c^T d^k - \rho^k \sum_{j \in J} (x^k_j)^+ \\
\leq -(d^k)^T H^k d^k - (\rho^k - \rho_{\min}^k) \sum_{j \in J} (x^k_j)^+. \]

For the second equality, we used that \( r_j(x^k_j) \neq 0 - x^k_0 \leq 0 \) for \( j \not\in D(x^k) \) by (37) and the definition of \( D(x^k) \). Since \( H^k \) is positive semi-definite, \( \rho^k > \rho_{\min}^k \), and \( (x^k_j)^+ \geq 0 \), the right-hand side must be non-positive.

Proof of (ii): Suppose \( x^k \in X \) is not an optimal solution for the SOCP. If \( x^k \) is not feasible for the SOCP, \( x^k \) must violate a conic constraint and we have \( [r_j(x^k_j)]^+ > 0 \) for some \( j \in J \). Since \( H^k \) is positive semidefinite and \( \rho^k - \rho_{\min}^k > 0 \), part (i) yields (38).

It remains to consider the case when \( x^k \) is feasible for the SOCP, i.e., \( [r_j(x^k_j)]^+ = 0 \) for all \( j \). To derive a contradiction, suppose that (38) does not hold. Then part (i)
yields
\[ 0 = m^k(x^k + d^k; \rho^k) - m^k(x^k; \rho^k) \]
\[ = -(d^k)^T H^k d^k - (\rho^k - \rho^k_{\min}) \sum_{j \in J} [r_j(x_j^k)]^+ = -(d^k)^T H^k d^k \leq 0. \]

Because \( H^k \) is positive semi-definite, this implies \( H^k d^k = 0 \). Further, since also
\[ 0 = m^k(x^k + d^k; \rho^k) - m^k(x^k; \rho^k) \] (10)
\[ = c^T d^k - \rho^k \sum_{j \in D(x^k)} [r_j(x_j^k)]^+ = c^T d^k, \]
the optimal objective value of (18) or (27), respectively, is zero. At the same time, choosing \( d^k = 0 \) is also feasible for (18) or (27) and yields the same objective value. Therefore, also \( d^k = 0 \) is an optimal solution of (18) or (27) and the optimality conditions (24) hold for some multipliers. Because \( \mathcal{C}^*_j (\hat{O}^k_{\beta}) \subseteq \mathcal{K}_j \), the same multipliers and \( d^k = 0 \) show that the optimality conditions of the SOCP (13) also hold. So, \( x^k \) is an optimal solution for the SOCP, contradicting the assumption.

The following lemma shows that the algorithm is well-defined and will not stay in an infinite loop in Steps 20–31.

**Lemma 5.** Consider an iteration \( k \) and suppose that \( x^k \) is not an optimal solution of the SOCP. Then
\[ \varphi(x^k + d^{k, l}; \rho^k) - \varphi(x^k; \rho^k) \leq c_{\max} \left( m^k(x^k + d^{k, l}; \rho^k) - m^k(x^k; \rho^k) \right) \]
after a finite number of iterations in the inner loop in Steps 20–31.

**Proof.** Suppose the claim is not true and let \( \{d^{k, l}\}_l \) be the infinite sequence of trial steps generated in the loop in Steps 20–31 for which the stopping condition in Step 24 is never satisfied, and let \( d^{k, \infty} \) be a limit point of \( \{d^{k, l}\}_l \). We will first show that
\[ [r_j(x_j^k + d^{k, \infty})]^+ = 0 \text{ for all } j \in J. \]

Let us first consider the case when \( \bar{x}_j^k + d^{k, \infty}_j = 0 \) for some \( j \in J \). Then \( r_j(x_j^k + d^{k, \infty}_j) = \|\bar{x}_j^k + d^{k, \infty}_j\| - (x_j^{k_0} + d^{k, \infty}_j) = -(x_j^{k_0} + d^{k, \infty}_j) \leq 0 \) and (40) holds.

Now consider the case that \( \bar{x}_j^k + d^{k, \infty}_j \neq 0 \) for \( j \in J \). Since \( d^{k, \infty} \) is a limit point of \( \{d^{k, l}\}_l \), there exists a subsequence \( \{d^{k, l_t}\}_t \) that converges to \( d^{k, \infty} \). We may assume without loss of generality that \( \bar{x}_j^k + d^{k, l_t}_j \neq 0 \) for all \( t \). Then, for any \( t \), by Step 30, \( x_j^k + d^{k, l_t}_j \in \mathcal{Y}_{j, l_{t+1}}^{k, l_{t+1}} \). In the inner iteration \( l_{t+1} \), the trial step \( d^{k, l_{t+1}}_j \) is computed from (18) and satisfies \( x_j^k + d^{k, l_{t+1}}_j \in \mathcal{Y}_{j, l_{t+1}}^{k, l_{t+1}} \), which by definition (14) implies
\[ \nabla r_j(x_j^k + d^{k, l_{t+1}}_j)^T(x_j^k + d^{k, l_{t+1}}_j) \leq 0. \]

Taking the limit \( t \to \infty \) and using the fact that \( \nabla r_j(v_j)^T v_j = r_j(v_j) \) for any \( v_j \in \mathcal{K}_j \) yields
\[ r_j(x_j^k + d^{k, \infty}_j) = \nabla r_j(x_j^k + d^{k, \infty}_j)^T(x_j^k + d^{k, \infty}_j) \leq 0, \]
proving (40). In turn (40) implies that the ratio
\[ \frac{\varphi(x^k + d^{k, l}; \rho^k) - \varphi(x^k; \rho^k)}{m^k(x^k + d^{k, l}; \rho^k) - m^k(x^k; \rho^k)} = \frac{c^T d^{k, l} + \rho^k [r_j(x_j^k + d^{k, l})]^+ - [r_j(x_j^k)]^+}{c^T d^{k, l} - \rho^k [r_j(x_j^k)]^+} \]
converges to 1. Note that the ratio is well-defined since \( m^k(x^k + d^k; \rho^k) - m^k(x^k; \rho^k) < 0 \) due to Lemma 5(ii). It then follows that (39) is true for sufficiently large \( t \).

It is easy to see that the penalty parameter update rule (36) and Assumption 3 imply the following result.

**Lemma 6.** There exists \( \rho^\infty \) and \( K_\rho \) so that \( \rho^k = \rho^\infty > \rho^\min \), where \( \rho^\infty \geq \rho^\min = \|z_{j,0}^k\|_\infty \) for all \( k \geq K_\rho \).

**Theorem 7.** Any limit point of \( \{x^k\}^\infty_{k=0} \) is an optimal solution of the SOCP (1).

**Proof.** By Lemma 6, we have \( \rho^k = \rho^\infty \) for all \( k \geq K_\rho \). Then, we have from (11) and the updates in the algorithm that

\[
\varphi(x^{k+1}; \rho^\infty) - \varphi(x^{K}; \rho^\infty) = \sum_{t=K_\rho}^k \left( \varphi(x^{t+1}; \rho^\infty) - \varphi(x^t; \rho^\infty) \right) \\
\leq c_{\text{dec}} \sum_{t=K_\rho}^k \left( m^t(x^t + d^t; \rho^\infty) - m^t(x^t; \rho^\infty) \right)
\]

for \( k \geq K_\rho \). Since the SOCP is bounded below by Assumption 3, the left-hand side is bounded below as \( k \to \infty \). Lemma 4(i) shows that all summands are non-positive and we obtain

\[
\lim_{k \to \infty} \left( m^k(x^k + d^k; \rho^\infty) - m^k(x^k; \rho^\infty) \right) = 0.
\]

Using Lemma 4(i), we also have

\[
\lim_{k \to \infty} \left( (d^k)^T H^k d^k + (\rho^\infty - \rho^\min) \sum_{j \in \mathcal{J}} [r_j(x^k_j)]^+ \right) = 0.
\]

Since \( H^k \) is positive semi-definite and \( \rho^\infty - \rho^\min \geq \rho^\infty - \rho^\min > 0 \), this implies that \( [r_j(x^k_j)]^+ \to 0 \) for all \( j \in \mathcal{J} \), i.e., all limit points of \( \{x^k\}^\infty_{k=0} \) are feasible. This also yields \( \lim_{k \to \infty} (d^k)^T H^k d^k = 0 \), and since \( H^k \) is positive semi-definite, we have

\[
\lim_{k \to \infty} H^k d^k = 0.
\]

Using (41) together with (10) and \( [r_j(x^k_j)]^+ \to 0 \), we obtain

\[
0 = \lim_{k \to \infty} \left( c^T d^k - \rho^\infty \sum_{j \in \mathcal{D}(x^k)} [r_j(x^k_j)]^+ \right) = \lim_{k \to \infty} c^T d^k.
\]

Now let \( x^* \) be a limit point of \( \{x^k\}^\infty_{k=0} \). Since \( X \) is bounded, \( d^k \) is bounded, and consequently there exists a subsequence \( \{k_t\} \) of iterates so that \( x^{k_t} \) and \( d^{k_t} \) converge to \( x^* \) and \( d^* \), respectively, for some limit point \( d^\infty \) of \( d^k \). Define \( g^{k_t} = H^{k_t} d^{k_t} \) for all \( t \). Then, looking at the QP optimality conditions (24), we see that \( d^{k_t} \) is also an optimal solution of the linear optimization problem

\[
\min_{d \in \mathbb{R}^n} (c + g^{k_t})^T d
\]

s.t. \( A(x^{k_t} + d) \leq b \),

\[ x^{k_t}_j + d_j \in C_j \left( \hat{y}^{k_t}_j \right), \quad j \in \mathcal{J}. \]
Now suppose, for the purpose of deriving a contradiction, that \( x^* \) is not an optimal solution of the SOCP. Since we showed above that \( x^* \) is feasible, there then exists a step \( \tilde{d}^* \in \mathbb{R}^m \) so that \( \tilde{x} = x^* + \tilde{d}^* \) is feasible for (1) and \( c^T \tilde{d}^* < 0 \). Then, because \( K_j \subseteq C_j(Y_{k_i}) \), for each \( t, \tilde{d}^{k_i} = x^* - x^{k_i} + \tilde{d}^* \) is feasible for (44), and because \( d^{k_i} \) is an optimal solution of (44), we have \( (c + g^{k_i})^T d^{k_i} \leq (c + g^{k_i})^T \tilde{d}^{k_i} \). Taking the limit \( t \to \infty \), we obtain \( (c + g^{k_i})^T d^{k_i} \leq c^T \tilde{d}^* < 0 \), where we used \( \lim_{t \to \infty} g^{k_i} = \lim_{t \to \infty} H^{k_i} d^{k_i} = 0 \), due to the definition of \( g^{k_i} \) and (42). However, this contradicts (43). Therefore, \( x^* \) must be a solution of the SOCP.

We highlight the limit (42) established in the above proof.

**Lemma 8.** \( \lim_{k \to \infty} H^k d^k = 0 \).

We can extend Theorem 7 to the convergence of the primal-dual iterates.

**Theorem 9.** Any limit point \((x^*, \lambda^*, z^*)\) of \((x^{k+1}, \lambda^k, z^k)\)_{k=0}^\infty is a primal-dual solution of the SOCP.

**Proof.** Let \( \{(x^{k+1}, \lambda^k, z^k)\} \) be a subsequence converging to \( (x^*, \lambda^*, z^*) \). No matter whether the an iterate is computed from the optimal solution of (18), (27), or (34), the iterates satisfy the optimality conditions (24). In particular, from (24c) we have for any \( j \in J \) that \( z_j^k \in C_j^0(\lambda^{k_j}) \subseteq K_j \) and \( (x^{k+1})^T z_j^k = 0 \). In the limit, we obtain \( z_j^* \in K_j \) (since \( K_j \) is closed) and \( (x^*)^T z_j^* = 0 \). Since \( x^* \) is feasible, according to Theorem 7, it is \( x_j^* \in K_j \), and so (13c) holds. Using Lemma 8 we can take the limit in (24a) and (24b) and deduce also the remaining SOCP optimality conditions (13a) and (13b) hold at the limit point.

### 4.2. Identification of extremal-active cones

We can only expect fast local convergence under some non-degeneracy assumptions. Throughout this section, we assume that Assumption 2 holds. Under this assumption, \((x^*, \lambda^*, z^*)\) is the unique optimal solution [1, Theorem 22], and Theorem 9 then implies that

\[
\lim_{k \to \infty} (x^{k+1}, \lambda^k, z^k) = (x^*, \lambda^*, z^*).
\]

First, we prove a technical result that describes elements in \( C_j^0(\mathcal{Y}_j^0) \) in a compact manner. For this characterization to hold, condition (20) for the initialization \( \mathcal{Y}_j^0 \) of the set of hyperplane-generating points is crucial.

**Lemma 10.** Let \( y_j \in \mathbb{R}^{n_j} \) with \( y_j \neq 0 \) and \( y_{j0} \geq 0 \). Further, let \( \Phi_j(z_j, y_j) := z_{j0} - \|z_j + y_j\| - \|\tilde{y}_j\| \). Then the following statements hold for \( z_j, y_j \in \mathbb{R}^{n_j} \):

(i) \( z_j \in C_j^0(\mathcal{Y}_j^0) \cup \{y_j\} \) if \( \Phi_j(z_j, y_j) \geq 0 \).

(ii) \( z_j \in \text{int}(C_j^0(\mathcal{Y}_j^0) \cup \{y_j\}) \) if \( \Phi_j(z_j, y_j) > 0 \).

**Proof.** (i): Suppose \( \Phi_j(z_j, y_j) \geq 0 \), then

\[
z_{j0} \geq \|z_j + y_j\| + \|\tilde{y}_j\|.
\]

Define \( \tilde{s}_j = \tilde{z}_j + \tilde{y}_j \) and choose \( \sigma_j^+ \in \mathbb{R}_{+}^{n_j-1} \) and \( \sigma_j^- \in \mathbb{R}_{+}^{n_j-1} \) so that \( \tilde{s}_j = \sigma_j^+ - \sigma_j^- \) and \( |s_{ij}| = \sigma_{ji}^+ + \sigma_{ji}^- \) for all \( i = 1, \ldots, n_j - 1 \). Then (5) implies

\[
z_{j0} = \sum_{i=1}^{n_j-1} \sigma_{ji}^+ + \sum_{i=1}^{n_j-1} \sigma_{ji}^- + \sigma_j + \eta
\]

\[
\tilde{z}_j = \tilde{s}_j - \tilde{y}_j = \sigma_j^+ - \sigma_j^- - \sigma_j \frac{\tilde{y}_j}{\|\tilde{y}_j\|}.
\]
with \( \sigma_j = \| \bar{y}_j \| \) and some \( \eta \in \mathbb{R}_+ \). Using (15), this can be rewritten as

\[
  z_j = - \sum_{i=1}^{n_j-1} \sigma_{ji}^+ \nabla r_j(-e_{ji}) - \sum_{i=1}^{n_j-1} \sigma_{ji}^- \nabla r_j(e_{ji}) - \sigma_j \nabla r_j(y_j) + \eta_j e_{j0}.
\]

By the definition of \( C_j^0 \) in (17), this implies that \( z_j \in C_j^0(\tilde{Y}_j^0 \cup \{ y_j \}) \) where \( \tilde{Y}_j^0 \) is defined in (20). Since \( \tilde{Y}_j^0 \subseteq Y_j^0 \) from (20), we have \( C_j^0(\tilde{Y}_j^0 \cup \{ y_j \}) \subseteq C_j^0(Y_j^0 \cup \{ y_j \}) \), and the claim follows.

For (ii): Suppose \( \Phi_j(z_j, y_j) > 0 \). Because \( \Phi_j \) is a continuous function, there exists a neighborhood \( N_j(z_j) \) around \( z_j \) so that \( \Phi_j(z_j, y_j) > 0 \) for all \( z_j \in N_j(z_j) \). From part (i) we then have \( N_j(z_j) \subseteq C_j^0(Y_j^0 \cup \{ y_j \}) \), and consequently \( z_j \in \text{int}(C_j^0(Y_j^0 \cup \{ y_j \})) \).

**Lemma 11.** For all \( k \) sufficiently large, we have \( E(x_k) = E(x^*). \)

**Proof.** Choose \( j \not\in E(x^*) \), then \( x^*_j \neq 0 \). Because \( x^{k_j}_j \rightarrow x^*_j \), it is \( x^{k_j}_j \neq 0 \) or, equivalently, \( j \not\in E(x^k) \) for sufficiently large \( k \). For the remainder of this proof we consider \( j \in E(x^k) \) and show that \( j \in E(x^k) \) for large \( k \). Note that strict complementarity in Assumption 2 implies that \( z^*_j \in \text{int}(K_j) \), i.e., \( r_j(z^*_j) < 0 \), and consequently \( z^*_j \neq 0 \).

First consider the iterations in which fast NLP-SQP steps are accepted. For the purpose of deriving a contradiction, suppose there exists an infinite subsequence so that \( x^{k_{j1}}_j = x^*_j + d^{k_{j1}}_j \) or \( x^{k_{j2}}_j = x^*_j + d^{k_{j2}}_j \) and \( j \not\in E^{k_j} \). Then \( j \not\in E^{k_j} \) implies \( x^{k_{j1}}_j > 0 \) (according to the termination condition in the while loop in Step 6). We also have \( Y^k_j = \{ x^{k_j}_j \} \) where \( x^{k_j}_j = x^{k_{j1}}_j \) from (28) or \( x^{k_j}_j = x^{k_{j2}}_j \) from (35). Condition (24c) yields \( z^{k_j}_j \in C_j^0(\{ x^{k_j}_j \}) \), so by (17) it is \( z^{k_j}_j = -\sigma_j \nabla r_j(x^{k_j}_j) + \eta_j e_{j0} \) for some \( \sigma_j, \eta_j \geq 0 \), as well as \( x^{k_{j1}}_j \in C_j^0(\{ x^{k_{j1}}_j \}) \), which by (14) implies \( \nabla r_j(x^{k_{j1}}_j) + \eta_j e_{j0} \leq 0 \). Then complementarity yields

\[
  0 = (z^{k_j}_j)^T x^{k_{j1}}_j + \eta_j e_{j0} \geq \eta_j x^{k_{j1}}_j + \eta_j e_{j0} > 0.
\]

Since \( x^{k_{j1}}_j > 0 \) and \( \eta_j \geq 0 \), we must have \( \eta_j = 0 \), and consequently \( z^{k_j}_j = -\sigma_j \nabla r_j(x^{k_j}_j) \). It is easy to see that \( r_j(z^{k_j}_j) = 0 \). Since \( z^{k_j}_j \rightarrow z^*_j \), continuity of \( r_j \) yields \( r_j(z^*_j) = 0 \), in contradiction to \( z^*_j \in \text{int}(K_j) \). We thus showed that \( j \in E^{k_j} \) for which the NLP-SQP step was accepted, and consequently (28) and (35) yield \( Y^k_j = Y^k_j^0 \) for such \( k \).

In all other iterations (23) holds, and overall we obtain

\[
  Y^0_j \subseteq Y^k_j \subseteq Y^k_j^0 \quad \text{for all sufficiently large } k.
\]

Let us first consider the case when \( \bar{z}^*_j = 0 \). Then \( \| \bar{z}^*_j \| - z^*_j = r_j(z^*_j) < 0 \) yields \( z^*_j \neq 0 \). To apply Lemma 10 choose any \( i \in \{ 1, \ldots, n_j - 1 \} \) and let \( y_j = e_{ji} \). Then \( \| y_j \| = 1 = \| \bar{y}_j \| \) and \( \Phi_j(z^*_j, y_j) = z^*_j \) by Lemma 10. \( z^*_j \neq 0 \) holds, and by Lemma 10, \( \bar{z}^*_j \in \text{int}(C_j^0(\bar{Y}_j^0 \cup \{ y_j \})) \). Since \( y_j \in Y_j^0 \) and (45) holds, we also have \( \bar{z}^*_j \in \text{int}(C_j^0(\bar{Y}_j^0)) \). General conic complementarity in (24c) then implies that \( x^{k_{j1}}_j = x^{k_{j2}}_j + d^{k_{j2}}_j = 0 \) for all large \( k \), or equivalently, \( j \in E(x^k) \) for \( k \) sufficiently large, as desired.

Now consider the case \( \bar{z}^*_j \neq 0 \). For the purpose of deriving a contradiction, suppose there exists a subsequence \( \{ x^{k_{jt}}_j \}_{t=0}^\infty \) so that \( j \not\in E(x^{k_{jt}}) \), i.e., \( x^{k_{jt}}_j = 0 \), for all \( t \). Because \( \bar{z}^*_j \rightarrow z^*_j \), \( z^*_j \neq 0 \), and \( r_j(z^*_j) < 0 \), we may assume without loss of generality that \( r_j(z^{k_{jt}}_j) < 0 \) and \( \bar{z}^{k_{jt}}_j \neq 0 \) for all \( t \). Using this and \( x^{k_{jt}}_j \neq 0 \), we see that the update
rule (26) in Step 33 adds \( -\tilde{z}_j^{k_i} \) to \( Y_j^{k_i+1} \). With (45), we have

\[
-\tilde{z}_j^{k_i} \in Y_j^{k_i+1} \subseteq Y_j^{k_i+1} \subseteq \bar{Y}_j^{k_i+1} \quad \text{for all } t.
\]

Recall the mapping \( \Phi_j \) defined in Lemma 10 and note that \( \Phi_j(z_j^*, -z_j^*) = z_j^0 - \|\tilde{z}_j^*\| = -r_j(z_j^*) > 0 \). Since both \( \tilde{z}_j^k \) and \( \tilde{z}_j^j \) converge to \( z_j^* \) and \( \Phi_j \) is continuous, it is \( \Phi_j(z_j^{k_i+1}, -z_j^{k_i}) > 0 \) for all large \( t \), and therefore, by Lemma 10, \( \tilde{z}_j^{k_i+1} \in \text{int}(C_j^0(\mathcal{Y}_j^0 \cup \{-z_j^k\})) \) (46) implies that \( \tilde{z}_j^{k_i+1} = x_j^{k_i+1} + d_j^{k_i+1} = 0 \). This is a contradiction of the definition of the subsequence \( \{x_j^k\}_{k=0}^\infty \).

**Remark 12.** In the proof of Lemma 11, we saw that \( \Phi_j(z_j^*, -z_j^*) > 0 \) if \( j \in \mathcal{E}(x^*) \) and \( \tilde{z}_j^* \neq 0 \). Since \( \Phi_j \) is continuous, this implies that there exists a neighborhood \( N_r(z_j^*) \) so that \( \Phi_j(z_j, -y_j) > 0 \), and consequently \( z_j \in \text{int}(C_j^0(\mathcal{Y}_j^0 \cup \{-y_j\})) \), for all \( z_j, y_j \in N_r(z_j^*) \).

### 4.3. Quadratic local convergence.

As discussed in Section 2.1, since \( x^* \) is a solution of the SOCP (1), it is also a solution of the nonlinear problem (4). We now show that Algorithm 3 eventually generates steps that are identical to SQP steps for (4). Then Theorem 3 implies that the iterates converge locally at a quadratic rate.

We first need to establish that the assumptions for Theorem 3 hold.

**Lemma 13.** Suppose that Assumption 2 holds for the SOCP (1). Then Assumption 1 holds for the NLP (4).

**Proof.** Let \( \lambda^* \) and \( z^* \) be the optimal multipliers for the SOCP corresponding to \( x^* \), satisfying (13). Assumption 2 implies that \( \lambda^* \) and \( z^* \) are unique [1, Theorem 22].

Let \( j \in \mathcal{D}(x^*) \) and define \( \mu_j^* = z_j^* - z_j^0 \geq 0 \). If \( 0 = r_j(x_j^*) = x_j^* - \|\tilde{z}_j^*\| \), complementarity (13c) implies, for all \( i \in \{1, \ldots, n_j\} \), that \( 0 = x_j^0 z_j^i + x_j^* z_j^i = \|\tilde{z}_j^*\| z_j^i + x_j^* z_j^i \), or equivalently, \( z_j^i = -z_j^0 \frac{x_j^i}{\tilde{z}_j^0} \); see [1, Lemma 15]. Using (15), this can be written as

\[
z_j^i = -z_j^0 \nabla r_j(x_j^*) = -\mu_j^* \nabla r_j(x_j^*).
\]

On the other hand, if \( r_j(x_j^*) < 0 \), i.e., the constraint (4c) is inactive, then \( x_j^* \in \text{int}(K_j) \) and complementarity (13c) yields \( z_j^* = 0 \) (see [1, Definition 23]) and therefore \( \mu_j^* = 0 \). Consequently, (47) is also valid in that case. Finally, we define \( \nu_j^* = z_j^* \) for all \( i \in \mathcal{E}(x^*) \). With these definitions, (13a) can be restated as

\[
c + A^T \lambda^* + \sum_{j \in \mathcal{D}(x^*)} \mu_j^* \nabla r_j(x^*) - \nu^* = 0,
\]

where \( \nu^* \in \mathbb{R}^n \) is the vector with the values of \( \nu_j^* \) at the components corresponding to \( j \in \mathcal{E}(x^*) \). We now prove parts (i), (ii), and (iii) of Assumption 1.

Proof of (i): Let \( j \in \mathcal{D}(x_j^*) \). We already established that \( r_j(x_j^*) < 0 \) yields \( \mu_j^* = 0 \). Now suppose that \( r_j(x_j^*) = 0 \). Then \( x_j^* \in \text{bd}(K_j) \). Since strict complementarity is assumed, we have \( z_j^* \in \text{bd}(K_j) \) (see the comment after Assumption 2), which in turn yields \( z_j^* \neq 0 \) and hence \( \mu_j^* \neq 0 \).

Proof of (ii): Since we need to prove linear independence only of those constraints that are active at \( x^* \), we consider only those rows \( A_A \) of \( A \) for which (4b) is binding.

Without loss of generality suppose \( x^* \) is partitioned into four parts, \( (x^*)^T = ((x_B^*)^T (x_Z^*)^T (x_E^*)^T (x_F^*)^T) \), where \( x_B^*, x_Z^*, \) and \( x_E^* \) correspond to the variables in the
cones $\mathcal{B} = \{ j \in J : r_j(x^*_j) = 0, x^*_j \neq 0 \}$, $\mathcal{I} = \{ j \in J : r_j(x^*_j) < 0 \}$, and $\mathcal{E} = \mathcal{E}(x^*)$, respectively, and $x^*_j$ includes all components of $x^*$ that are not in any of the cones. Further suppose that $(x^*_B)^T = ((x^*_1)^T \ldots (x^*_p_B)^T)$, where $B = \{1, \ldots, p_B\}$, and that $A_A$ is partitioned in the same way.

Primal non-degeneracy of the SOCP implies all that matrices of the form

$$
\begin{pmatrix}
[A_A]_1 & \cdots & [A_A]_{p_B} \\
\alpha_1 \nabla r_1(x^*_1) & \cdots & \alpha_{p_B} \nabla r_{p_B}(x^*_p_B)
\end{pmatrix}
\begin{pmatrix}
[A_A]_I \\
0^T
\end{pmatrix}
\begin{pmatrix}
[A_A]_E [A_A]_x \\
v^T \bar{x}^* \ 0^T
\end{pmatrix}
$$

have linear independent rows for all scalars $\alpha_i$ and vectors $v_i$, not all zero [1, Eq. (50)]. This implies that the rows of $A_A$, together with the gradient of any one of the binding constraints in (4c) and (4d) are linearly independent. Because the constraint gradients, which are of the form $\nabla r_j(x^*_j)$ and $c_{ij}$, share no nonzero components when extended to the full space, we conclude that the gradients of all active constraints are linearly independent at $x^*$, i.e., the LICQ holds.

Proof of (iii): For the purpose of deriving a contradiction, suppose that there exists a direction $d \in \mathbb{R}^n \setminus \{0\}$ that lies in the null space of the constraints of (4) that are binding at $x^*$ and for which $d^T H^* d \leq 0$.

Since $d$ is in the null space of the binding constraints, we have $Ad = 0$, $\nabla r_j(x^*)^T d = 0$ for $j \in \mathcal{B}$, and $d_j = 0$ for all $j \in \mathcal{E}$. Premultiplying (48) by $d^T$ gives

$$
(49) \quad 0 = c^T d + (\lambda^*)^T \begin{pmatrix}
0 \\
Ad + \sum_{j \in \mathcal{B}} \mu^*_j \nabla r_j(x^*)^T d + \sum_{j \in \mathcal{E}} \mu^*_j \nabla r_j(x^*)^T d
\end{pmatrix} = c^T d.
$$

What remains to show is that $d$ is a feasible direction for the SOCP, i.e., there exists $\beta > 0$ so that $x^* + \beta d$ is feasible for the SOCP. Because of (49), this point has the same objective value as $x^*$ and is therefore also an optimal solution of the SOCP. This contradicts the fact that Assumption 2 implies that the optimal solution is unique [1, Theorem 22].

By the definition of $H^*$ in Assumption 1 and the choice of $d$, we have

$$
0 \geq d^T H^* d = \sum_{j \in \mathcal{D}(x^*)} \mu^*_j d_j^T \nabla^2 r_j(x^*_j) d_j = \sum_{j \in \mathcal{B}} \mu^*_j d_j^T \nabla^2 r_j(x^*_j) d_j.
$$

Since for all $j \in \mathcal{B}$, the Hessian $\nabla^2 r_j(x^*_j)$ is positive semi-definite and $\mu^*_j > 0$ from Part (i), this yields $d_j^T \nabla^2 r_j(x^*_j) d_j = 0$ for all $j \in \mathcal{B}$.

Let $j \in \mathcal{E}$. Then from (7)

$$
(50) \quad 0 = d_j^T \nabla^2 r_j(x^*) d_j = \frac{||\tilde{d}_j||^2 ||\tilde{x}_j^*||^2 - (d_j^T \tilde{x}_j^*)^2}{||\tilde{x}_j^*||^3}.
$$

The definition of $\mathcal{B}$ implies $r_j(x^*_j) = 0$ and so $x^*_j = ||\tilde{x}_j^*||$. Since $d_j$ is in the null space of $\nabla r_j(x^*_j)$, we have $0 = \nabla r_j(x^*_j)^T d_j = -d_{j_0} + \frac{d_j^T \tilde{x}_j^*}{||\tilde{x}_j^*||}$, which in turn yields $d_{j_0} x^*_j = d_j^T \tilde{x}_j^*$. Finally, using these relationships together with (50) gives

$$
0 = ||\tilde{d}_j||^2 ||\tilde{x}_j^*||^2 - (d_j^T \tilde{x}_j^*)^2 = ||\tilde{d}_j||^2 (x^*_{j_0})^2 - (d_{j_0} x^*_j)^2
$$

and so $d_{j_0}^2 = ||\tilde{d}_j||^2$. All of the these facts imply that for any $\beta \in \mathbb{R}$,

$$
||\tilde{x}_j^* + \beta \tilde{d}_j||^2 - (x^*_{j_0} + \beta d_{j_0})^2
= ||\tilde{x}_j^*||^2 + 2\beta d_j^T \tilde{x}_j^* + \beta^2 ||\tilde{d}_j||^2 - ((x^*_{j_0})^2 + 2\beta d_{j_0} x^*_j + \beta^2 d_{j_0}^2) = 0,
$$

22
which implies \( r_j(x^*_j + \beta d^*_j) = 0 \) and therefore \( x^*_j + \beta d^*_j \in K_j \).

Further, because \( d \) lies in the null space of the active constraints, we have, for any \( \beta \in \mathbb{R} \), that \( x^*_j + \beta d^*_j = 0 \in K_j \) for all \( j \in E(x^*) \) and \( A_A(x^*_j + \beta d) = b_A \). Finally, since \( r_j(x^*_j) < 0 \) and hence \( x^*_j \in \text{int}(K_j) \) for all \( j \in J \setminus (E(x^*) \cup B) \), and since \( x^*_j \) is strictly feasible for all non-binding constraints in (1b), there exists \( \beta > 0 \) so that \( x^*_j + \beta d \) satisfies all constraints in (1).

**Theorem 14.** The primal-dual iterates \((x^k, \lambda^k, z^k)\) converge locally to \((x^*, \lambda^*, z^*)\) at a quadratic rate.

**Proof.** We already established in Theorem 9 that the iterates converge to the optimal solution. Using Lemma 11 we know that, once \( k \) is sufficiently large, the step \( d^{S,k} \) computed in Step 5 of Algorithm 3 is identical with the SQP step from (5) for (4); we can ignore (27d) here because \( x^*_j \) is strictly feasible, \( x^*_j \in K_j \) and hence ˆ\( \beta \) is sufficiently large, the step \( d^{S,k} \) computed in Step 15 is the second-order correction step from (12) for (4). Due to Lemma 13 we can now apply Theorem 3 to conclude that either \( d^{S,k} \) or \( d^{S,k} + \tilde{s}^k \) is accepted to define the next iterate for large \( k \) and that the iterates converge at a quadratic rate.

5. Numerical Experiments. In this section, using randomly generated instances, we examine the performance of Algorithm 3 for three types of starting points: (i) uninformative default starting point (cold start), (ii) solution of a perturbed instance, (iii) solution computed by an interior point SOCP whose accuracy we wish to improve. The numerical experiments were performed on an Ubuntu 18.04 Linux server with 3.10GHz Intel Xeon CPUs and 256GB of RAM.

5.1. Implementation. We implemented Algorithm 3 in MATLAB R2021b, with parameters \( c_{\text{dec}} = 10^{-6} \), \( c_{\text{inc}} = 2 \), and \( \rho^{-1} = 50 \). In each iteration, we identify \( E(x^k) = \{ j \in J : \|x^*_j\| < 10^{-6} \} \) and \( D(x^k) = \{ j \in J \setminus E(x^k) : \|x^*_j\| > 10^{-8} \} \). The set \( \mathcal{Y}^0 \) is initialized to \( \mathcal{Y}^0 = \{ x \mid x^T \beta^0 = c \} \), and \( \lambda^0 \) is a given starting value for \( \lambda \), if provided, and zero otherwise. In addition, since the identification of the optimal extremal-active set \( E(x^*) \) requires \( \bar{z}^* \in \mathcal{C}_j(Y^*_j) \), we add \( -\bar{z}^*_j \) to \( \mathcal{Y}^0 \), where \( \bar{z}^* = c + A^T \lambda^0 \).

The algorithm terminates when the violation of the SOCP optimality conditions (13) for the current iterate satisfies

\[
E(x^k, \lambda^k, \bar{z}^k) = \max \left\{ \|Ax^k - b\|, \|A^k \circ \lambda^k \|, \max_{j \in J} \left\{ \|r_j(x^k)\|, \|r_j(\bar{z}^k)\|, \|z^k\| \right\} \right\} \leq \epsilon_{\text{tol}}
\]

with \( \bar{z}^k = c + A^T \lambda^k \), for some \( \epsilon_{\text{tol}} > 0 \).

As in [22], the sufficient descent condition (11) is replaced by

\[
\varphi(\hat{x}^{k+1}; \rho^k) - \varphi(x^k; \rho^k) - 10\epsilon_{\text{mach}}|\varphi(x^k; \rho^k)| \leq c_{\text{dec}} \left( m_k(x^k + d; \rho_k) - m_k(x^k; \rho_k) \right)
\]

to account for cancellation error, where \( \epsilon_{\text{mach}} \) is the machine precision. Finally, to avoid accumulating very similar hyperplanes, we do not add a new generating point \( v_j \) to \( \mathcal{Y}^k \) if there already exists \( y_j \in Y^k \) such that \( \|y_j\| - \|y_j\| \leq 10^{-10} \).

The QPs were solved using ILOG CPLEX V12.10, with optimality and feasibility tolerances set to \( 10^{-6} \) and “dependency checker” and “numerical precision emphasis” enabled. We solved the QPs using the primal simplex method, but we encountered
Table 1: Results with $x^0 = 0, \epsilon_{tol} = 10^{-7}$, average per-size statistics taken over 30 random instances. “solved”: number of instances solved (out of 30); “iter”: number of iterations in Algorithm 3; “NLP-SQP steps”: number of NLP-SQP steps accepted in Steps 11 or 16; “(27) or (34) solved” / “(18) solved”: Total number of QPs solved of that type.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$m$</th>
<th>$K$</th>
<th>solved</th>
<th>iter</th>
<th>NLP-SQP steps</th>
<th>(27) or (34) solved</th>
<th>(18) solved</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>60</td>
<td>10</td>
<td>30</td>
<td>7.43</td>
<td>7.23</td>
<td>13.40</td>
<td>0.40</td>
</tr>
<tr>
<td>400</td>
<td>120</td>
<td>20</td>
<td>30</td>
<td>7.80</td>
<td>7.60</td>
<td>14.83</td>
<td>0.27</td>
</tr>
<tr>
<td>1000</td>
<td>300</td>
<td>50</td>
<td>30</td>
<td>8.77</td>
<td>8.17</td>
<td>17.93</td>
<td>0.63</td>
</tr>
<tr>
<td>200</td>
<td>60</td>
<td>4</td>
<td>30</td>
<td>8.10</td>
<td>7.10</td>
<td>15.00</td>
<td>1.90</td>
</tr>
<tr>
<td>400</td>
<td>120</td>
<td>8</td>
<td>30</td>
<td>8.37</td>
<td>6.90</td>
<td>15.53</td>
<td>2.47</td>
</tr>
<tr>
<td>1000</td>
<td>300</td>
<td>20</td>
<td>29</td>
<td>9.76</td>
<td>7.48</td>
<td>17.76</td>
<td>3.66</td>
</tr>
<tr>
<td>200</td>
<td>60</td>
<td>2</td>
<td>30</td>
<td>8.47</td>
<td>7.37</td>
<td>15.90</td>
<td>2.13</td>
</tr>
<tr>
<td>400</td>
<td>120</td>
<td>4</td>
<td>30</td>
<td>9.20</td>
<td>7.70</td>
<td>16.93</td>
<td>2.80</td>
</tr>
<tr>
<td>1000</td>
<td>300</td>
<td>10</td>
<td>29</td>
<td>10.86</td>
<td>8.59</td>
<td>19.86</td>
<td>3.76</td>
</tr>
</tbody>
</table>

some instances in which CPLEX reported an error or when the QP KKT error, calculated outside of CPLEX, was above $10^{-9}$. If this occurred during the computation of a second-order correction step in Step 15, the calculation was skipped and the method continued in Step 20.

If the error occurred during the solution of QP (18) or (27), a small perturbation was added to the Hessian matrix, i.e., we replaced $H^k$ by $H^k + 10^{-7} \cdot I$. This helped in some cases in which CPLEX reported that $H^k$ was not positive semi-definite. After that, we attempted to resolve the QP with the barrier method, the dual simplex, and the primal simplex, until one was able to compute a solution. If all solvers failed for QP (27), the algorithm continued in Step 20. If no solver was able to solve (18), we terminated the main algorithm and declared a failure.

5.2. Numerical Results. The experiments were performed on randomly generated SOCP instances of varying sizes, specified by $(n, m, K)$. Here, $n, m \geq 1$ are the number of variables and linear constraints, respectively. $K \geq 1$ specifies the number of cones of each “activity type”: $|\mathcal{E}(x^*)| = K$, $|\{j \in \mathcal{J} : r_j(x^*) = 0, x^*_j \neq 0\}| = K$, and $|\{j \in \mathcal{J} : r_j(x^*_j) < 0\}| = K$, i.e., there are $K$ cones that are extremal-active, $K$ that are active at the boundary, and $K$ that are inactive at the optimal solution $x^*$.

The dimensions of the cones are randomly chosen. In addition, there are variables that are not part of any cone, with bounds chosen in a way so that the non-degeneracy assumption, Assumption 2, holds. A detailed description of the problem generation is stated as Algorithm 4 in Appendix A.

Table 1 summarizes the performance of the algorithm with an uninformative starting point $x^0 = 0$. Each row lists average statistics for a given problem size $(n, m, K)$, taken over 30 random instances. We see that the proposed algorithm is very reliable since out of all 270 runs, only two were excluded due to unrecoverable QP solver failures. The average number of iterations is mostly between 7–10 iterations, during most of which the second-order step was accepted. The experiments are presented in three groups where the ratio between $n$ and $K$ is kept constant. As the number of cones, $K$, decreases from one group to the next, the average size of the individual cones increases by a factor of 2.5 and 2, respectively. This increase seems to result in
The remaining experiments investigate to which degree the algorithm is able to achieve our primary goal of taking advantage of a good starting point. We begin with an extreme situation, in which we first solve an instance with the interior-point SOCP solver MOSEK V9.1.9 (called via CVX, using the setting cvx\_precision=high) and give the resulting primal-dual solution as starting point to Algorithm 3. Table 2 summarizes the results. In all cases, the algorithm converges rapidly to an improved solution, reducing the error by 3-4 orders of magnitude, most of the time with only a single second-order iteration. This demonstrates the ability of the proposed method to improve the accuracy of a solution computed by an interior-point method. When the instance is non-degenerate, this can be achieved by low computational costs, since the set of constraints active at the optimal solution can be estimated from the interior-point solution. A suitable active-set QP solver can utilize this information and then requires one initial matrix factorization, followed by a few active-set pivot updates. This is roughly comparable with 1-2 additional iterations of the interior-point SOCP solver which is not able to achieve this level of accuracy.

For the final experiments, summarized in Tables 3 and 4, the starting point is the MOSEK solution of a perturbed problem, in which 10% of the objective coefficients $c$ we perturbed by uniformly distributed random noise of the order of $10^{-3}$ and $10^{-1}$, respectively. For the small perturbation, similar to the Table 2, Algorithm 3 terminated in one iteration most of the time. More iterations were required for the larger perturbation, but still significantly fewer compared to the uninformative starting point, see Table 1.

6. Concluding remarks. We presented an SQP algorithm for solving SOCPs and proved that it converges from any starting point and it achieves local quadratic
convergence for non-degenerate SOCPs. Our numerical experiments indicate that the algorithm is reliable, converges very quickly when a good starting point is available, and produces more accurate solutions than a state-of-the-art interior-point solver.

An efficient implementation of the algorithm beyond our Matlab prototype would exploit efficient callbacks of the QP solver that add or remove cuts instead of solving each QP essentially from scratch. It would aim to improve robustness by a judicious choice of $Y_j^0$ (other than coordinate vectors), and would strive to decrease the number of iterations further, using, for example, the “tower of variables” extended formulation [2] that replaces a high-dimensional cone with a collection of smaller ones. In this manner, for a given cone, several hyperplanes are obtained from the linearization (18c) instead of just one, providing a better approximation that may result in fewer inner iterations in Steps 20–31.

Overall, the proposed algorithm may prove to be a valuable alternative for interior-point methods for small problems or for the solution of a sequence of related SOCPs.
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Appendix A. Generation of random instances.

The test instances used for the numerical experiments have the form

\[
\min_{x \in \mathbb{R}^n} \sum_{j=1}^{p} c_j^T x_j + c_{p+1}^T x_{p+1}
\]

s.t. \( \sum_{j=1}^{p} A_j x_j + A_{p+1} x_{p+1} = b, \)

\( x_j \in K_j, \quad j \in [p], \)

\( x_{j0} \leq 1000, \quad 0 \leq x_{p+1} \leq 1000, \)

where \((c_1, \ldots, c_p, c_{p+1}) \in \mathbb{R}^{n_1} \times \cdots \times \mathbb{R}^{n_p} \times \mathbb{R}^{n_{p+1}}\) is the partition of the objective vector \(c\), and \((A_1, \ldots, A_{p+1})\) is the partition of the column vectors of constraint matrix \(A \in \mathbb{R}^{m \times n}\). The subvector \(x_{p+1}\) includes all optimization variables that are not in any of the cones.

In contrast to the original SOCP (1), this formulation includes linear equality constraints, but it is straightforward to generalize Algorithm 3 and its convergence proofs for this setting. The formulation above also includes large upper bounds on all variables so that the set \(X\) defined in (9) is bounded. However, the upper bounds were chosen so large that they are not active at the optimal solution.

Algorithm 4 describes how the data for these instances are generated. The algorithm generates an optimal primal-dual solution in a way so that, at the solution, \(K_0\) cones are extremal-active, for \(K_I\) cones the optimal solution lies in the interior of the cone, and for \(K_B\) the optimal solution is at the boundary but not the extreme point of the cone. In our experiments, there is an equal number of \(K\) of each type. The number of variables that are active at the lower bound, \(n_{\text{fix}}\), is chosen in a way so that the optimal solution is non-degenerate. The linear constraints reduce the number of degrees of freedom by \(m\), each extremal active cone by \(n_j\), and each otherwise active cone by 1. Step 15 calculate the number of constraints that are active at zero so that the total number of degrees of freedom fixed by constraints equals \(n\). Lastly, in Step 23, we use \(p_{\text{cond}}\) and \(d_{\text{cond}}\) functions provided in SDPPack [16] to double-check if a generated instance is also numerically non-degenerate. These functions return the primal and dual conditions numbers, \(c_p\) and \(c_d\), respectively, and we discard an instance if either number is above a threshold. Only about 1\% of instances created were excluded in this manner.
Algorithm 4 Random Instance Generation

Require: $n$ (number of variables), $m$ (number of linear constraints), $p$ (total number of cones), $K_0$ (number of extremal-active cones), $K_I$ (number of inactive cones), $K_B$ (number of cones active at the boundary, excluding extremal-active cones), $d$ (density of nonzero constraint matrix). Conditions: $n, m, p, K_0, K_I, K_B \in \mathbb{Z}^+$, $d \in (0, 1]$, $p = K_0 + K_I + K_B$, $n > 2p$, $n > m + K_B + \lfloor (m + K_B)/2 \rfloor$.

1: Randomly choose positive integers $n_1, \ldots, n_{K_0}$ so that $n_j \geq 2$ and $\sum_{j=1}^{K_0} n_j = \lfloor (m + K_B)/2 \rfloor$.

2: Randomly choose positive integers $n_{K_0+1}, \ldots, n_p$ so that $n_j \geq 2$ and $\sum_{j=K_0+1}^{p} n_j = m + K_B$.

3: for $j = 1, \ldots, K_0$ do
   4:   \begin{itemize}
      \item Generate $x_j^* = 0$, $\overline{x}_j \in \text{int}(K_j)$
   \end{itemize}

5: Sample $\overline{z}_j \sim (-1, 1)^{n_j-1}$, $z_{j0}^* \sim (1, 5)$ and $\epsilon_j \sim (0, 1)$. Set $\overline{z}_j^* \leftarrow (1 + \epsilon_j) \frac{z_{j0}^*}{\|x_j\|} \overline{x}_j$.

6: end for

7: for $j = K_0 + 1, \ldots, K_0 + K_I$ do
   8:   \begin{itemize}
      \item Generate $z_j^* = 0$, $x_j^* \in \text{int}(K_j)$
   \end{itemize}

9: Sample $\overline{x}_j \sim (-1, 1)^{n_j-1}$, $x_{j0}^* \sim (1, 5)$ and $\epsilon_j \sim (0, 1)$. Set $\overline{x}_j^* \leftarrow (1 + \epsilon_j) \frac{x_{j0}^*}{\|x_j\|} \overline{x}_j$.

10: end for

11: for $j = K_0 + K_I + 1, \ldots, p$ do
   12:   \begin{itemize}
      \item Generate $z_j^*, x_j^* \in \text{bd}(K_j)$
   \end{itemize}

13: Sample $\overline{x}_j \sim (-1, 1)^{n_j-1}$ and $x_{j0}^* \sim (1, 5)$. Set $\overline{x}_j^* \leftarrow \frac{x_{j0}^*}{\|x_j\|} \overline{x}_j$.

14: Sample $\beta \sim (1, 5)$. Set $\overline{z}_j^* \leftarrow -\beta \overline{x}_j^*$ and $\overline{z}_{j0}^* \leftarrow \beta x_{j0}^*$.

15: end for

16: Set $n_{\text{fix}} \leftarrow n - m - K_B - \sum_{j=1}^{K_0} n_j$ and $n_{\text{free}} \leftarrow n - n_{\text{fix}} - \sum_{j=1}^{p} n_j$.

17: for $j = 1, \ldots, n_{\text{fix}}$ do
   18:   Set $[x_{p+1,j}]^* \leftarrow 0$ and sample $[z_{p+1,j}]^* \sim (1, 5)$.

21: end for

22: Sample linear independent rows $A_i \sim (-5, 5)^n$ with density $d$, for $i = 1, \ldots, m$.

23: Call $p\text{cond}$ to calculate primal condition number $c_p$ and call $d\text{cond}$ to calculate dual condition number $c_d$.

24: if $c_p > 10^5$ or $c_d > 10^5$ then go to Step 2 and redo the process.

25: Sample $\lambda^* \sim (1, 10)^m$. Set $b \leftarrow A\lambda^*$ and $c \leftarrow -A^T\lambda^* + z^*$.

26: return $A, b, c, x^*, \lambda^*, z^*$. 
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