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1 Introduction

In this paper, we consider optimization on the Grassmann and Stiefel manifolds:

f∗ = min
x∈M

f(x), (1)

whereM is either the Grassmann manifold Gr(n, p) or the Stiefel manifold St(n, p) and f is a differentiable
function over M. The Grassmann manifold is defined as

Gr(n, p) := {X ⊂ Rn | X is a subspace, dim(X ) = p}.

The Stiefel manifold is defined as

St(n, p) := {X ∈ Rn×p | X⊤X = Ip}.

Since any X ∈ Gr(n, p) can be represented by X = span(X) for some X ∈ St(n, p), problem (1) is also
known as optimization with orthogonality constraints [14]:

min
X∈Rn×p

f(X) s.t. X⊤X = Ip,

where the underlying constrained manifold is Gr(n, p) if f(XQ) is invariant for all p× p orthogonal ma-
trices Q. Optimization with orthogonality constraints has broad applications in science and engineering,
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including linear and nonlinear eigenvalue problems, low-rank matrix optimization, principal component
analysis, electronic structures computations, machine learning, computer vision, image processing, model
reduction, etc. The reader is referred to [2, 6, 9, 14, 25, 35, 41] and references therein for concrete ex-
amples of applications. Moreover, the Grassmann and Stiefel manifolds are fundamental in Riemannian
optimization partly because they are also closely related to other manifolds such as the fixed-rank man-
ifold [10, 17], the affine Grassmann manifold [33], the symplectic Stiefel manifold [19, 20, 21], and flag
manifolds [43, 50].

Edelman, Arias, and Smith’s work [14] is a landmark achievement in the field of optimization on the
Stiefel and Grassmann manifolds. They deeply studied the geometry of the two manifolds and developed
conjugate gradient (CG) and Newton methods on them. Absil, Mahoney, and Sepulchre’s monograph
[2] lays the foundation for general Riemannian optimization and focuses on the Stiefel and Grassmann
manifolds. Wen and Yin’s efficient gradient method [41] is a high benchmark in the algorithmic aspect of
this field. Fundamental work on the Grassmann manifold also includes [1, 37]. In recent years, more and
more advanced algorithms for solving problem (1) have been proposed, including gradient-type methods
[31, 18], CG methods [36, 47, 49], second-order methods [27, 28, 26, 24], proximal gradient methods
[12, 29], stochastic variance reduced gradient methods [38, 32], etc.

In this paper, we focus on accelerated gradient methods on manifolds. Nesterov’s accelerated gradient
(AG) method [34] is extremely effective for convex optimization in Euclidean spaces. So in recent years,
many researchers have tried to extend this method to Riemannian manifolds. For geodesically convex
optimization on manifolds, global rate of convergence and local linear convergence of AG methods can be
established [46, 4]. But for the Grassmann and Stiefel manifolds, geodesically convexity is meaningless
because there is no non-trivial convex function on a compact manifold [42]. In [39], the simplest form of
Nesterov’s AG method is generalized to optimization on the Stiefel manifold without guarantee of global
rate of convergence. Accelerated proximal gradient methods for composite optimization on manifolds
have also been proposed without guarantee of global rate of convergence [29, 30]. Generally speaking,
theory of global rates of convergence is far more developed in the convex case [7, 15, 40, 45] than in the
nonconvex case [11, 3].

Ghadimi and Lan proposed an accelerated gradient method for solving general nonconvex smooth
optimization in Euclidean spaces [22]:

xk = (1− λk)yk−1 + λkzk−1,

yk = xk − αk∇f(xk),

zk = zk−1 − βk∇f(xk).

(2)

This is a variation of Nesterov’s original AG method; they are equivalent to each other for special αk,
βk, and λk. By a specific stepsize policy, Ghadimi and Lan proved that their method can achieve
||∇f(xk)|| ≤ O( 1√

k
), the same global rate of convergence as that of gradient methods. This is the

best-known global rate of convergence for general nonconvex smooth problems by using only first-order
information (without any assumption on the Hessian) for both Euclidean and Riemannian cases.

We aim to extend Ghadimi and Lan’s AG method (2) to optimization on the Grassmann and Stiefel
manifolds. The main tools used in our extension are retraction and vector transport [2], which are natural
generalizations of the exponential map and parallel transport, respectively. There are plenty of choices
for retraction and vector transport on the Grassmann and Stiefel manifolds. In this paper, we generalize
(2) based on the Cayley transform retraction and vector transport [41, 47, 49]. The principal reason is
that the Cayley transform is not only practical but also rich in theory. Note that our method radically
differs from the recently proposed accelerated first-order method [13]. Although the latter can achieve
a faster global rate of convergence O

(
1

k4/7

)
, it requires assumptions on the Hessian of the objective

function. Moreover, that method carries out acceleration in tangent spaces, i.e., acceleration for the
pullback function, which is the composite function of the objective function and the exponential map.
This compels that method to evaluate the gradient of the pullback function, which is not so convenient
in many applications.

The contributions of this paper are in two aspects. The first contribution is in algorithmic design. We
propose two novel Riemannian versions of the nonconvex AG method (2). The first algorithm, designed
specially for the Grassmann manifold, is implemented with the exponential map and the parallel trans-
port. The second algorithm, designed for both of the Grassmann and Stiefel manifolds, is implemented
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with the Cayley transform retraction and vector transport. In order to obtain a practical retraction-
based AG algorithm, we derive simple low-rank formulas for the inverse maps of the Cayley transform
retraction and vector transport. The second contribution is purely theoretical. We prove the global rate
of convergence in form of ||∇f(xk)|| ≤ O( 1√

k
) for our new AG methods. The exponential-based AG

algorithm possesses this global rate of convergence only under mild assumptions. The retraction-based
AG algorithm also possesses this global rate of convergence with additional reasonable assumptions on
retraction and vector transport. Our proof fully utilize the special geometric properties of the Grass-
mann and Stiefel manifolds. To our knowledge, this is the first result for global rates of convergence of
Nesterov-type AG methods for nonconvex optimization on manifolds.

The rest of this paper is organized as follows. In Section 2, we review basic geometry and optimization
tools on the Grassmann and Stiefel manifolds. Our new AG algorithms are proposed in Section 3. We
prove the global rate of convergence of the proposed algorithms in Section 4. Details of computing
geometric tools are discussed in Section 5. Preliminary numerical results are shown in Section 6 and
conclusions are made in Section 7.

2 Preliminaries

2.1 Basic geometry of the Grassmann and Stiefel manifolds

We review some basic geometry of the Grassmann and Stiefel manifolds according to [14, 6]. The
Grassmann manifold Gr(n, p) and the Stiefel manifold St(n, p) have the following quotient manifold
structures:

Gr(n, p) ≃ O(n)/(O(p)×O(n− p)),

St(n, p) ≃ O(n)/O(n− p),

where O(n) := {Q ∈ Rn×n | Q⊤Q = In} is the n × n orthogonal group. In this view, Gr(n, p) and
St(n, p) are quotient manifolds of O(n) and O(n) is the total manifold of Gr(n, p) and St(n, p). These
three manifolds can be connected together via the following maps:

πSG : St(n, p) → Gr(n, p) : X 7→ span(X),

πOS : O(n) → St(n, p) : Q 7→ QIn,p,

πOG = πSG ◦ πOS : O(n) → Gr(n, p) : Q 7→ span(QIn,p).

Let Q ∈ O(n), X = πOS(Q), and X = πOG(Q). Then X = span(X) and Q = [X,X⊥] for some
X⊥ ∈ Rn×(n−p) such that X⊤X⊥ = 0 and X⊤⊥X⊥ = In−p.

Let so(n) be the Lie algebra of O(n), i.e.,

so(n) := TInO(n) = {Ω ∈ Rn×n | Ω⊤ = −Ω}.

The tangent space at an arbitrary Q ∈ O(n) is given by

TQO(n) = {QΩ | Ω ∈ so(n)}.

Let O(n) be endowed with the Riemannian metric⟨
QΩ, QΩ̃

⟩
:=

1

2
Tr
(
(QΩ)⊤(QΩ̃)

)
=

1

2
Tr(Ω⊤Ω̃) = −1

2
Tr(ΩΩ̃). (3)

Under this metric, the tangent spaces TXGr(n, p) and TXSt(n, p) can be represented as

TXGr(n, p) ≃ HπOG

Q O(n) =

{
Q

(
0 −A⊤

A 0

) ∣∣∣ A ∈ R(n−p)×p
}
, (4)

TXSt(n, p) ≃ HπOS

Q O(n) =

{
Q

(
S −A⊤

A 0

) ∣∣∣ S ∈ so(p), A ∈ R(n−p)×p
}
, (5)
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where Hπ
xM denotes the horizontal (tangent) space to M at x with respect to the quotient map π. We

can also represent TXSt(n, p) directly as

TXSt(n, p) =
{
XS +X⊥A

∣∣ S ∈ so(p), A ∈ R(n−p)×p
}
. (6)

Therefore
TXGr(n, p) ≃ HπSG

X St(n, p) =
{
X⊥A

∣∣ A ∈ R(n−p)×p
}
. (7)

For a quotient manifold M/ ∼, the unique ηhx ∈ Hπ
xM such that ηπ(x) := dπx(η

h
x) ∈ Tπ(x)(M/ ∼) is

called the horizontal lift of ηπ(x) to TxM at x, where dπx is the differential of πx. If ηX and ξX are two

arbitrary tangent vectors in TXGr(n, p), then by (4) and (7) we have the representations: ηhX = X⊥A,
ξhX = X⊥B, ηhQ = QA, and ξhQ = QB, where

A :=

(
0 −A⊤

A 0

)
, B :=

(
0 −B⊤

B 0

)
. (8)

If ηX and ξX are two arbitrary tangent vectors in TXSt(n, p), then by (5) we have the representations:
ηhQ = QA and ξhQ = QB, where

A :=

(
Sη −A⊤

A 0

)
, B :=

(
Sξ −B⊤

B 0

)
. (9)

The Riemannian metric (3) on O(n) induces naturally the following Riemannian metrics:

⟨ηX , ξX ⟩ :=
⟨
ηhQ, ξ

h
Q

⟩
=

1

2
Tr(A⊤B) = Tr(A⊤B) = Tr((ηhX)⊤ξhX) on TXGr(n, p),

⟨ηX , ξX⟩ :=
⟨
ηhQ, ξ

h
Q

⟩
=

1

2
Tr(A⊤B)

=
1

2
Tr(S⊤η Sξ) + Tr(A⊤B) = Tr

(
η⊤X

(
In − 1

2
XX⊤

)
ξX

)
on TXSt(n, p).

With these metrics and the notation G =
(

∂f(X)
∂Xij

)
for the derivative of f , the Riemannian gradients ∇f

on Gr(n, p) and St(n, p) have the following unified formula (in the Stiefel coordinates):

∇f(X) = G−XG⊤X.

Note that in the Grassmannian case it also holds ∇f(X) = G − XX⊤G because G⊤X ≡ X⊤G. The
above metrics also induce the following canonical norms:

||ηX ||c :=
√
⟨ηX , ηX ⟩ =

1√
2

√
Tr(A⊤A) =

1√
2
||A||F = ||A||F = ||ηhX ||F on TXGr(n, p),

||ηX ||c :=
√
⟨ηX , ηX⟩ = 1√

2

√
Tr(A⊤A) =

1√
2
||A||F =

1√
2
||Sη||F + ||A||F on TXSt(n, p).

The exponential map exp on O(n) is given by

expQ(QΩ) = Qexpm(Ω) = expm(QΩQ⊤)Q, (10)

where expm(A) :=
∑∞

i=0
1
i!A

i is the matrix exponential for any square matrix A. This formula implies
that the exponential maps exp on Gr(n, p) and St(n, p) (in the orthogonal group representation) can be
expressed uniformly as

expx(ηx) ≃ expQ(η
h
Q) = Qexpm(A) = expm(QAQ⊤)Q, (11)

where x = X ∈ Gr(n, p) or x = X ∈ St(n, p). In the case of Gr(n, p),

QAQ⊤ = X⊥AX⊤ −XA⊤X⊤⊥ = ηhXX⊤ −X
(
ηhX
)⊤

.
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In the case of St(n, p),

QAQ⊤ = XSηX
⊤ +X⊥AX

⊤ −XA⊤X⊤⊥

=
(
In − 1

2
XX⊤

)
(XSη +X⊥A)X⊤ −X(XSη +X⊥A)

⊤
(
In − 1

2
XX⊤

)
=
(
In − 1

2
XX⊤

)
ηXX⊤ −Xη⊤X

(
In − 1

2
XX⊤

)
.

The parallel transport of ξX along the geodesic γ(t) := expX (tηX ) on the Grassmann manifold Gr(n, p)
is given by

P t←0
γ ξX = Qexpm(A)B = expm(QAQ⊤)QB. (12)

Unfortunately, the parallel transport on the Stiefel manifold St(n, p) has no closed-form formula in general.

2.2 Retraction and vector transport

In practical Riemannian optimization algorithms, the exponential map and parallel transport are
often replaced by a retraction and a vector transport. The definitions of retraction and vector transport
are stated as follows [2]:

Definition 1 A retraction R on a manifold M is a smooth map from the tangent bundle TM =∪
x∈M

TxM of M with the following properties, where Rx is the restriction of R to TxM.

1. Rx(0x) = x, where 0x is the zero element of TxM.
2. With the identification T0xTxM ≃ TxM, Rx satisfies d(Rx)0x = idTxM, where d(Rx)0x is the

differential of Rx at 0x, and idTxM is the identity map on TxM.

Definition 2 A vector transport T on a manifold M is a smooth map

TM⊕ TM → TM : (η, ξ) 7→ Tη(ξ) ∈ TM

with the following properties for all x ∈ M, where ⊕ is the Whitney sum

TM⊕ TM =
{
(ηx, ξx)

∣∣ ηx, ξx ∈ TxM, x ∈ M
}
.

1. There is an associated retraction R such that Tηx(ξx) ∈ TRx(ηx)M for all ηx, ξx ∈ TxM.
2. T0x(ξx) = ξx for all ξx ∈ TxM.
3. Tηx(aξx + bζx) = aTηx(ξx) + bTηx(ζx) for all a, b ∈ R and ηx, ξx, ζx ∈ TxM.

Now we introduce a quite useful retraction on the Grassmann and Stiefel manifolds, the Cayley
transform, and its associated vector transport.

According to [2, 41, 49], this retraction is given by

RQ(QΩ) := Qϕct(Ω) = ϕct(QΩQ⊤)Q, (13)

Rx(ηx) ≃ RQ(η
h
Q) := Qϕct(A) = ϕct(QAQ⊤)Q, (14)

where

ϕct(A) :=
(
In − 1

2
A
)−1(

In +
1

2
A
)

(15)

is commonly known as the Cayley transform.
According to [47, 49], a vector transport T associated with the above retraction is

Tηx(ξx) ≃ Tηh
Q
(ξhQ) := Qϕct(A)B = ϕct(QAQ⊤)QB. (16)

By (15) and the skew-symmetry of A, it is easy to see that ϕct(A) is orthogonal. Then Tηx(·) is indeed
isometric with respect to both of the canonical norm || · ||c and the 2-norm || · ||2, i.e., ||Tηx(ξx)||c = ||ξx||c
and ||Tηx(ξx)||2 = ||ξx||2. The isometry of Tηx implies that the inverse vector transport T −1ηx

exists for
any ηx.
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Algorithm 1: Exponential-based AG method on Grassmann manifold

Input: Y0 = Z0 ∈ Gr(n, p), {αk}, {βk}, {λk}: 0 < αk ≤ βk, λ1 = 1, λk ∈ (0, 1) for k ≥ 2.
1 for k = 1, 2, . . . do
2 Compute

ηk = (1− λk) exp
−1
Zk−1

(Yk−1), (17)

Xk = expZk−1
(ηk), (18)

Yk = expXk
(−αk∇f(Xk)), (19)

Zk = expZk−1
(−βkP

Zk−1←Xk
γ ∇f(Xk)). (20)

Algorithm 2: Retraction-based AG method on Grassmann or Stiefel manifold

Input: Y0 = Z0 ∈ M where M := Gr(n, p) or M := St(n, p), {αk}, {βk}, {λk}: 0 < αk ≤ βk,
λ1 = 1, λk ∈ (0, 1) for k ≥ 2.

1 for k = 1, 2, . . . do
2 Compute

ηk = (1− λk)R
−1
Zk−1

(Yk−1), (21)

Xk = RZk−1
(ηk), (22)

Yk = RXk
(−αk∇f(Xk)), (23)

Zk = RZk−1
(−βkT −1ηk

∇f(Xk)). (24)

3 Accelerated gradient algorithms

In this section, we present our Riemannian generalization of the accelerated gradient method (2) for
optimization on the Grassmann and Stiefel manifolds.

We propose two versions of Riemannian accelerated gradient algorithms. Algorithm 1 is designed ex-
clusively for the Grassmann manifold. This algorithm is implemented with the exponential map (11) and
the parallel transport (12). Algorithm 2 is designed for both of the Grassmann and Stiefel manifolds. This
algorithm is implemented with the Cayley transform retraction (14) and its isometric vector transport
(16). In Section 5, we will discuss how to efficiently compute the exponential map with its inverse (the
Riemannian logarithm) and the parallel transport on the Grassmann manifold, and the Cayley transform
retraction and vector transport with their inverses on both of the Grassmann and Stiefel manifolds.

Both of Algorithms 1 and 2 belong to the class of three-point-type Riemannian accelerated gradi-
ent methods, because they generate three sequences {Xk}k≥1, {Yk}k≥1, and {Zk}k≥1. Compared with
traditional two-point-type Riemannian accelerated gradient methods such as (e.g., [29, 30, 39])

Yk = RXk−1
(−αk∇f(Xk−1)),

tk =
1+

√
1+4t2k−1

2 ,

Xk = RYk

( 1−tk−1

tk
R−1Yk

(Yk−1)
)
,

(25)

our methods need additional computational effort during each iteration, i.e., computing an inverse vector
transport and one more retraction. However, we will show that our methods have guaranteed global rate
of convergence in the next section.
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4 Convergence

In this section, we prove the global rates of convergence of Algorithms 1 and 2 based on the convergence
analysis in Section 2 of [22]. Before our convergence analysis, we make the following important remark,
which the reader need to keep in mind throughout this section.

Remark 1 Regarding Algorithm 1, we fix an orthogonal matrix QZ0 ∈ O(n) such that πOG(QZ0) = Z0

for the initial point Z0. For convenience, we identify Z0 with the specified orthogonal group representation
QZ0 , and recursively identify

Xk
(18)
==== expZk−1

(ηk) with QXk
:= expQZk−1

(ηhQZk−1
),

Yk
(19)
==== expXk

(−αk∇f(Xk)) with QYk
:= expQXk

(−αkξ
h
QXk

),

and

Zk
(20)
==== expZk−1

(−βkP
Zk−1←Xk
γ ∇f(Xk)) with QZk

:= expQZk−1
(−βkζ

h
QZk−1

),

where ξhQXk
is the horizontal lift of ∇f(Xk) at QXk

and ζhQZk−1
is the horizontal lift of P

Zk−1←Xk
γ ∇f(Xk)

at QZk−1
. We also identify ηk with ηhQZk−1

, ∇f(Xk) with ξhQXk
, and P

Zk−1←Xk
γ ∇f(Xk) with ζhQZk−1

.

Then we make similar identifications for Algorithm 2. We will see that our convergence analysis will
benefit a lot from the orthogonal group representations of the geometric objects on the Grassmann and
Stiefel manifolds.

The following lemma will be used in our convergence theorems later.

Lemma 1 Let {τk}k≥1 be the sequence of numbers defined by

τk :=


1, k = 1
k∏

i=2

(1− λi), k ≥ 2.

Then
k∑

i=1

τk
λi

τi
= 1.

Proof. Using λ1 = 1 and 1− λi =
τi

τi−1
, we have

k∑
i=1

τk
λi

τi
= τk

(λ1

τ1
+

k∑
i=2

1

τi

(
1− τi

τi−1

))
= τk

( 1

τ1
+

k∑
i=2

( 1
τi

− 1

τi−1

))
= 1. �

4.1 Convergence of Algorithm 1

In this subsection, we focus on Algorithm 1. Keep in mind temporarily that the manifold M in
question is the Grassmann manifold Gr(n, p).

To ensure that step (17) for computing ηk in Algorithm 1 is well defined, we need Assumption 1. This
assumption is based the following important concepts. In differential geometry, if expx is a diffeomorphism
of a neighborhood V of the origin in TxM, then U = expx(V) is called a normal neighborhood of x.
Furthermore, it is called a normal ball if V is an open ball of the origin in TxM.

Assumption 1 The sequences {Yk}k≥1 and {Zk}k≥1 generated by Algorithm 1 satisfy that Yk is in some
normal ball of Zk in O(n).

Owing to the geodesic formulas (10) and (11), the normal neighborhood (ball) in our case can be
identified with the injectivity neighborhood (ball) of the matrix exponential expm : so(n) → O(n). By
the injectivity neighborhood (ball) of expm we mean the following concept.
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Definition 3 An injectivity neighborhood (ball) of the matrix exponential expm : so(n) → O(n) is
expm(V) such that expm is a bijective of a neighborhood (an open ball) V of the origin in so(n) on-
to its image.

By Gantmacher’s theorem (see, e.g., Theorem 1.27 in [23]), expm(X) = A for a nonsingular matrix A
has a unique solution in the 2-norm ball {X : ||X||2 < π}. So, U0 := {expQ(ηQ) : ηQ ∈ TQO(n), ||ηQ||2 <
π} is a normal neighborhood for all Q ∈ O(n). But note that normal neighborhoods (much) larger than
U0 may exist.

Besides Assumption 1, we need the following two assumptions.

Assumption 2 f is differentiable and ∇f is L-Lipschitz continuous in the following sense:∥∥P z←x
γ ∇f(x)−∇f(z)

∥∥
c
≤ Ldist(x, z), (26)

where dist denotes the Riemannian distance.

It is not difficult to see that (26) implies f is also geodesically L-smooth [45, 46], i.e.,

f(x) ≤ f(z) +
⟨
∇f(z), exp−1z (x)

⟩
+

L

2
dist(x, z)2. (27)

Assumption 2 is commonly used in Riemannian optimization. It is reasonable for the Grassmann manifold
because of its compactness.

Assumption 3 Yk(t) is in some normal ball of Zk(t) in O(n) for all t ∈ [0, βk], where

Yk(t) := expXk
(−t∇f(Xk)), Zk(t) := expZk−1

(−tPZk−1←Xk
γ ∇f(Xk)). (28)

Assumption 3 means that Yk(t) is not very far from Zk(t) so that Yk(t) is within domain of the inverse
of the exponential map at Zk(t). Such kind of assumptions are for technical use and also frequently appear
in Riemannian optimization.

The following technical lemma on the distance between the two geodesics Yk(t) and Zk(t) plays a
crucial role in the main convergence theorem for Algorithm 1.

Lemma 2 Suppose that Assumptions 1 and 3 hold and let Yk(t) and Zk(t) be defined by (28). Then

dist(Yk(t), Zk(t)) ≤ dist(Xk, Zk−1), ∀ t ∈ [0, βk].

Proof. According to the orthogonal group representation in the remark at the beginning of Section 4,

we can denote Zk−1 = QZk−1
, ηk = QZk−1

A, and P
Zk−1←Xk
γ ∇f(Xk) = QZk−1

B, where A and B are of
form (8). Then we have

Xk
(18)
==== expZk−1

(ηk)
(11)
==== QZk−1

expm(A) := QXk
,

∇f(Xk) = PXk←Zk−1
γ PZk−1←Xk

γ ∇f(Xk)
(12)
==== QZk−1

expm(A)B = QXk
B,

Zk(t)
(28)
==== expZk−1

(−tPZk−1←Xk
γ ∇f(Xk))

(11)
==== QZk−1

expm(−tB) := QZk(t), (29)

and

Yk(t)
(28)
==== expXk

(−t∇f(Xk))
(11)
==== QXk

expm(−tB) = QZk−1
expm(A)expm(−tB). (30)

By Assumption 3, there is a unique Ω(t) ∈ so(n) such that

Yk(t) = expQZk(t)
(QZk(t)Ω(t))

(10)
==== QZk(t)expm(Ω(t)), (31)

where exp is the exponential map on O(n). So 1√
2
||Ω(t)||F = dist(Yk(t), Zk(t)), where dist is the distance

on O(n). Combining (29)–(31), we have

expm(Ω(t)) = expm(tB) · expm(A) · expm(−tB) = expm(C(t)), (32)

8



where
C(t) := expm(tB) · A · expm(−tB).

Since

1√
2
||C(t)||F ≡ 1√

2
||A||F = ||ηk||c

(17)
==== (1− λk)|| exp−1Zk−1

(Yk−1)||c

≤ || exp−1Zk−1
(Yk−1)||c ≤ ||exp−1Zk−1

(Yk−1)||c,

where the last inequality follows from the property that a Riemannian submersion shortens distances (e.g.,
Proposition 2.109 in [16]), we have from Assumption 1 that expQZk−1

(QZk−1
C(t)) = QZk−1

expm(C(t))

is in some normal ball of Zk−1 in O(n); therefore expm(C(t)) is in some injectivity ball of expm. By
Assumption 3, (29) and (31), we know that expm(Ω(t)) is also in some injectivity ball of expm. Thus, it
follows from (32) that

Ω(t) = C(t) = expm(tB) · A · expm(−tB).

Therefore ||Ω(t)||F ≡ ||A||F. Again, since a Riemannian submersion shortens distances, we obtain

dist(Yk(t), Zk(t)) ≤ dist(Yk(t), Zk(t)) =
1√
2
||Ω(t)||F ≡ 1√

2
||A||F

= ||ηk||c
(18)
==== || exp−1Zk−1

(Xk)||c = dist(Xk, Zk−1).

This completes the proof. �
Now we present the main convergence result of Algorithm 1 as follows.

Theorem 1 Suppose that Assumptions 1–3 hold and let {τk} be the sequence defined as in Lemma 1. If
{αk}, {βk}, and {λk} are chosen such that

ck := 1− Lβk − L(βk − αk)
2

2βkλkτk

(
N∑
i=k

τi

)
> 0, 1 ≤ k ≤ N, (33)

then Algorithm 1 satisfies for all N ≥ 1 that

min
k=1,...,N

||∇f(Xk)||2c ≤ f(Z0)− f∗∑N
k=1 βkck

.

Proof. Denote ∆k := ∇f(Zk−1)− P
Zk−1←Xk
γ ∇f(Xk). Using inequality (26), we have

||∆k||c =
∥∥∇f(Zk−1)− PZk−1←Xk

γ ∇f(Xk)
∥∥
c
≤ L

∥∥ exp−1Zk−1
(Xk)

∥∥
c

(18)
==== L||ηk||c

(17)
==== L(1− λk)dist(Yk−1, Zk−1).

Using inequality (27), we also have

f(Zk) ≤ f(Zk−1) +
⟨
∇f(Zk−1), exp

−1
Zk−1

(Zk)
⟩
+

L

2

∥∥ exp−1Zk−1
(Zk)

∥∥2
c

(20)
==== f(Zk−1) +

⟨
∇f(Zk−1),−βkP

Zk−1←Xk
γ ∇f(Xk)

⟩
+

L

2

∥∥βkP
Zk−1←Xk
γ ∇f(Xk)

∥∥2
c

= f(Zk−1) +
⟨
∆k + PZk−1←Xk

γ ∇f(Xk),−βkP
Zk−1←Xk
γ ∇f(Xk)

⟩
+

L

2

∥∥βkP
Zk−1←Xk
γ ∇f(Xk)

∥∥2
c

= f(Zk−1)− βk

(
1− Lβk

2

)∥∥PZk−1←Xk
γ ∇f(Xk)

∥∥2
c
− βk

⟨
∆k, P

Zk−1←Xk
γ ∇f(Xk)

⟩
≤ f(Zk−1)− βk

(
1− Lβk

2

)
||∇f(Xk)||2c + βk||∆k||c||∇f(Xk)||c.

9



Combining the previous two inequalities, we obtain

f(Zk) ≤ f(Zk−1)− βk

(
1− Lβk

2

)
||∇f(Xk)||2c + L(1− λk)βk||∇f(Xk)||cdist(Yk−1, Zk−1)

≤ f(Zk−1)− βk

(
1− Lβk

2

)
||∇f(Xk)||2c +

Lβ2
k

2
||∇f(Xk)||2c

+
L(1− λk)

2

2
dist(Yk−1, Zk−1)

2

= f(Zk−1)− βk(1− Lβk)||∇f(Xk)||2c +
L(1− λk)

2

2
dist(Yk−1, Zk−1)

2. (34)

Then we have

dist(Yk, Zk)
(19)(20)
======= dist

(
expXk

(−αk∇f(Xk)), expZk−1
(−βkP

Zk−1←Xk
γ ∇f(Xk))

)
≤ dist

(
expXk

(−βk∇f(Xk)), expZk−1
(−βkP

Zk−1←Xk
γ ∇f(Xk))

)
+ dist

(
expXk

(−βk∇f(Xk)), expXk
(−αk∇f(Xk))

)
≤ dist(Xk, Zk−1) + (βk − αk)||∇f(Xk)||c
(17)(18)
======= (1− λk)dist(Yk−1, Zk−1) + (βk − αk)||∇f(Xk)||c, (35)

where the first inequality follows from triangular inequality and the second inequality follows from (28)
and Lemma 2. Dividing both sides of (35) inequality by τk and noting τk = (1− λk)τk−1, we have

dist(Yk, Zk)

τk
≤ dist(Yk−1, Zk−1)

τk−1
+

(βk − αk)||∇f(Xk)||c
τk

.

Summing them up and noting Y0 = Z0, we obtain

dist(Yk, Zk) ≤ τk

k∑
i=1

βi − αi

τi
||∇f(Xi)||c =

k∑
i=1

τk
λi

τi
· βi − αi

λi
||∇f(Xi)||c.

Using the above inequality, Lemma 1, and Jensen’s inequality, we have

dist(Yk, Zk)
2 ≤

(
k∑

i=1

τk
λi

τi
· βi − αi

λi
||∇f(Xi)||c

)2

≤
k∑

i=1

τk
λi

τi
· (βi − αi)

2

λ2
i

||∇f(Xi)||2c

= τk

k∑
i=1

(βi − αi)
2

λiτi
||∇f(Xi)||2c .

Replacing the above bound in (34) and using τk = (1− λk)τk−1, we obtain

f(Zk) ≤ f(Zk−1)− βk(1− Lβk)||∇f(Xk)||2c +
L(1− λk)

2τk−1
2

k−1∑
i=1

(βi − αi)
2

λiτi
||∇f(Xi)||2c

≤ f(Zk−1)− βk(1− Lβk)||∇f(Xk)||2c +
Lτk
2

k−1∑
i=1

(βi − αi)
2

λiτi
||∇f(Xi)||2c .

Summing up the above inequalities and using the definition of ck in (33), we have

f(ZN ) ≤ f(Z0)−
N∑

k=1

βk(1− Lβk)||∇f(Xk)||2c +
L

2

N∑
k=1

τk

k∑
i=1

(βi − αi)
2

λiτi
||∇f(Xi)||2c

= f(Z0)−
N∑

k=1

βk(1− Lβk)||∇f(Xk)||2c +
L

2

N∑
k=1

(βk − αk)
2

λkτk

(
N∑
i=k

τi

)
||∇f(Xk)||2c

= f(Z0)−
N∑

k=1

βkck||∇f(Xk)||2c .
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Re-arranging the terms in the above inequality and noting that f(ZN ) ≥ f∗ we obtain

min
k=1,...,N

||∇f(Xk)||2c

(
N∑

k=1

βkck

)
≤

N∑
k=1

βkck||∇f(Xk)||2c ≤ f(Z0)− f∗.

This completes the proof. �

Corollary 1 Suppose that Assumptions 1–3 hold and set αk ≡ 1
2L and λk = 2

k+1 . If

βk ∈
[
αk,

(
1 +

λk

4

)
αk

]
,

then Algorithm 1 satisfies for all N ≥ 1 that

min
k=1,...,N

||∇f(Xk)||2c ≤ 6L(f(Z0)− f∗)

N
.

Proof. This is just a copy of Corollary 1 in [22]. �

4.2 Convergence of Algorithm 2

In this subsection, we focus on Algorithm 2. Now the manifold M in question is either the Grassmann
manifold Gr(n, p) or the Stiefel manifold St(n, p).

For Algorithm 2, we do not need to introduce the concept of retractive neighborhood (ball) [28]
because of the injectivity of the Cayley transform (15).

Lemma 3 The Cayley transform

ϕct(Ω) : so(n) → O(n) : Ω 7→
(
In − 1

2
Ω
)−1(

In +
1

2
Ω
)

is injective, and
ϕ−1ct (Q) = 2(Q− In)(Q+ In)

−1.

Proof. Let Q = ϕct(Ω) =
(
In − 1

2Ω
)−1(

In + 1
2Ω
)
∈ O(n). Then we have Ω(Q+ In) = 2(Q− In). Since

Q+ In = 2
(
In − 1

2Ω
)−1

is invertible, Ω = 2(Q− In)(Q+ In)
−1 is uniquely determined. �

Now we present an assumption to ensure that step (21) for computing ηk in Algorithm 2 is well defined
and that {||ηk||c}k≥1 is bounded.

Assumption 4 The sequences {Yk}k≥1 and {Zk}k≥1 generated by Algorithm 2 satisfy that Yk is in the
image of RZk

(·) in M and that
{
||R−1Zk

(Yk)||c
}
k≥1 is bounded.

The following assumption is a modification of Assumption 2, which is also reasonable because the
Grassmann and Stiefel manifolds are both compact.

Assumption 5 f is differentiable and ∇f is L-Lipschitz continuous in the following sense:∥∥T −1ηz
∇f(x)−∇f(z)

∥∥
c
≤ Ldist(x, z), (36)

where x = Rz(ηz). Moreover, f is L-retraction-smooth, i.e.,

f(Rz(ηz)) ≤ f(z) + ⟨∇f(z), ηz⟩+
L

2
||ηz||2c . (37)

Note that (37) can not be implied by (36) for a general retraction R other than the exponential map.

The following assumption is a weak analog to Assumption 3.
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Assumption 6 Yk(t) is in the image of RZk(t)(·) in O(n) for all t ∈ [0, βk], where

Yk(t) := RXk
(−t∇f(Xk)), Zk(t) := RZk−1

(−tT −1ηk
∇f(Xk)). (38)

To obtain results similar to Lemma 2, we need an additional assumption.

Assumption 7 The following two inequalities hold:∥∥R−1Zk(t)
(Yk(t))

∥∥
c
≤
∥∥R−1Zk(t)

(Yk(t))
∥∥
c

(39)

and ∥∥R−1Zk(t)
(Yk(t+∆t))−R−1Zk(t)

(Yk(t))
∥∥
c
≤ Υ

∥∥R−1Zk(t)
(Yk(t+∆t))−R

−1
Zk(t)

(Yk(t))
∥∥
c

(40)

for some constant Υ > 0.

Assumption (39) means the inverse retraction in the quotient manifold has no larger magnitude than
that in the total manifold. It holds naturally for the exponential map because distance dist(Yk(t), Zk(t))
in the quotient manifold is no longer than distance dist(Yk(t), Zk(t)) in the total manifold. Assumption
(40) is reasonable for sufficiently large Υ if Yk(t) and Yk(t+∆t) are sufficiently close to Zk(t) according to
Lemma 2 in [27] together with dist(Yk(t), Yk(t+∆t)) ≤ dist(Yk(t), Yk(t+∆t)). Furthermore, (40) holds for
the exponential map with sufficiently large Υ if the angle between Exp−1Zk(t)

(Yk(t+∆t)) and Exp−1Zk(t)
(Yk(t))

is not greater than a multiple of the angle between Exp
−1
Zk(t)

(Yk(t+∆t)) and Exp
−1
Zk(t)

(Yk(t)) due to the

law of cosine and dist(Yk(t̂), Zk(t)) ≤ dist(Yk(t̂), Zk(t)) where t̂ = t or t̂ = t+∆t.

Lemma 4 Let z(t) = Rz(tηz). Then

dist(z(t0), z(t1)) ≤ (t1 − t0)||ηz||c

for all t1 > t0. In particular,

dist(z,Rz(ηz)) = dist(z, z(1)) ≤ ||ηz||c.

Proof. According to the remark at the beginning of Section 4, we can denote z = Q and ηz = QA, where
A is of form (8) if M = Gr(n, p) and of form (9) if M = St(n, p). Using (14)–(15) and differentiating
Rz(tηz) with respect to t gives

d

dt
Rz(tηz) = Q

(
In − t

2
A
)−2

A.

Then ∥∥∥ d

dt
Rz(tηz)

∥∥∥2
c
=

1

2
Tr
(
A⊤
(
In − t2

4
A2
)−2

A
)
≤ 1

2
Tr(A⊤A) = ||ηz||2c ,

where the inequality follows from the skew-symmetry of A. Thus we obtain

dist(z(t0), z(t1)) ≤
∫ t1

t0

∥∥∥ d

dt
Rz(tηz)

∥∥∥
c
dt ≤

∫ t1

t0

||ηz||cdt = (t1 − t0)||ηz||c.

This completes the proof. �
The following lemma is a retraction version of Lemma 2. Its proof follows from the same idea of that

of Lemma 2, but additionally utilizes Lemma 4 and Assumption 7.

Lemma 5 Suppose that Assumptions 4, 6 and 7 hold and let Yk(t) and Zk(t) be defined by (38). Then∥∥R−1Zk(t)
(Yk(t))

∥∥
c
≤
∥∥R−1Zk−1

(Xk)
∥∥
c
= ||ηk||c, ∀ t ∈ [0, βk].
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Proof. According to the remark at the beginning of Section 4 again, we can denote Zk−1 = QZk−1
,

ηk = QZk−1
A, and T −1ηk

∇f(Xk) = QZk−1
B, where A and B are of form (8) if M = Gr(n, p) and of form

(9) if M = St(n, p). Then we have

Xk
(22)
==== RZk−1

(ηk)
(14)
==== QZk−1

ϕct(A) := QXk
,

∇f(Xk) = Tηk
T −1ηk

∇f(Xk)
(16)
==== QZk−1

ϕct(A)B = QXk
B,

Zk(t)
(38)
==== RZk−1

(−tT −1ηk
∇f(Xk))

(14)
==== QZk−1

ϕct(−tB) := QZk(t), (41)

and

Yk(t)
(38)
==== RXk

(−t∇f(Xk))
(14)
==== QXk

ϕct(−tB) = QZk−1
ϕct(A)ϕct(−tB). (42)

By Assumption 6 and Lemma 3, there is a unique Ω(t) ∈ so(n) such that

Yk(t) = RQZk(t)
(QZk(t)Ω(t))

(13)
==== QZk(t)ϕct(Ω(t)), (43)

where R is the Cayley transform retraction on O(n). So 1√
2
||Ω(t)||F =

∥∥R−1Zk(t)
(Yk(t))

∥∥
c
is the length of

the inverse retraction from Zk(t) to Yk(t) on O(n). Combining (41)–(43), we have

ϕct(Ω(t)) = ϕct(tB) · ϕct(A) · ϕct(−tB) = ϕct(ϕct(tB) · A · ϕct(−tB)). (44)

This together with Lemma 3 implies

Ω(t) = ϕct(tB) · A · ϕct(−tB).

Therefore ||Ω(t)||F ≡ ||A||F. By Lemma 4 and (39) in Assumption 7, we obtain

dist(Yk(t), Zk(t)) ≤
∥∥R−1Zk(t)

(Yk(t))
∥∥
c
≤
∥∥R−1Zk(t)

(Yk(t))
∥∥
c

=
1√
2
||Ω(t)||F ≡ 1√

2
||A||F = ||ηk||c

(22)
====

∥∥R−1Zk−1
(Xk)

∥∥
c
.

This completes the proof. �
Lemma 5 alone is not enough for the convergence of Algorithm 2 because we can not completely copy

the key inequality (35) in the proof of Theorem 1. So, we need the following technical result.

Lemma 6 Suppose that Assumptions 4, 6 and 7 hold and let Yk(t) and Zk(t) be defined by (38). If
{t, t+∆t} ⊂ [0, βk] and

|∆t| ≤ 1

3
√
1 + 1

4 ||ηk||
2
2 · ||∇f(Xk)||2

,

then ∥∥R−1Zk(t)
(Yk(t+∆t))

∥∥
c
≤
∥∥R−1Zk(t)

(Yk(t))
∥∥
c
+

√
2nΥ

2
(4 + ||ηk||22)||∇f(Xk)||2|∆t|,

where || · ||2 is in the sense of viewing a tangent vector as its horizontal lift to TQO(n).

Proof. We follow the notations in Lemma 5. By Assumption 6 and Lemma 3, there exists Ξ(t,∆t) ∈
so(n) such that

RQZk(t)
(QZk(t)Ξ(t,∆t))

(13)
==== QZk(t)ϕct(Ξ(t,∆t)) = Yk(t+∆t).

Using QXk
= QZk−1

ϕct(A) in the proof of Lemma 5 and the above equation, we have

QZk−1
ϕct(−tB)ϕct(Ξ(t,∆t))

(41)
==== QZk(t)ϕct(Ξ(t,∆t)) = Yk(t+∆t)

(38)(14)
======= QXk

ϕct(−(t+∆t)B)

= QZk−1
ϕct(A)ϕct(−(t+∆t)B).
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This implies
ϕct(Ξ(t,∆t)) = ϕct(tB) · ϕct(A) · ϕct(−(t+∆t)B). (45)

To obtain the result, we will give a perturbation analysis for Ξ(t,∆t). Denote F∆t := ϕct(Ξ(t,∆t)) and
∆F := F∆t − F0. By (44) we have

F0 = ϕct(Ξ(t, 0)) = ϕct(Ω(t)) = ϕct(tB) · ϕct(A) · ϕct(−tB). (46)

This implies that F0 and ϕct(A) have the same eigenvalues. Then a simple spectral calculation with
noticing (15) and the skew-symmetry of A reveals that F0 + In is invertible and

||(F0 + In)
−1||2 ≤ 1

2

√
1 +

1

4
||A||22 =

1

2

√
1 +

1

4
||ηk||22. (47)

Combining (45) and (46) yields

∆F = ϕct(tB) · ϕct(A) · (ϕct(−(t+∆t)B)− ϕct(−tB)). (48)

By Lemma 3 we have

Ξ(t,∆t) = ϕ−1ct (F∆t) = 2(F∆t − In)(F∆t + In)
−1

= 2In − 4(F∆t + In)
−1 = 2In − 4(∆F + F0 + In)

−1

= 2In − 4(F0 + In)
−1(∆F (F0 + In)

−1 + In)
−1.

Using Taylor’s theorem of matrix functions (e.g., Theorem 4.8 in [23]), we obtain

||Ξ(t,∆t)− Ξ(t, 0)|| ≤ 4||∆F || · ||(F0 + In)
−1||2 max

0≤θ≤1

∥∥(θ∆F (F0 + In)
−1 + In)

−2∥∥, (49)

where the norm || · || is arbitrary. Combining (47) and (49) yields

||Ξ(t,∆t)− Ξ(t, 0)||2 ≤
(1 + 1

4 ||ηk||
2
2)||∆F ||2(

1− 1
2

√
1 + 1

4 ||ηk||
2
2 · ||∆F ||2

)2 . (50)

It follows from (15) that

ϕct(−(t+∆t)B) = 2
(
In +

t

2
B+

∆t

2
B
)−1

− In

= 2
(
In +

(
I +

t

2
B
)−1∆t

2
B
)−1(

In +
t

2
B
)−1

− In.

Then using Taylor’s theorem again, we obtain

||ϕct(−(t+∆t)B)− ϕct(−tB)||

≤ |∆t| · ||B|| ·
∥∥∥(In +

t

2
B
)−1∥∥∥2 max

0≤θ≤1

∥∥∥(In + θ
(
I +

t

2
B
)−1∆t

2
B
)−2∥∥∥, (51)

where the norm || · || is arbitrary. Since B is skew-symmetric,
∥∥(In + t

2B
)−1∥∥

2
≤ 1. Then (51) implies

||ϕct(−(t+∆t)B)− ϕct(−tB)||2 ≤ ||B||2|∆t|(
1− 1

2 ||B||2|∆t|
)2 . (52)

Since ϕct(A) and ϕct(tB) are orthogonal, we have from (48) that

||∆F ||2 = ||ϕct(−(t+∆t)B)− ϕct(−tB)||2.

Combining the above equality with (50) and (52), we obtain

||Ξ(t,∆t)− Ξ(t, 0)||2 ≤
(
1− 1

2 ||B||2|∆t|
)2
(1 + 1

4 ||ηk||
2
2)||B||2|∆t|((

1− 1
2 ||B||2|∆t|

)2 − 1
2

√
1 + 1

4 ||ηk||
2
2 · ||B||2|∆t|

)2 . (53)
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If

|∆t| ≤ 1

3
√
1 + 1

4 ||ηk||
2
2 · ||B||2

=
1

3
√

1 + 1
4 ||ηk||

2
2 · ||∇f(Xk)||2

,

then (53) implies

||Ξ(t,∆t)− Ξ(t, 0)||2 ≤
(1 + 1

4 ||ηk||
2
2)||B||2|∆t|

((1− 1
6 )

2 − 1
6 )

2
≤ (4 + ||ηk||22)||B||2|∆t|

= (4 + ||ηk||22)||∇f(Xk)||2|∆t|.

Hence, by (40) in Assumption 7 and the above inequality, we obtain∥∥R−1Zk(t)
(Yk(t+∆t))

∥∥
c
≤
∥∥R−1Zk(t)

(Yk(t))
∥∥
c
+
∥∥R−1Zk(t)

(Yk(t+∆t))−R−1Zk(t)
(Yk(t))

∥∥
c

≤
∥∥R−1Zk(t)

(Yk(t))
∥∥
c
+Υ

∥∥R−1Zk(t)
(Yk(t+∆t))−R

−1
Zk(t)

(Yk(t))
∥∥
c

=
∥∥R−1Zk(t)

(Yk(t))
∥∥
c
+

Υ√
2

∥∥Ξ(t,∆t)− Ξ(t, 0)
∥∥
F

≤
∥∥R−1Zk(t)

(Yk(t))
∥∥
c
+

√
2nΥ

2

∥∥Ξ(t,∆t)− Ξ(t, 0)
∥∥
2

≤
∥∥R−1Zk(t)

(Yk(t))
∥∥
c
+

√
2nΥ

2
(4 + ||ηk||22)||∇f(Xk)||2|∆t|.

This completes the proof. �
Now we can give the main convergence result of Algorithm 2 as follows.

Theorem 2 Suppose that Assumptions 4–7 hold and let {τk} be the sequence defined as in Lemma 1. If

0 < βk − αk ≤ 1

3
√

1 + 1
4 ||ηk||

2
2 · ||∇f(Xk)||2

and if {αk}, {βk}, and {λk} are chosen such that

ck := 1− Lβk − Lϱ2(βk − αk)
2

βkλkτk

(
N∑
i=k

τi

)
> 0, 1 ≤ k ≤ N, (54)

where

ϱ := sup
k≥1

√
2nΥ(4 + ||ηk||22)||∇f(Xk)||2

2||∇f(Xk)||c
∈ [4Υ,+∞), (55)

then Algorithm 2 satisfies for all N ≥ 1 that

min
k=1,...,N

||∇f(Xk)||2c ≤ f(Z0)− f∗∑N
k=1 βkck

. (56)

Proof. Denote ∆k := ∇f(Zk−1)− T −1ηk
∇f(Xk). Then we have

||∆k||c = ||∇f(Zk−1)− T −1ηk
∇f(Xk)||c ≤ Ldist(Xk, Zk−1)

≤ L||ηk||c
(21)
==== L(1− λk)

∥∥R−1Zk−1
(Yk−1)

∥∥
c
,

where the first inequality follows from inequality (36) and the second inequality follows from (22) and
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Lemma 4. Using inequality (37), we also have

f(Zk) ≤ f(Zk−1) +
⟨
∇f(Zk−1), R

−1
Zk−1

(Zk)
⟩
+

L

2

∥∥R−1Zk−1
(Zk)

∥∥2
c

(24)
==== f(Zk−1) +

⟨
∇f(Zk−1),−βkT −1ηk

∇f(Xk)
⟩
+

L

2

∥∥βkT −1ηk
∇f(Xk)

∥∥2
c

= f(Zk−1) +
⟨
∆k + T −1ηk

∇f(Xk),−βkT −1ηk
∇f(Xk)

⟩
+

L

2

∥∥βkT −1ηk
∇f(Xk)

∥∥2
c

= f(Zk−1)− βk

(
1− Lβk

2

)∥∥T −1ηk
∇f(Xk)

∥∥2
c
− βk

⟨
∆k, T −1ηk

∇f(Xk)
⟩

≤ f(Zk−1)− βk

(
1− Lβk

2

)
||∇f(Xk)||2c + βk||∆k||c||∇f(Xk)||c.

Combining the previous two inequalities, we obtain

f(Zk) ≤ f(Zk−1)− βk

(
1− Lβk

2

)
||∇f(Xk)||2c + L(1− λk)βk||∇f(Xk)||c

∥∥R−1Zk−1
(Yk−1)

∥∥
c

≤ f(Zk−1)− βk

(
1− Lβk

2

)
||∇f(Xk)||2c +

Lβ2
k

2
||∇f(Xk)||2c

+
L(1− λk)

2

2

∥∥R−1Zk−1
(Yk−1)

∥∥2
c

= f(Zk−1)− βk(1− Lβk)||∇f(Xk)||2c +
L(1− λk)

2

2

∥∥R−1Zk−1
(Yk−1)

∥∥2
c
. (57)

Then we have ∥∥R−1Zk
(Yk)

∥∥
c

(23)(24)
=======

∥∥∥R−1
RZk−1

(−βkT −1
ηk
∇f(Xk))

(
RXk

(−αk∇f(Xk))
)∥∥∥

c

≤
∥∥∥R−1

RZk−1
(−βkT −1

ηk
∇f(Xk))

(
RXk

(−βk∇f(Xk))
)∥∥∥

c

+

√
2nΥ

2
(βk − αk)(4 + ||ηk||22)||∇f(Xk)||2

≤ ||ηk||c + ϱ(βk − αk)||∇f(Xk)||c
= (1− λk)

∥∥R−1Zk−1
(Yk−1)

∥∥
c
+ ϱ(βk − αk)||∇f(Xk)||c,

where the first inequality follows from Lemma 6 and the second inequality follows from Lemma 5, (38)
and (55). Dividing both sides of the above equality by τk and noting τk = (1− λk)τk−1, we have∥∥R−1Zk

(Yk)
∥∥
c

τk
≤

∥∥R−1Zk−1
(Yk−1)

∥∥
c

τk−1
+

ϱ(βk − αk)||∇f(Xk)||c
τk

.

Summing them up and noting Y0 = Z0, we obtain∥∥R−1Zk
(Yk)

∥∥
c
≤ ϱτk

k∑
i=1

βi − αi

τi
||∇f(Xi)||c = ϱ

k∑
i=1

τk
λi

τi
· βi − αi

λi
||∇f(Xi)||c.

Using the above inequality, Lemma 1, and Jensen’s inequality, we have∥∥R−1Zk
(Yk)

∥∥2
c
≤ ϱ2

k∑
i=1

τk
λi

τi
· (βi − αi)

2

λ2
i

||∇f(Xi)||2c = ϱ2τk

k∑
i=1

(βi − αi)
2

λiτi
||∇f(Xi)||2c .

Replacing the above bound in (57) and using τk = (1− λk)τk−1, we obtain

f(Zk) ≤ f(Zk−1)− βk(1− Lβk)||∇f(Xk)||2c + L(1− λk)
2ϱ2τk−1

k−1∑
i=1

(βi − αi)
2

λiτi
||∇f(Xi)||2c

≤ f(Zk−1)− βk(1− Lβk)||∇f(Xk)||2c + Lϱ2τk

k−1∑
i=1

(βi − αi)
2

λiτi
||∇f(Xi)||2c .
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Summing up the above inequalities and using the definition of ck in (54), we have

f(ZN ) ≤ f(Z0)−
N∑

k=1

βk(1− Lβk)||∇f(Xk)||2c + Lϱ2
N∑

k=1

τk

k∑
i=1

(βi − αi)
2

λiτi
||∇f(Xi)||2c

= f(Z0)−
N∑

k=1

βk(1− Lβk)||∇f(Xk)||2c + Lϱ2
N∑

k=1

(βk − αk)
2

λkτk

(
N∑
i=k

τi

)
||∇f(Xk)||2c

= f(Z0)−
N∑

k=1

βkck||∇f(Xk)||2c .

Re-arranging the terms in the above inequality and noting that f(ZN ) ≥ f∗ we obtain

min
k=1,...,N

||∇f(Xk)||2c

(
N∑

k=1

βkck

)
≤

N∑
k=1

βkck||∇f(Xk)||2c ≤ f(Z0)− f∗.

This completes the proof. �

Corollary 2 Suppose that Assumptions 4–7 hold and set αk ≡ 1
2L and λk = 2

k+1 . If

αk ≤ βk ≤

1 + min

λk

4ϱ
,

1

3
√
1 + 1

4 ||ηk||
2
2 · ||∇f(Xk)||2


αk, (58)

where ϱ is defined in (55), then Algorithm 2 satisfies for all N ≥ 1 that

min
k=1,...,N

||∇f(Xk)||2c ≤ 5L(f(Z0)− f∗)

N
. (59)

Proof. This follows from the proof of Corollary 1 in [22], but for self-containedness, we prove the result
as follows. By (25) we have

τk =
2

k(k + 1)
=

λk

k
, (60)

which implies
N∑
i=1

τi =
N∑
i=1

2

i(i+ 1)
= 2

N∑
i=1

(
1

i
− 1

i+ 1

)
≤ 2

k
. (61)

It follows from (54), (58), (60), (61), λk ≤ 1, and ϱ ≥ 4 that

ck = 1− L

[
βk +

ϱ2(βk − αk)
2

βkλkτk

(
N∑
i=k

τi

)]

≥ 1− L

[(
1 +

λk

4ϱ

)
αk +

λ2
kα

2
k

16
· 1

αkλkτk
· 2
k

]
≥ 1− L

[(
1 +

1

16

)
αk +

1

8
αk

]
= 1− Lαk

(
1 +

1

16
+

1

8

)
=

13

32
.

Thus,

βkck ≥ αkck ≥ 13

32
αk =

13

64L
≥ 1

5L
.

Combining this with (56), we obtain (59). �
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5 Computing geometric tools

In this section we discuss practical ways to computing the geometric tools such as retraction and
vector transport involved in our AG algorithms. Although the n × n orthogonal group representation
simplifies our theoretical analysis, the n× p Stiefel manifold representation with efficient implementation
is appealing in numerical computation. In the rest of this section, let X ∈ St(n, p), Y ∈ St(n, p),
X = span(X) ∈ Gr(n, p), and Y = span(Y ) ∈ Gr(n, p).

5.1 Geometric tools on the Stiefel manifold

According to [41], the Cayley tranform retraction (14) on the Stiefel manifold has the following low-
rank expression:

RSt
X (ηX) = X + U

(
I2p −

1

2
V ⊤U

)−1
V ⊤X, (62)

where

U =
[
ηX − 1

2
XX⊤ηX , X

]
, V =

[
X,

1

2
XX⊤ηX − ηX

]
.

This formula follows from RSt
X (ηX) = ϕct(UV ⊤)X and

ϕct(UV ⊤) = In + U
(
I2p −

1

2
V ⊤U

)−1
V ⊤. (63)

The inverse of this retraction is given in [48] as follows:

(RSt
X )−1(Y ) = 2Y (Ip +X⊤Y )−1 + 2X(Ip + Y ⊤X)−1 − 2X. (64)

By (63), the vector transport (16) on the Stiefel manifold has the following low-rank expression:

T St
ηX

(ξX) = ϕct(UV ⊤)ξX = ξX + U
(
I2p −

1

2
V ⊤U

)−1
V ⊤ξX . (65)

Combining (63) and (65), we obtain the inverse of this vector transport:

(
T St
ηX

)−1
(ζY ) = ϕct(−UV ⊤)ζY = ζY − U

(
I2p +

1

2
V ⊤U

)−1
V ⊤ζY , (66)

where Y = RSt
X (ηX). To our knowledge, (66) is new although it is straightforward from (65).

5.2 Geometric tools on the Grassmann manifold

According to [14], the exponential map (11) on the Grassmann manifold has the following low-rank
expression:

expGr
X (ηX ) = (XV cosΣ + U sinΣ)V ⊤, (67)

where UΣV ⊤ is a thin singular value decomposition (SVD) of ηhX . The Riemannian logarithm logGr
X (Y) =(

expGr
X
)−1

(Y) on the Grassmann manifold can be computed by Algorithm 5.3 in [6]. IfX⊤Y is invertible,

an equivalent approach for computing logGr
X (Y) is given in [1]:

logGr
X (Y) = Ũ arctan(Σ̃)Ṽ ⊤, (68)

where Ũ Σ̃Ṽ ⊤ is a thin SVD of (Y −XX⊤Y )(X⊤Y )−1.
A low-rank expression for the parallel transport of ξX along the geodesic γ(t) = expGr

X (tηX ) is also
given in [14]:

P t←0
γ ξX = ξhX − (XV sinΣt+ U(Ip − cosΣt))U⊤ξhX . (69)

Let ζY = P 1←0
γ ξX where Y = expGr

X (ηX ). Combining (69) with X⊤ξhX = X⊤U = 0, we have

cosΣ · U⊤ξhX = U⊤ζhY , sinΣ · U⊤ξhX = −V ⊤X⊤ζhY .
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Then
U⊤ξhX = cosΣ · U⊤ζhY − sinΣ · V ⊤X⊤ζhY .

Substituting this in (69) yields

P 0←1
γ ζY = ξhX = ζhY −XX⊤ζhY + U(Ip − cosΣ)(cosΣ · U⊤ζhY − sinΣ · V ⊤X⊤ζhY ). (70)

To our knowledge, (70) is not found in the literature although it is not hard to derive it from (69).
According to [49], the Cayley transform retraction (14) on the Grassmann manifold has the following

low-rank expression:

RGr
X (ηX ) = X + ηhX −

(1
2
X +

1

4
ηhX

)(
Ip +

1

4
(ηhX)⊤ηhX

)−1
(ηhX)⊤ηhX . (71)

Now we derive a formula for the inverse of this retraction. Let ηX = (RGr
X )−1(Y). This implies ηhX =

(RSt
X )−1(Y Q̂) for some Q̂ ∈ O(p). Then we have from (64) that

ηhX = 2Y Q̂(Ip +X⊤Y Q̂)−1 + 2X(Ip + Q̂⊤Y ⊤X)−1 − 2X. (72)

Using X⊤ηhX = 0, we have

Ip = X⊤Y Q̂(Ip +X⊤Y Q̂)−1 + (Ip + Q̂⊤Y ⊤X)−1

= (Ip +X⊤Y Q̂− Ip)(Ip +X⊤Y Q̂)−1 + (Ip + Q̂⊤Y ⊤X)−1

= Ip − (Ip +X⊤Y Q̂)−1 + (Ip + Q̂⊤Y ⊤X)−1. (73)

This implies X⊤Y Q̂ = Q̂⊤Y ⊤X, i.e., X⊤Y Q̂ is symmetric. Let X⊤Y = Û Σ̂V̂ ⊤ be an SVD. It is easy to
see that Q̂ = V̂ Û⊤. Then we have from (72) that

ηhX = 2Y V̂ Û⊤(Ip + Û Σ̂Û⊤)−1 + 2X(Ip + Û Σ̂Û⊤)−1 − 2X

= 2Y V̂ (Ip + Σ̂)−1Û⊤ + 2XÛ(Ip + Σ̂)−1Û⊤ − 2X

= 2Y V̂ (Ip + Σ̂)−1Û⊤ − 2XÛ Σ̂(Ip + Σ̂)−1Û⊤

= 2(Y V̂ −XÛ Σ̂)(Ip + Σ̂)−1Û⊤.

Thus we conclude that
(RGr
X )−1(Y) = 2(Y V̂ −XÛΣ̂)(Ip + Σ̂)−1Û⊤, (74)

where Û Σ̂V̂ ⊤ forms an SVD of X⊤Y .
A low-rank expression for the vector transport (16) on the Grassmann manifold is also given in [49]:

T Gr
ηX

(ξX ) = ξhX −
(
X +

1

2
ηhX

)(
Ip +

1

4
(ηhX)⊤ηhX

)−1
(ηhX)⊤ξhX . (75)

Now we derive a formula for the inverse of this vector transport. Let ζY = T Gr
ηX

(ξX ) where Y = RGr
X (ηX ).

Combining (75) and X⊤ξhX = X⊤ηhX = 0, we have

X⊤ζhY = −
(
Ip +

1

4
(ηhX)⊤ηhX

)−1
(ηhX)⊤ξhX .

Substituting the above formula in (75) yields(
T Gr
ηX

)−1
(ζY) = ξhX = ζhY −

(
X +

1

2
ηhX

)
X⊤ζhY . (76)

To our knowledge, (74) and (76) are new.
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6 Numerical experiments

In this section, preliminary numerical results on three synthetic problems are reported to illustrate
the effectiveness of our AG methods. All experiments were performed in Matlab R2021a on a Thinkpad
P16v Laptop with 13th Gen Intel(R) Core(TM) i9-13900H 2.60 GHz and 32.0GB of RAM. The matlab
code of our algorithms is available online1.

6.1 Implementation issues

In our numerical experiments, Algorithm 1 (Alg1) and Algorithm 2 (Alg2) were compared with
another four algorithms: (i) Grad — a basic gradient descent algorithm; (ii) OptM beta 1.02 — the
state-of-the-art algorithm of Wen and Yin [41]; (iii) NAG1 — The traditional Riemannian AG algorithm
(25) with the exponential map; (iv) NAG2 — The traditional Riemannian AG algorithm (25) with
retraction.

Now we briefly give some implementation issues about these algorithms. Corollaries 1 and 2 suggest
us to choose the stepsizes αk and βk as αk = 1

2L and βk = (1 +O(λk))αk to guarantee convergence for
Algorithms 1 and 2. However, a Lipschitz constant L is not easy to obtain in real applications. Even if
L is known, this stepsize policy for αk and βk is usually not efficient in practice. So, we let αini

1 = 1
L and

αini
k be the Barzilai–Borwein (BB) stepsize [5] for k ≥ 2 as the initial guess of αk. Specifically, we take

turns using the following two forms of the BB stepsize:

αBB1
k =

Tr(S⊤k−1Sk−1)

|Tr(S⊤k−1Wk−1)|
, αBB2

k =
|Tr(S⊤k−1Wk−1)|
Tr(W⊤k−1Wk−1)

,

where Sk−1 = αk−1∇f(Xk−1) and Wk−1 = ∇f(Xk−1)−∇f(Yk−1). By the way, the BB stepsize can be
viewed as an overestimation of 1

L . Then we choose αk = αini
k µ−ik with µ > 1, where ik is the smallest

nonnegative integer such that

f(Yk) ≤ max{f(Xk), f(Yk−1)} − ναk||∇f(Xk)||2F

for some ν ∈ (0, 1). For the stepsize βk, we use a more aggressive strategy. As suggested by [22], an
aggressive stepsize policy can be used in the AG method under a more general setting to benefit from
local convexity. In our implementation, we set βk = min

(
100,max

(
1.5, ω

√
k
))
αk, where ωk > 1 is chosen

adaptively as follows. We initialize ω0 = ω and update ωk+1 = 4
3ωk if f(Zk) ≤ max{f(Xk), f(Zk−1)}

and ωk+1 = 3
4ωk otherwise. In the latter case, we do not execute (20) or (24) and simply set Zk = Yk.

In Grad we initialize αini
k = 1

L and then set αk = αini
k µ−ik with µ > 1, where ik is the smallest

nonnegative integer such that

f(Xk) ≤ f(Xk−1)− ναk||∇f(Xk−1)||2F.

OptM is a state-of-the-art gradient descent method with the BB step and Zhang-Hager’s nonmonotone
line search technique [44]. In NAG1 and NAG2 we choose αk similarly to Alg1 and Alg2 and set
Xk = Yk if f(Xk) > f(Xk−1). The Cayley transform retraction is implemented in Grad, OptM, and
NAG2.

The constant L is set as L =
√
n and the other parameters were chosen as µ = 4, ν = 10−4, and

ω = 0.5.

6.2 Numerical results on the Grassmann manifold

Our test problem for optimization on the Grassmann manifold is the Karcher mean of subspaces [1]:

min
X

f(X ) :=
1

2m

m∑
i=1

dist2(X ,Di) s.t. X ∈ Gr(n, p), (77)

1https://github.com/xjzhu2013/ManAG
2It can be downloaded from https://github.com/optsuite/OptM
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Table 1: Average numerical results of random runs on problem (77)

Algorithm niter time (s) fval nrmg nfail

Alg1 248.1 15.87 15.34266224 9.4569e–05 0
Alg2 239.6 14.34 15.34507359 8.9540e–05 0
Grad 1000 18.40 15.49806266 5.8255e–02 10
OptM 459.7 9.34 15.34184589 8.5060e–05 0
NAG1 1000 114.45 15.37719473 2.8059e–02 10
NAG2 1000 121.37 15.36466634 1.2093e–02 10

where Di ∈ Gr(n, p), i = 1, . . . ,m. This problem can be reformulated as

min
X

f(X ) :=
1

2m

m∑
i=1

∥∥ logGr
X (Di)

∥∥2
F

s.t. X ∈ Gr(n, p).

By the Gauss lemma in Riemannian geometry, the (Riemannian) gradient of f is

∇f(X ) = − 1

m

m∑
i=1

(
expGr
X
)−1

(Di) = − 1

m

m∑
i=1

logGr
X (Di),

where the Riemannian logarithm logGr
X (·) is computed by the methods described in Section 5.1.1. In this

experiment, we set (n, p) = (500, 20) and m = 30. The data matrices Di and the initial point X0 were
generated randomly by Di = orth(randn(n, p)) and X0 = orth(randn(n, p)). The stopping criterion was
set as ||∇f(Xk)||F ≤ 10−4 or k = 1000 uniformly for all the test algorithms.

Table 1 and Figure 1 show the average results of 10 random runs for problem (77). In Table 1,
“niter” denotes the total number of iterations, “time (s)” denotes the running time in seconds, “fval”
and “nrmg” denote the final values of the objective function f(Xk) and the Frobenius norm of the
gradient ||∇f(Xk)||F, respectively, and “nfail” denotes the number of failures (k reaches 1000 while
||∇f(Xk)||F > 10−4). In Figure 1, the history of norms of gradients is illustrated.

It can be observed that Alg1, Alg2, and OptM succeeded in all tests while Grad, NAG1, and
NAG2 failed in all tests. The reason for the failure ofGrad is that it converges too slowly. The reason for
the failure of NAG1 and NAG2 is encountering numerical problems leading to no reduction in function
value and gradient norm after a certain number of iterations. Alg1 and Alg2 spent less number of
iterations than the others did. However, in view of running time, Alg1 and Alg2 were not as efficient
as OptM. The main reason is that the computational complexity of a single iteration in AG methods is
significantly higher than that in gradient methods.

6.3 Numerical results on the Stiefel manifold

Our first test problem for optimization on the Stiefel manifold is minimization of the Brockett cost
function [2]:

min
X∈Rn×p

f(X) :=
1

2
Tr(X⊤AXD) s.t. X⊤X = Ip, (78)

where A ∈ Rn×n is a symmetric matrix and D = diag(d1, . . . , dp) with d1 ≥ · · · ≥ dp > 0. In this
experiment, we set (n, p) = (2000, 10) and D = diag(10, 9, . . . , 1). The data matrix A and the initial
point X0 were generated randomly by A = randn(n, p);A = A + A′ and X0 = orth(randn(n, p)). The
stopping criterion was set as ||∇f(Xk)||F ≤ 10−4 or k = 5000 uniformly for all the test algorithms.

Table 2 and Figure 2 show the average results of 10 random runs for problem (78). It can be observed
that Alg2, OptM, and NAG2 succeeded in all tests while Grad failed in all tests. This time NAG2
behaved similarly to Alg2 and even spent less running time for its saving retraction and vector transport
computation in each iteration. Compared with OptM, Alg2 and NAG2 spent less number of iterations
and more running time.
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Figure 1: History of norms of gradients on problem (77)

Table 2: Average numerical results of random runs on problem (78)

Algorithm niter time (s) fval nrmg nfail

Alg2 1367.3 6.15 -3413.682443 9.0738e–05 0
Grad 5000 22.07 -3413.522673 3.7705e–01 10
OptM 1855.4 3.18 -3413.682443 8.7030e–05 0
NAG2 1318.7 4.27 -3413.682443 9.5970e–05 0

Our second test problem for optimization on the Stiefel manifold is minimization of sums of hetero-
geneous quadratic functions [8]:

min
X∈Rn×p

f(X) :=
1

2

p∑
i=1

X⊤(i)AiX(i) s.t. X⊤X = Ip, (79)

where Ai ∈ Rn×n, i = 1, . . . , p are symmetric matrices. In our experiment, we set (n, p) = (1000, 10)
and generated Ai and X0 randomly by A = randn(n, p);Ai = A + A′ and X0 = orth(randn(n, p)). The
stopping criterion was the same as that of problem (78).

Table 3 and Figure 3 show the average results of 10 random runs for problem (78). The behaviors of
the four algorithms are similar to those in the last test problem. This time Alg2, OptM, and NAG2
still succeeded in all tests while Grad failed in 8 tests. One can also see that the Riemannian version
of Nesterov’s accelerated gradient method (25) is effective on the Stiefel manifold but numerically prob-
lematic on the Grassmann manifold, while the proposed methods are effective on both of the Grassmann
and Stiefel manifolds.
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Figure 2: History of norms of gradients on problem (78)

Table 3: Average numerical results of random runs on problem (79)

Algorithm niter time (s) fval nrmg nfail

Alg2 422.2 29.25 -442.9960307 9.1232e–05 0
Grad 4950.0 209.62 -442.9956766 5.2663e–03 8
OptM 513.5 11.87 -442.9960307 9.1762e–05 0
NAG2 399.5 18.04 -442.9960308 8.6561e–05 0
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Figure 3: History of norms of gradients on problem (79)

23



7 Conclusions

In this paper we extend a nonconvex Nesterov-type accelerated gradient method to optimization over
the Grassmann and Stiefel manifolds. We have made two main contributions. On the one hand, we
have proposed two implementable Riemannian accelerated gradient algorithms. The first one, designed
specially for the Grassmann manifold, is based on the exponential map and parallel transport. The
second one, designed for both of the Grassmann and Stiefel manifolds, is based on the Cayley transform
retraction and vector transport. Moreover, efficient formulas for the inverse maps of the Cayley transform
retraction and vector transport are obtained. On the other hand, we have obtained the global rate of
convergence of the proposed algorithms under some reasonable assumptions. To our knowledge, this
is the first result of global convergence rate of the Nesterov-type accelerated gradient methods for non-
geodesically convex optimization on manifolds. Preliminary numerical results on three synthetic problems
illustrate the potential effectiveness of the proposed algorithms. Our future work will focus on efficient
implementation of our accelerated gradient methods and their extension to other specific or even general
manifolds.

Funding and Conflicts of Interests

This work is supported by the National Natural Science Foundation of China (Grant Nos. 12271342
and 11601317).

References

[1] Absil, P.-A., Mahony, R., Sepulchre, R.: Riemannian geometry of Grassmann manifolds with a view on
algorithmic computation. Acta Appl. Math. 80, 199–220 (2004)

[2] Absil, P.-A., Mahony, R., Sepulchre, R.: Optimization Algorithms on Matrix Manifolds. Princeton University
Press, Princeton, NJ (2008)

[3] Agarwal, N., Boumal, N., Bullins, B., Cartis, C.: Adaptive regularization with cubics on manifolds. Math.
Program. 188, 85–134 (2021)

[4] Ahn, K., Sra, S.: From Nesterov’s estimate sequence to Riemannian acceleration. arXiv:2001.08876v1 (2020)

[5] Barzilai, J., Borwein, J.M.: Two-point step size gradient methods. IMA J. Numer. Anal. 8, 141–148 (1988)

[6] Bendokat, T., Zimmermann, R., Absil, P.-A.: A Grassmann manifold handbook: basic geometry and com-
putational aspects. arXiv:2011.13699v2 (2020)

[7] Bento, G. C., Ferreira, O. P., Melo, J. G.: Iteration-complexity of gradient, subgradient and proximal point
methods on Riemannian manifolds. J. Optim. Theory Appl. 173, 548–562 (2017)
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