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A QUADRATICALLY CONVERGENT SEQUENTIAL
PROGRAMMING METHOD FOR SECOND-ORDER CONE
PROGRAMS CAPABLE OF WARM STARTS

XINYI LUO* AND ANDREAS WACHTER'

Abstract. We propose a new method for linear second-order cone programs. It is based on
the sequential quadratic programming framework for nonlinear programming. In contrast to interior
point methods, it can capitalize on the warm-start capabilities of active-set quadratic programming
subproblem solvers and achieve a local quadratic rate of convergence.

In order to overcome the non-differentiability or singularity observed in nonlinear formulations of
the conic constraints, the subproblems approximate the cones with polyhedral outer approximations
that are refined throughout the iterations. For nondegenerate instances, the algorithm implicitly
identifies the set of cones for which the optimal solution lies at the extreme points. As a consequence,
the final steps are identical to regular sequential quadratic programming steps for a differentiable
nonlinear optimization problem, yielding local quadratic convergence.

We prove the global and local convergence guarantees of the method and present numerical
experiments that confirm that the method can take advantage of good starting points and can
achieve higher accuracy compared to a state-of-the-art interior point solver.

Key words. nonlinear optimization, second-order cone programming, sequential quadratic
programming

AMS subject classifications. 90C15, 90C30, 90C55

1. Introduction. We are interested in the solution of second-order cone pro-
grams (SOCPs) of the form

ST
(1a) min ¢’z

(1b) s.t. Az <b,

(1c) zj € K; jeJ ={1,...,p},

where ¢ € R”, b € R™, A € R™*", and z; is a subvector of x of dimension n; with
index set Z; C {1,...,n}. We assume that the sets Z; are disjoint. The set K; is the
second-order cone of dimension nj, i.e.,

(2) Kij={y eR" :|g|l <o},

where the vector y is partitioned into y = (yo, g7 )7 with 4 = (71,. .., gjnj_l)T. These
problems arise in a number of important applications (see, e.g., [1, 15])

Currently, most of the commercial software for solving SOCPs implements
interior-point algorithms which utilize a barrier function for second-order cones, see,
e.g. [9, 11, 16]. Interior-point methods have well-established global and local con-
vergence guarantees [19] and are able to solve large-scale instances, but they cannot
take as much of an advantage of a good estimate of the optimal solution as it would
be desirable in many situations. For example, in certain applications, such as online
optimal control, the same optimization problem has to be solved over and over again,
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with slightly modified data. In such a case, the optimal solution of one problem pro-
vides a good approximation for the new instance. Having a solver that is capable
of “warm-starts”, i.e., utilizing this knowledge, can be essential when many similar
problems have to be solved in a small amount of time.

For some problem classes, including linear programs (LPs), quadratic programs
(QPs), or nonlinear programming (NLP), active-set methods offer suitable alternatives
to interior-point methods. They explicitly identify the set of constraints that are
active (binding) at the optimal solution. When these methods are started from a
guess of the active set that is close to the optimal one, they often converge rapidly in
a small number of iterations. An example of this is the simplex method for LPs. Its
warm-start capabilities are indispensable for efficient branch-and-bound algorithms
for mixed-integer linear programs.

Active-set methods for LPs, QPs, or NLPs are also known to outperform interior-
point algorithms for problems that are not too large [8].Similarly, active-set methods
might be preferable when there are a large number of inequality constraints among
which only a few are active, since an interior-point method is designed to consider
all inequality constraints in every iteration and consequently solves large linear sys-
tems, whereas an active set method can ignore all inactive inequality constraints and
encounters potentially much smaller linear systems.

Our goal is to propose an active-set alternative to the interior-point method in
the context of SOCP that might provide similar benefits. We introduce a new se-
quential quadratic programming (SQP) algorithm that, in contrast to interior-point
algorithms for SOCPs, has favorable warm-starting capabilities because it can utilize
active-set QP solvers. We prove that it is globally convergent, i.e., all limit points
of the generated iterates are optimal solutions under mild assumptions, and that
it enjoys a quadratic convergence rate for non-degenerate instances. Our prelimi-
nary numerical experiments demonstrate that these theoretical properties are indeed
observed in practice. They also show that the algorithm is able in some cases to
compute a solution to a higher degree of precision than interior point methods. This
is expected, again in analogy to the context of LPs, QPs, and NLPs, since an interior
point method terminates at a small, but nonzero value of the barrier parameter that
cannot be made smaller than some threshold (typically 10=¢ or 10~%) because the
arising linear systems become highly ill-conditioned. In contrast, in the final iteration
of the active-set method, the linear systems solved correspond directly to the opti-
mality conditions, without any perturbation introduced by a barrier parameter, and
are only as degenerate as the optimal solution of the problem.

The paper is structured as follows. Section 2 reviews the sequential quadratic
programming method and the optimality conditions of SOCPs. Section 3 describes
the algorithm, which is based on an outer approximation of the conic constraints.
Section 4 establishes the global and local convergence properties of the method, and
numerical experiments are reported in Section 5. Concluding remarks are offered in
Section 6.

1.1. Related work. While a large number of interior-point algorithms for SOCP
have been proposed, including some that have been implemented in efficient optimiza-
tion packages [9, 11, 16], there are only very few approaches for solving SOCPs with
an active-set framework. The method proposed by Goldberg and Leyffer [7] is a two-
phase algorithm that combines a projected-gradient method with equality-constrained
SQP. However, it is limited to instances that have only conic constraints (1¢) and no
additional linear constraints (1b). Hayashi et al. [10] propose a simplex-type method,
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where they reformulate the SOCP as a linear semi-infinite program to handle the fact
that these instances have infinitely many extreme points. The resulting dual-simplex
exchange method shows promising practical behavior. However, in contrast to the
method proposed here, the authors conjecture that their method has only an R-linear
local convergence rate. Zhadan [23] proposes a similar simplex-type method. Another
advantage of the method presented in this paper is that the pivoting algorithm does
not need to be designed and implemented from scratch. Instead, it can leverage ex-
isting implementations of active-set QP solvers, in particular the efficient handling of
linear systems.

The proposed algorithm relies on polyhedral outer approximations based on well-
known cutting planes for SOCPs. For instance, the methods for mixed-integer SOCP
by Drewes and Ulbrich [4] and Coey et al. [2] use these cutting planes to build LP
relaxations of the branch-and-bound subproblems. We note that an LP-based cutting
plane algorithm for SOCP could be seen as an active-set method, but it is only linearly
convergent. As pointed out in [3], it is crucial to consider the curvature of the conic
constraint in the subproblem objective to achieve fast convergence.

The term “SQP method for SOCP” has also been used in the literature to refer
to methods for solving nonlinear SOCPs [3, 12, 18, 24]. However, in contrast to
the method here, in these approaches, the subproblems themselves are SOCPs (1)
and include the linearization of the nonlinear objective and constraints. It will be
interesting to explore extensions of the proposed method to nonlinear SOCPs in which
feasibility is achieved asymptotically not only for the nonlinear constraints but also
for the conic constraints.

1.2. Notation. For two vectors x,y € R", we denote with zoy their component-
wise product, and the condition = L y stands for 27y = 0. For x € R", we define [z]T
as the vector with entries max{x;,0}. We denote by || - ||, || - |l1, || - || the Euclidean
norm, the ¢;-norm, and the ¢.-norm, respectively. For a cone KCj, e;; € R™ is the
canonical basis vector with 1 in the element corresponding to xj; for ¢ € {0,...,n;—1},
and int(KC;) and bd(KC;) denote the cone’s interior and boundary, respectively.

2. Preliminaries. The NLP reformulation of the SOCP is introduced in Sec-
tion 2.1. We review in Section 2.2 the local convergence properties of the SQP method
and in Section 2.3 the penalty function as a means to promote convergence from any
starting point. In Section 2.4, we briefly state the optimality conditions and our
assumption for the SOCP (1).

2.1. Reformulation as a smooth optimization problem. The definition of
the second-order cone in (2) suggests that the conic constraint (1c) can be replaced
by the nonlinear constraint

ri(z;) = ;] — 2jo <0

without changing the set of feasible points. Consequently, (1) is equivalent to

ST
(3a) min ¢’z

(3b) s.t. Az < b,

(3c) ri(z;) <0, jeJd.

Unfortunately, (3) cannot be solved directly with standard gradient-based algo-
rithms for nonlinear optimization, such as SQP methods. The reason is that r; is not

3
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differentiable whenever z; = 0. This is particularly problematic when the optimal
solution z* of the SOCP lies at the extreme point of a cone, 27 = 0 € ;. In that
case, the Karush-Kuhn-Tucker (KKT) necessary optimality conditions for the NLP
formulation, which are expressed in terms of derivatives, cannot be satisfied. There-
fore, any optimization algorithm that seeks KKT points cannot succeed. As a remedy,
differentiable approximations of 7; have been proposed in the past; see, for example,
[21]. However, high accuracy comes at the price of high curvature, which can make
finding the numerical solution of the NLP difficult.
An alternative equivalent reformulation of the conic constraint is given by

Z,1% — x?o <0 and zj0 > 0.

In this case, the constraint function is differentiable. But if 27 = 0, its gradient
vanishes, and as a consequence, no constraint qualification applies and the KKT con-
ditions do not hold. Therefore, again, a gradient-based method cannot be employed.
By using an outer approximation of the cones that is improved in the course of the
algorithm, our proposed variation of the SQP method is able to avoid these kinds of
degeneracy.

To facilitate the discussion we define a point-wise partition of the cones.

DEFINITION 1. Let x € R"™.
1. We call a cone IC; extremal-active at x, if x; = 0, and we denote with £(x) =
{j € J :z; =0} the set of extremal-active cones at x.
2. We define the set D(x) = {j € J : T; # 0} as the set of all cones for which
the function r; is differentiable at x.
3. We define the set N(xz) = {j € J : x; # 0 and T; = 0} as the set of all cones
that are not extremal-active and for which r; is not differentiable x.

If the set £(z*) at an optimal solution z* were known in advance, we could
compute z* as a solution of (1) by solving the NLP

T
(4a) min ¢’z
(4b) s.t. Az < b,
(4c) rj(z) <0, jeD"),
(4d) z; =0, Jje&(xr).

The constraints involving the linearization of ; are imposed only if r; is differentiable
at ¥, and variables in cones that are extremal-active at ™ are explicitly fixed to zero.
With this, locally around z*, all functions in (4) are differentiable and we could apply
standard second-order algorithms to achieve fast local convergence.

In (4), we omitted the cones in N (z*). If 2* is feasible for the SOCP and j €
N(z*) we have 7j = 0 and x}, > 0, and so 7;(z*) < 0. This implies that the
nonlinear constraint (4c) for this cone is not active and we can omit it from the
problem statement without impacting the optimal solution.

2.2. Local convergence of SQP methods. The proposed algorithm is de-
signed to guide the iterates z* into the neighborhood of an optimal solution z*. If
the optimal solution is not degenerate and the iterates are sufficiently close to x*, the
steps generated by the algorithm are eventually identical to the steps that the SQP
method would take for solving the differentiable optimization problem (4). In this
section, we review the mechanisms and convergence results of the basic SQP method
[17].
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Algorithm 1 Basic SQP Algorithm

Require: Initial iterate 2" and multiplier estimates A%, u°, and n°.
1: for k=0,1,2--- do
2: Compute H* from (6).
3: Solve QP (5) to get step d* and multipliers PLR ﬂ?, and 7*.
4: Set z**1 « 2F + d*F and u?“ « jif for all j € D(z*).
5: end for

At an iterate z*, the basic SQP method, applied to (4), computes a step d* as
an optimal solution to the QP subproblem

(5a) min ¢’'d+ $d"H"d
deR™
(5b) s.t. A(z® +d) <b,
(5¢) Tj (xf) + Vr; (x?)de <0, j € D(z%),
(5d) o +d; =0, j € E(xr).

Here, H" is the Hessian of the Lagrangian function for (4), which in our case is

(6) HY = ) p5Viri(ah),

JED(z*)

where u? > 0 are estimates of the optimal multipliers for the nonlinear constraint
(4¢c), and where V2 r;(z;) is the n x n block-diagonal matrix with

0 0
2. () _ T
" Vi) lo Eniks WB]

in the rows and columns corresponding to z; for j € J. It is easy to see that
V2r;(z;) is positive semi-definite. The estimates M? are updated based on the optimal
multipliers ﬂf > 0 corresponding to (5¢).

Algorithm 1 formally states the basic SQP method where A¥ > 0 and #* denote
the multipliers corresponding to (4b) and (4d), respectively. Because we are only
interested in the behavior of the algorithm when z* is close to z*, we assume here
that a’cf # 0 for all j € D(z*) and for all k, and hence the gradient and Hessian of

r; can be computed. Note that the iterates M and f¥ are not explicitly needed in
Algorithm 1, but they are necessary to measure the optimality error and define the
primal-dual iterate sequence that is analyzed in Theorem 2.

A fast rate of convergence can be proven under the following sufficient second-
order optimality assumptions [17].

ASSUMPTION 1. Suppose that x* is an optimal solution of the NLP (4) with cor-
responding KKT multipliers X*, pu*, and n*, satisfying the following properties:
(i) Strict complementarity holds;
(ii) the linear independence constraint qualification (LICQ) holds at x*, i.e., the
gradients of the constraints that hold with equality at x* are linearly independent;
(iii) the projection of the Lagrangian Hessian H* =3, p(,«) wiVi,ri(x}) into the
null space of the gradients of the active constraints is positive definite.

5

This manuscript is for review purposes only.



212
213
214
215
216
217
218
219
220

222
22
226
22

229

244
245
246
247
248
249

Under these assumptions, the basic SQP algorithm reduces to Newton’s method
applied to the optimality conditions of (4) and the following result holds [17].

THEOREM 2. Suppose that Assumption 1 holds and that the initial iterate z° and
multipliers p° (used in the Hessian calculation) are sufficiently close to x* and u*,
respectively. Then the iterates (z*+1, 5\’“, a* 7% generated by the basic SQP algorithm,
Algorithm 1, converge to (z*,\*, u*,n*) at a quadratic rate.

2.3. Penalty function. Theorem 2 is a local convergence result. Practical SQP
algorithms include mechanisms that make sure that the iterates eventually reach such
a neighborhood, even if the starting point is far away. To this end, we employ the
exact penalty function

(8) p(x;p) =c"w+p > [ri(z;)]"

€T

in which p > 0 is a penalty parameter. Note that we define ¢ in terms of all conic
constraints J, even though r; appears in (4c) only for j € D(z*). We do this because
the proposed algorithm does not know D(z*) in advance and the violation of all cone
constraints needs to be taken into account when the original problem (1) is solved.
Nevertheless, in this section, we may safely ignore the terms for j & D(z*) because
for j € £(z*) we have ¥ = 0 and hence [r;(z*)]* = 0 for all k due to (5d), and when
j € N(z*), we have r;(z¥) < 0 when 2* is close to x* since r;(z}) < 0.

It can be shown, under suitable assumptions, that the minimizers of (- ; p) over
the set defined by the linear constraints (4b),

9) X ={z eR": Az < b},

coincide with the minimizers of (4) when p is chosen sufficiently large. Because it is
not known upfront how large p needs to be, the algorithm uses an estimate, p*, in
iteration k, which might be increased during the course of the algorithm.

To ensure that the iterates eventually reach a minimizer of ¢( -; p), and therefore
a solution of (4), we require that the decrease of (- ;p) is at least a fraction of that
achieved in the piece-wise linear model of ¢( -;p) given by

(10) mF(ab +dip) =@ +d)+p D [ri(ah) + V(@) d,]T
JED(z*)

constructed at zF. More precisely, the algorithm accepts a trial point #*+t! = zF 4 d
as a new iterate only if the sufficient decrease condition

() @l 08 — o5 p°) < caee (mh (o + ds o) — mF (285 ) )
(10)
= Cdec (CTd - Pk Z [’rj (xf)]Jr)
JE€D(z*)

holds with some fixed constant cqec € (0,1). The trial iterate 281 = 2% + d* with d*
computed from (5) might not always satisfy this condition. The proposed algorithm
generates a sequence of improved steps of which one is eventually accepted.
However, to apply Theorem 2, it would be necessary that the algorithm take
the original step d* computed from (5); see Step 4 of Algorithm 1. Unfortunately,
#**+1 = zF 4+ dF might not be acceptable even when the iterate z* is arbitrarily close

6
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to a non-degenerate solution x* satisfying Assumption 1 (a phenomenon called the
Maratos effect [14]). Our remedy is to employ the second-order correction step [6],
s® which is obtained as an optimal solution of the QP

(12a) Srrel]g% T (dF + s) + L(d" + s)TH"(d" + s)

(12b) st A(z¥ +d* +5) <b,

(12c) ri(ah +dy) + V(@b +d)7Ts; <0, jeD(),

(12d) af +di +5;=0, j e &(z").

For later reference, let S\S’k7 % and %% denote optimal multiplier vectors corre-

sponding to (12b)—(12d), respectively. The algorithm accepts the trial point 2#+! =

x¥ 4+ d* + s if it yields sufficient decrease (11) with respect to the original SQP step
d = d*. Note that (12) is a variation of the second-order correction that is usually
used in SQP methods, for which (12¢) reads

Tj(x§ + d;c) + Vrj(;v?)T(d? + ;) <0, j € D(z"),

and avoids the evaluation of Vrj(x;? + df) In our setting, however, evaluating
Vrj(a¥ + d¥) takes no extra work and (12c) is equivalent to a supporting hyper-
plane, see Section 3.1. As the following theorem shows (see, e.g., [6]), this procedure
computes steps with sufficient decrease (11) and results in quadratic convergence.

THEOREM 3. Let Assumption 1 hold and assume that the initial iterate z° and
multipliers u° are sufficiently close to x* and p*, respectively. Further suppose that
pk = p> for large k where p> > w; for all j € D(x*).

1. Consider an algorithm that generates a sequence of iterates by setting
(gckﬂ7 >\k+17ﬂk+1777k+1) — (ack + dk, S\k,ﬂkﬁk) or (xkt-‘rl’ )\k+17ﬂk+1777k+1) -
(xF + d¥ + sk,ﬂs’k,ﬂs’k,ﬁs’k) for all k = 0,1,2,.... Then (%, ¥, u¥ n¥)
converges to (z*, \*, u*,n*) at a quadratic rate.

2. Further, for all k, either 2t = zF + dF or ¢+ = 2% + d* + s* satisfies the
acceptance criterion (11).

2.4. Optimality conditions for SOCP. The proposed algorithm aims at find-
ing an optimal solution of the SOCP (1), or equivalently, values of the primal variables,
z* € R", and the dual variables, \* € R™ and 2z} € R"™ for j € J, that satisfy the
necessary and sufficient optimality conditions [1, Theorem 16]

(13a) c+ ATX —2* =0,
(13b) Az* —b<0 LA\ >0,
(13c) K>z} Lz €Ky, jed.

A thorough discussion of SOCPs is given in the comprehensive review by Alizadeh and

Goldfarb [1]. The authors consider the formulation in which the linear constraints (1b)

are equality constraints, but the results in [1] can be easily extended to inequalities.
The primal-dual solution (z*, \*, 2*) is unique under the following assumption.

ASSUMPTION 2. (x*, A\*, 2*) is a non-degenerate primal-dual solution of the SOCP
(1) at which strict complementarity holds.

The definition of non-degeneracy for SOCP is somewhat involved and we refer
the reader to [1, Theorem 21]. Strict complementarity holds if o} + z; € int(K;)
and implies that: (i) 2} € int(K;) = 2 = 0; (ii) 2] € int(K;) = zj = 0; (iii)
x; € bd(K;) \ {0} <= 2] € bd(Kj) \ {0}; and (iv) not both z} and 2} are zero.

7
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3. Algorithm. The proposed algorithm solves the NLP formulation (3) using a
variation of the SQP method. Since the functional formulation of the cone constraints
(3c) might not be differentiable at all iterates or at an optimal solution, the cones are
approximated by a polyhedral outer approximation using supporting hyperplanes.

The approximation is done so that the method implicitly identifies the constraints
that are extremal-active at an optimal solution z*, i.e., £(z*) = &(z*) for large k.
More precisely, we will show that close to a non-degenerate optimal solution, the
steps generated by the proposed algorithm are identical to those computed by the QP
subproblem (5) for the basic SQP algorithm for solving (4). Consequently, fast local
quadratic convergence is achieved, as discussed in Section 2.2.

3.1. Supporting hyperplanes. In the following, consider a particular cone K;
and let Y; be a finite subset of {y; € R™ : §; # 0, y,0 > 0}. We define the cone

(14) C;j(V;) = {z; ER™ :2jo > 0and Vrj(y;)"z; <0 forall y; € V;}
generated by the points in ));. For each z; € K; we have r;(z;) <0, and using
T \T
(15) Vo) = (<172 )
Y [
we obtain for any y; € V; that
1 1
Vrily) w = =9, T — wjo < — 1G51l1Z; ] = zj0 = rj(x;) <0.
19 1711

Therefore C;(Y;) 2 K;. Also, for y; € Y;, consider z; = (1,3} /||g;][)". Then

_ U
111 117

and also 7;(z;) = [|Z;[| — ;0 = ¥;/[|7;]| =1 = 0. Hence z; € C;(V;) N K;. Therefore,

for any y; € Y, the inequality

(16) Vrj(y;) Tz <0

defines a hyperplane that supports IC; at (1, 9;/||g;||). In summary, C;(Y;) is a poly-
hedral outer approximation of K;, defined by supporting hyperplanes.

Vri(y;) x; —1=1-1=0,

In addition, writing V; = {y;1,...,yjm}, we also define the cone
(17) C5 () == {— > 05iVri(y0) + njejo 05 € R m; > 0} :
=1

For all z; € C;(Y;) and z; = — >~ 0;,Vrj(yj1) + n€50 € c;(yj), we have

@i zj ==Y 05uVri(y0) T + njzjo > 0
=1

because Vr;(y;)"z; < 0 and ;o > 0 from the definition of C;(;). Therefore C5(Y;)
is included in the dual of the cone C;(Y;).

Now define R = [—-V7;(y;1),---, —V7j(yjm), €jo] and let z; € R™ be in the dual
of C;(¥;). Since this implies that x?zj > 0 for all z € C;(V;) = {R"™ : RTz; > 0},
Farkas’ lemma yields that z; = R - (¢7,n)” for some o; € R7 and n; > 0, ie.,
Z5 € C]O(y])

Overall we proved that C?(Y;) defined in (17) is the dual of C;();), and since
Cj()}j) :_) ICj, this 1mphes Cjo(y]) g ]Cj.

This manuscript is for review purposes only.



344

345
346
347
348
349

Algorithm 2 Preliminary SQP Algorithm

Require: Initial iterate 20 and sets y]‘? for je J.
1: for k=0,1,2--- do

2 Choose H*.
3 Solve subproblem (18) to get step d*.
4: Set aF*! « aF 4 dF.

k+1 + ko k .
5 Set Vi <—ypm.( j,a:j)forjej.
6: end for

3.2. QP subproblem. In each iteration, at an iterate =¥, the proposed algo-
rithm computes a step d* as an optimal solution of the subproblem

(18a) min ¢’'d + %dTde
deRn”
(18b) s.t. A(z" 4+ d) <b,
(18c) ri(af) + Vr;(a¥)Td; <0, jeD@h),
(18d) ah +d; e C;(VD), jed.

Here, H” is a positive semi-definite matrix that captures the curvature of the nonlinear
constraint (3c), and for each cone, yj’.c is the set of hyperplane-generating points that
have been accumulated up to this iteration. From (14), we see that (18d) can be
replaced by linear constraints. Consequently, (18) is a QP and can be solved as such.

Algorithm 2 describes a preliminary version of the proposed SQP method based
on this subproblem. Observe that the linearization (18c) can be rewritten as

_ (¥)Td;
0> rj(ah) + V(@) Td; = 28] — ¥y — djo + IIJT’“IIJ
J
1 _ _
T T ) = o+ dyo) = Vry ()7 af + )

and is equivalent to the hyperplane constraint generated at xf Consequently, if

x;“ & K;, then r; (:Uf) > 0 and (18c¢) acts as a cutting plane that excludes x;“ Using
the update rule

YiU{x; if z; # 0 and 7;(x;) > 0,
(19) y;j(yj’xj): J { J} J 7& ]( ])
’ Y; otherwise,
in Step 5 makes sure that xf is excluded in all future iterations.
In our algorithm, we initialize V) so that

(20) WO i={ejiti=1,...,n; —1}U{—ej:i=1,...,n; — 1}.

In this way, x; = 0 is an extreme point of C; ()JJO), as it is for K;, and the challenging
aspect of the cone is already captured in the first subproblem. By choosing the
coordinate vectors e;; we have Vrj(eji)ij = xj; — %0, and the hyperplane constraint
(16) becomes a very sparse linear constraint.

When H* = 0 in each iteration, this procedure becomes the standard cutting
plane algorithm for the SOCP (1). It is well-known that the cutting plane algorithm

9

This manuscript is for review purposes only.



360
361
362
363
364
365
366
367
368
369

375
376
377
378
379

380

381

382
383
384

w
oo
ot

386
387

388

is convergent in the sense that every limit point of the iterates is an optimal solution
of the SOCP (1), but the convergence is typically slow. In the following sections, we
describe how Algorithm 2 is augmented to achieve fast local convergence. The full
method is stated formally in Algorithm 3.

3.3. Identification of extremal-active cones. We now describe a strategy
that enables our algorithm to identify those cones that are extreme-active at a non-
degenerate solution z* within a finite number of iterations, i.e., £(z*) = £(z*) for
all large k. This will make it possible to apply a second-order method and achieve
quadratic local convergence.

Consider the optimality conditions for the QP subproblem (18):

(21a) c+ H*P + ATN 4 " @V (ab) - 0F =0,

JED(z*)
(21b) Az +d*)y—b<0 LN >0,
(21c) rj(xf) + Vrj(z k)Td’? <0l fa; >0, j € D(zF),
(21d) Ci(VFyaal+di Litecs(V), jeJ.

Here, Ak , ,&f , and ﬁj’“ are the multipliers corresponding to the constraints in (18); for
completeness, we define ,&f =0 for j € 7\ D(z"). In (21a), V,r;(2*) is the vector in
R™ that contains Vrj(xé?) in the elements corresponding to x; and is zero otherwise.
Similarly, 2% € R™ is equal to f/j’“ in the elements corresponding to x; for all j € J
and zero otherwise.

Let us define

(2 Vo= {yf Ufaf},ifj e D).

vE, if j € 7\ D(*).

It is easy to verify that, for j € D(«*), Vr;(zh)zh = r;(2%) and hence r;(2%)T (2¥ +
d*) < 0 from (21c). As a consequence we obtain ac;c + d? € C]()}]k) for all j € J.
Furthermore, 19;C €C; (y]k) implies that

m
2 Z jlv’r] yjl +77]€JO

fordsuitable values of Uf,z > (0 and 775—€ > (0. Then 2;“ = =l Vr]( k) + DJ]? IS C;(J}jk)
an
(23) 2k =4 HF @ 4+ AT

from (21a). In conclusion, if (d, \F, i¥, 0¥) is a primal-dual solution of the QP sub-
problem (18), then (d, A*, 2¥) satisfies the conditions

(24a) c+ HPdF + ATXF — 28 = 0,
(24b) AP +d*)y—b<0 LN >0,
(24c) GV sak+di Lzbecs(Vh), jed,

which more closely resembles the SOCP optimality conditions (13). Our algorithm
maintains primal-dual iterates (z*+1, \¥ 2¥) that are updated based on (24).

10
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Suppose that strict-complementarity holds at a primal-dual solution (x*, \*, z*)
of the SOCP (1) and that (zF+1, \F 2%) — (2%, A*, 2*). If j & E(x*) then z; € Kj
implies 7, > 0. As x? converges to 7, we have x?o > 0 and therefore j & &£(a¥)
for sufficiently large k. This yields £(z*) C £(z*). We now derive a modification
of Algorithm 2 that ensures that £(z*) C &(z¥) for all sufficiently large k under
Assumption 2.

Consider any j € £(z*). We would like to have

(25) 2% € nt(C5(V)))

for all large k, since then complementarity in (24c) implies that :17?"'1 = :z:;C + d;? =0
and hence j € £(z**1) for all large k. We will later show that Assumption 2 implies
that ¥ — 27 and that there exists a neighborhood N (z}) = {z; € R : ||zj—z|| < €}
of zJ so that z; € int(CY (yfu{—yj})) if zj,y; € Ne(z}); see Remark 14. This suggests
that some vector close to —z7 should eventually be included in )A)Jk because then (25)
holds when 2;“ is close enough to z7. For this purpose, the algorithm computes

R =+ ATIF,

which also converges to 2} (see (13a)), and sets y]’?“ to y;w. (VF, x%, 2%), where
ij{fzj} if T #0,,% 7é0and Tj(Zj) <O,
YV; otherwise.

(26) Vi, (Vg 2) = {

The update is skipped when x? = 0 (because then j is already in &(z*) and no
additional hyperplane is needed), and when Z¥ = 0 or rj(éf) > 0, which might

J
indicate that 27 ¢ int(KC;) and j ¢ £(z™).

3.4. Fast NLP-SQP steps. Now that we have a mechanism in place that makes
sure that the extremal-active cones are identified in a finite number of iterations, we
present a strategy that emulates the basic SQP Algorithm 1 and automatically takes
quadratically convergent SQP steps, i.e., solutions of the SQP subproblem (5), close
to x*. For the discussion in this section, we again assume that z* is a unique solution
at which Assumption 2 holds.

Suppose that £(z*) = &£(z*) for large k due to the strategy discussed in Sec-
tion 3.3. This means that the outer approximation (18d) of K; for j € &£(x*) is
sufficient to fix xf to zero and is therefore equivalent to the constraint (5d) in the
basic SQP subproblem. However, (18) includes the outer approximations for all cones,
including those for j ¢ £(x*), which are not present in (5). Consequently, the desired
SQP step from (5) might not be feasible for (18).

As a remedy, at the beginning of an iteration, the algorithm first computes an
NLP-SQP step as an optimal solution d** of a relaxation of (18),

(27a) min cl'd+Ld"H*d

(27b) s.t. A" +d) <b

(27¢) T (xf) + V?"j(x?)de <0, j € D(z*)
(27d) ahy + djo > 0, jeD(r)\EF
(27e) x?erj ECj(yj’?) je &k,

11
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where £F = £(2%). In this way, the outer approximations are imposed only for the
currently extremal-active cones, while for all other cones only the linearization (27c) is
considered, just like in (5), with the additional restriction (27d) that ensure ka > 0.
Let A¥, ﬂ?, ﬁf, and ﬁjk be the optimal corresponding to the constraints in (27) (set

to zero for non-existing constraints) and define ¥ as in (23). Then the optimality
conditions (24) hold again, this time with d* = d**, but instead of (22) we have

A {z}} if j € D(a")\ &
(28) VE=S Yhu{ah} ifje & nD(a )
yr if j € £\ D(a*).

When 2* is not close to #* and &£(z*) # E(xk),AQP (27) might result in poor
steps that go far outside of K; for some j € D(xF) \ £F and undermine convergence.
Therefore, we iteratively add more cones to EF until

(29) x?o + df()k > 0 only for j € J \ &F,

i.e., when a cone is approximated only by its linearization (27c), the step does not
appear to target its extreme point. This property is necessary to show that &(z*) =
E(x*) for all large k also for the case that new iterates are computed from (27) instead
of (18). Note that in the extreme case ¥ = 7 and (27) is identical to (18). This loop
can be found in Steps 6-9 in Algorithm 3.

Since there is no guarantee that (27) yields iterates that converge to z*, the algo-
rithm discards the NLP-SQP step in certain situations and falls back to the original
method to recompute a new step from (18), as in the original method. In Section 3.6
we describe how we use the exact penalty function (8) to determine when this is
necessary.

3.5. Hessian matrix. Motivated by (6), we compute the Hessian matrix H* in
(18) and (27) from

(30) HE = > kv riah),

JED(zk)

where ,ué? > 0 are multiplier estimates for the nonlinear constraint (3c). Because
V2r; (m?) is positive semi-definite and ,ug? >0, also H* is positive semi-definite.

In the final phabe when we intend to emulate the basic SQP Algorithm 1. There-
fore, we set uk'H = uj for j € D(z*), where /i ,u] are the optimal multipliers for (27c),
when the fast NLP-SQP step was accepted. But we also need to define a value for
M;CH when the step is computed from (18) where, in addition to the linearization of
r;, hyperplanes (18d) are used to approximate all cones. By comparlng the optimality
conditions of the QPs (18) and (5) we now derive an update for u; ans

Suppose that j € D(z**1) N D(z*). Then (21a) yields
(31) o+ HEdY+ ATNE 4 b (ab) — ok =0,
where Hj’-“j = usQTj (mf) because of (30). Here, the dual information for the nonlinear
constraint is split into ﬂ? and f/j’f and needs to be condensed into a single number,

uf“, so that we can compute H* from (30) in the next iteration.

12
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Recall that, in the basic SQP Algorithm 1, the new multipliers u?“ are set to
the optimal multipliers of the QP (5), which satisfy

(32) J+ HEdb + AT 4 5 e (k) = 0.

A comparlson with (31) suggests to choose ,uk+1 so that MJHVTJ( k) i Vrj( k) —

k+1

Multlplylng both sides with Vr; (a7 M)T and solving for x ylelds

T 5k
k+1 _ sk VTJ( ) vj

! ! IIVTJ( D

Note that /Jk+1 = [Lf if the outer approximation constraint (18d) is not active and

therefore V] = 0 for 7. In this case, we recover the basic SQP update, as desired.
Now suppose that j € D(zF+1) \D( *). Again comparing (31) with (32) suggests

a choice so that ujHVr]( k“) —1/ , where we substituted Vr;(z; ) by Vr;(x k“)

because the former is not defined for j ¢ D(z*). In this case, multlplymg both sides
with Vr;(z k“) and solving for pF+1 yields

k+1 _ VTJ( kH)T ¥
1 s
! [Vr;(x f“)ll2

In summary, in each iteration in which (18) determines the new iterate, we update

~k Vr; (w Yok

i — W j € D(a*) N D(a*)
(33) ,U/kJrl Vr("tHTpk .
g O € D@kt \ D(at)
[IVr; (@5
0 otherwise.

The choice above leads to quadratic convergence for non-degenerate instances,
but it is common for the global convergence analysis of SQP methods to permit any
positive semi-definite Hessian matrix H*, as long as it is bounded. Since we were
not able to exclude the case that p¥ or 1/z%, are unbounded for some cone j € 7,
in which case H* defined in (30) is unbounded, we fix a large threshold ¢y > 0 and
rescale the Hessian matrix according to

(34) Hy, + Hj, - min{1, ey /|| H |}

so that ||Hg|| < cpg in every iteration. In this way, global convergence is guaranteed,
but the fast local convergence rate might be impaired if ¢y is chosen too small so that
H* defined in (30) must be rescaled. Therefore, in practice, we set cy to a very large
number and (34) is never actually triggered in our numerical experiments.

3.6. Penalty function. The steps computed from (18) and (27) do not neces-
sarily yield a convergent algorithm and a safeguard is required to force the iterates into
a neighborhood of an optimal solution. Here, we utilized the exact penalty function
(8) and accept a new iterate only if the sufficient decrease condition (11) holds.

As discussed in Section 3.4, at the beginning of an iteration, the algorithm first
computes an NLP-SQP step d°** from (27). The penalty function can now help us to
decide whether this step makes sufficient progress towards an optimal solution, and

13
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we only accept the trial point 7! = z¥ + d%* as a new iterate if (11) holds with
d=d%F.

If the penalty function does not accept d%*, there is still a chance that d%* is mak-
ing rapid progress towards the solution, but, as discussed in Section 2.2, the Maratos
effect is preventing the acceptance of d°*. As a remedy, we compute, analogously to
(12), a second-order correction step s* for (27) as a solution of

min ¢! (d** + ) + 5(d>F + 5)TH (a5 + )

seRn
s.t. AP +d¥F +5) < b,
(35) T (x;C + djSk) + Vrj(x? + d?’k)Tsj <0, j € D),
x?Oerf(’,kstjo >0, j GD(xk)\c‘:'k,
ek 4 dF 455 e (), jeék

and accept the trial point #5T1 = 2% + d%F 4 s* if it satisfies (11) with d = d¥*. Let
again A¥, i¥, f¥, and 0§ denote the optimal multipliers in (35) and define £ as in
(23). The optimality conditions (24) still hold, this time with d* = d%* + s* and

{ah +d>"}, if j € D(zF) \ EF,
(36) Vi=S VEufak +di*), ifje D(z*)n &k,
F, if j € EF.

If neither d°* nor d* + s* has been accepted, we give up on fast NLP-SQP steps
and instead revert to QP (18) which safely approximates every cone with an outer
approximation. However, the trial point #¥T' = z* + d* with the step d¥ obtained
from (18) does not necessarily satisfy (11). In that case, the algorithm adds z* + d*
to y]’? to cut off ¥ + d* and resolves (18) to get a new trial step d*. In an inner loop
(Steps 21-31), this procedure is repeated until, eventually, a trial step is obtained
that satisfies (11). We will show that (11) holds after a finite number of iterations of
the inner loop.

It remains to discuss the update of the penalty parameter estimate p*. One can

show (see Lemma 4) that an optimal solution of z* of the SOCP with multipliers

z* is a minimizer of ¢( -,p) over the set X defined in (9) if p > [[27 glloc, Where
270 = (zio, ceey z;,O)T. Since z* is not known a priori, the algorithm uses the update
rule p* = ppew(p®1, 2¥) where

Pold if pola > ||27,0
(37) pneW(Pold,Z) = ¢ ° . H 7 HOO

Cinc  ||27.0llcc  otherwise,

with ¢ipe > 1. We will prove in Lemma 8 that the sequence {z*}$° | is bounded under
Slater’s constraint qualification. Therefore, this rule will eventually settle at a final
penalty parameter p>° that is not changed after a finite number of iterations.
During an iteration of the algorithm, several trial steps may be considered and a
preliminary parameter value is computed from (37) for each one. At the end of the
iteration, the parameter value corresponding to the accepted trial step is stored. Note
that the acceptance test for the second-order correction step from (35) needs to be
done with the penalty parameter computed for the regular NLP-SQP step from (27).

14
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Algorithm 3 SQP Algorithm for SOCP.

Require: Initial iterate 2° € X with 250 = 0, multipliers ,u? € R, penalty parame-
ter p’1 > 0; constants cqec € (0,1), ¢inc > 1, and ¢y > 0.
1: Initialize Y so that (20) is satisfied.
2: for k=0,1,2,... do
3: Compute H* using (30). Rescale according to (34) if | H*|| > cp.

4 Set EF « E(aP).

5: Compute d%F A\ gF 2F from (27) and (23) and set 25+ = 2% + @5+,

6: while {j € J : 17]0+d0 _O}Zc‘)kdo

7: Set EF — EFU{je T %0 dSk—O}.

8: Recompute d5*, \¥, fiF, 2% from (27) and (23) and set #F+1 = 2% 4 @5,
9: end while

10: Compute candidate penalty parameter p* = puew (01, 2%), see (37).

11: if (11) holds for d = d°* then

12: Set ka — yptj(yjk, j) using (19) and set d* = d5F.

13: Set pFt1 = jiF and go to Step 33.

14: end if R

15: Compute s, \¥, i*, 2% from (35) and (23) and set 25+ = 2F + d5F + s,
16:  if (11) holds for d = d** and {j € J : a¥) + d;* + s* = 0} C £* then

17: Set y’“+1 — y;;J(y]k, ak) and dF = d%F.

18: Set pF*+1 = 4% and go to Step 33.
19: end if

20 Set Y0« YF.

21: for 1 =0,1,2,...do

22: Compute d*!, \F, i) 2% from (18) and (23) and set 2511 = 2F 4 @kl
23: Compute candidate penalty parameter pF = ppey (o1, 25).
24: if (11) holds for d = d*! then

25: Set YETT Yt (VI 2k) and dF = d.

26: Go to Step 32.

27: end if

28: Set ka +— ypt](y’? l,:fcf“) see (19).

29: Compute 2% = ¢+ AT\F.

30: Update y’“ o yduj(y’“ l+1,:%f+17 'f) see (26).

31: end for

32:  Compute ! from (33).

33: Compute 2F = ¢+ ATNF and update yf“ — ij(yj’?*l, x;’?, 2]]“)
34: Set xh+1l « gh+l

35 If (zFT1 R, 2F) satisfy (13), stop.

36: end for

3.7. Complete algorithm. The complete method is stated in Algorithm 3. To
keep the notation concise, we omit “for all j € J” whenever the index j is used. We
assume that all QPs in the algorithm are solved exactly.

Each iteration begins with the computation of the fast NLP-SQP step where
an inner loop repeatedly adds cones to £F until (29) holds. If the step achieves a
sufficient decrease in the penalty function, the trial point is accepted. Otherwise, the
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second-order correction for the NLP-SQP step is computed and accepted if it yields
a sufficient decrease for the NLP-SQP step. Note that the second-order correction
step is discarded if it does not satisfy (29) since otherwise finite identification of £(x*)
cannot be guaranteed. If none of the NLP-SQP steps was acceptable, the algorithm
proceeds with an inner loop in which hyperplanes cutting off the current trial point
are repeatedly added until the penalty function is sufficiently decreased. No matter
which step is taken, both xé“ and éjk are added to ))J’? according to the update rules
(19) and (26) and the multiplier u* for the nonlinear constraints is updated.

In most cases, a new QP is obtained by adding only a few constraints to the
most recently solved QP, and a hot-started QP solver will typically compute the new
solution quickly. For example, in each inner iteration in Steps 6—9, hyperplanes for
the polyhedral outer approximation for cones augmenting £* are added to QP (27).
Similarly, each inner iteration in Steps 21-31 adds one cutting plane for a violated
cone constraint. In Steps 5 and 15, some constraints are removed compared to the
most recently solved QP, but also this structure could be utilized.

The algorithm might terminate because one of QPs solved for the step compu-
tation is infeasible. Since the feasible regions of the QP are outer approximations of
the SOCP (1), this proves that the SOCP instance is infeasible; see also Remark 11.

4. Convergence analysis.

4.1. Global convergence. In this section, we prove that, under a standard
regularity assumption, all limit points of the sequence of iterates are optimal solutions
of the SOCP, if the algorithm does not terminate with an optimal solution in Step 35.
We also explore what happens when the SOCP is infeasible.

We make the following assumption throughout this section.

ASSUMPTION 3. The set X defined in (9) is bounded.

Since 2° € X by the initialization of Algorithm 3 and any step satisfies (21b), we
have zF € X for all k. Similarly, (24c) and (14) imply that
(38) aly > 0forall k> 0and j€J.

We start the analysis with some technical results that quantify the decrease in
the penalty function model.

LEMMA 4. Consider an iteration k and let d* be computed in Step 5 or Step 22
in Algorithm 3. Further let p* > pk.  where pk . = ||2% (|l with 2% defined in (23).
Then the following statements are true.
(i) We have

m® (@ +d¥ pF) —m (@ p*) < —(d) T HN — (07 = pli) Dl ()T <0
jes

(ii) If x* is not an optimal solution of the SOCP, then

(39) m* (@ 4+ d*; p*) — m" (2" ph) < 0.

Proof. Proof of (i): Consider any j € D(z*). Because d* is a solution of (18) or
(27), there exist A¥ and 2% so that the optimality conditions (24) hold. Let j € J.

16
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Since 2% € C°(V¥), the definition (17) implies that

=1
535 where )Aik = {y}“’l, .. y;.“mk} and Elej,ﬁf eR,.
586 Using (15) we have 2 zjo = iaz sG> Zz , 67 ;- Together with (x5 +d})T 25 =

587 0 from (24c) and (Z ) yl’J < ||:1:k|| ||y ;|| this overall yields

k

M —k J
) N . N ik o/ Y14 .
T = @) = et = 3ok, ey 2 % — 3 ot 5]
=1 5] =1
350 > x?o?:'fo - éfonfff” = 72‘;?:07,.7(1:?) > *Z;‘co[rj (95?)]+

591 Further, we have from (24b) that 0 = (Az* + Ad* —b)TA¥ and therefore (d*)T AT\F =
502 —(Az* — b)T Ak > 0 since \¥ > 0 and 2% € X.

593 Using these inequalities and (24a), the choice of pk . yields
594 0= (d"7 (c + H*d" + AT)\F — 73’“)
595 > Tk + (a)THRE =Y 2 (e

JjeET
596 > cldb + (T H* — pF Z[rj (a:;“)]"r
597 JET

598  Finally, combining this with (10) and (18c) or (27c), respectively, we obtain

00 mF (2 4 dF; pF) — mP (ks o) = TdF — pF Z [rj(z;?)ﬁ
JED(x*)
600 =cldk — pF Z [rj ()]
jeT
601 < —(d")THFAF — (p* - k) Z[Tj(l“?)}#
602 jeT

603 For the second equality, we used that r;(zh) = 0 — z¥, <0 for j ¢ D( k) by (38)
604 and the definition of D(z*). Since H* is positive semi-definite, p* > p¥. = and
605 [rj ()]t >0, the right—hand side must be non-positive.

606 Proof of (ii): Suppose z* € X is not an optimal solution for the SOCP. If z* is not
607 feasible for the SOCP, 2* must violate a conic constraint and we have [rj (2 Mt >0
608 for some j € J. Since H* is positive semidefinite and p* > 0, part ( ) yields
609  (39).

610 It remains to consider the case when z* is feasible for the SOCP, i.e., [r;(z¥)]* =
611 for all j. To derive a contradiction, suppose that (39) does not hold. Then part (i)
612 yields

- pmm

613 Ozmk(xk+dk;pk)_mk(xk;pk)
o = — ()T H " = (0" = pliua) D@ = —(@)TH " <0,
615 jeg
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Because H” is positive semi-definite, this implies H*d* = 0. Further, since also

(10)
0=mF(ab +d¥ p%) —m* (¥ pF) = Tdb = b D )T =Tk,
JED(a*)

the optimal objective value of (18) or (27), respectively, is zero. At the same time,
choosing d* = 0 is also feasible for (18) or (27) and yields the same objective value.
Therefore, also d* = 0 is an optimal solution of (18) or (27) and the optimality
conditions (24) hold for some multipliers. Because C? (VF) C K;, the same multipliers

and d* = 0 show that the optimality conditions of the SOCP (13) also hold. So, z*
is an optimal solution for the SOCP, contradicting the assumption. O

The following lemma shows that the algorithm is well-defined and will not stay
in an infinite loop in Steps 21-31.

LEMMA 5. Consider an iteration k and let d* be computed in Step 5 or Step 22
in Algorithm 3. Suppose that z* is not an optimal solution of the SOCP. Then

(40) oz + d" oY — (ks pF) < Cdec(mk(ka bl gy — mk(xk;pk))

after a finite number of iterations in the inner loop in Steps 21-51.

Proof. Suppose the claim is not true and let {d*'}7° be the infinite sequence of
trial steps generated in the loop in Steps 21-31 for which the stopping condition in
Step 24 is never satisfied, and let d**> be a limit point of {dk’l}i’io. We will first show
that

(41) [Tj(a:? + d?’m)]Jr =0forall jeJ.

bt

Let us first consider the case when a’c;“ + J?’OO = 0 for some j € J. Then r;(z;

k, . Tk, k, k,
;%) = |2k + d7 | = (ay + dj5) = j(x% +d;3™) <0 and (41) holds.

Now consider the case that a’cf + d?’oo £ 0 for j € J. Since d*™ is a limit
point of {d*!}°,. there exists a subsequence {d®!*}2°, that converges to d*>°. We
may assume without loss of generality that :ch + Jf’lt # 0 for all ¢. Then, for any
t, by Step 30, xf + d?’l‘ € yf’““. In the inner iteration /41, the trial step d?’l‘“
is computed from (18) and satisfies z% + d?’lt“ € cj(y]’?’“), which by definition (14)
implies

Vrj(ak + dP)T @k + di ) <o,
Taking the limit ¢ — oo and using the fact that Vr;(v;)Tv; = r;(v;) for any v; € K;
yields
ri(@h +dy>) = Vr(ah + dyo)T (@ + di>) <o,

proving (41). In turn (41) implies that the ratio

plah + dbph) — p(akipf) TR P ([ + 5] = [ )]

mk(mk + dk,l;pk) _ mk(xk; pk) - Tkl — pk [Tj(ﬂf?)ﬁ

converges to 1. Note that the ratio is well-defined since m* (z*+d*!; p*)—m* (zF; p*) <
0 due to Lemma 5(ii). It then follows that (40) is true for sufficiently large [. d

LEMMA 6. Suppose that there exists p™° > 0 so that p* = p>™ > 0 for all large k.
Then any limit point of {x*}22, is an optimal solution of the SOCP (1).
18
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Proof. From (11) and the updates in the algorithm, we have that

k
p(x*H p) — p(ars p) = (w(ﬂst“;pm) - <p($t;p°°))
=K,
k
< Caee Z (mt(xt +dt ™) 7mt(xt;poo))
=K,

for £ > K,. Since the SOCP cannot be unbounded below by Assumption 3, the
left-hand side is bounded below as k — co. Lemma 4(i) shows that all summands are
non-positive and we obtain

(42) lim (mk(xk + dF; p>°) — m* (", poo)) =0.

k—o0

Using Lemma 4(i), we also have

i (@7 H5E 4 (5 = ph) Sl 0.

k—o0 4
jeT

Since H* is positive semi-definite and p> — pk. > p> — p > 0, this implies that
[rj(z})]T — 0 for all j € J, i.e., all limit points of {x*}72 are feasible. This also
yields limg_, o (d¥)T H*d* = 0, and since H is positive semi-definite and uniformly
bounded due to (34), we have

(43) lim H*d* = 0.

k—o0

Using (42) together with (10) and [r;(«¥)]* — 0, we obtain

(44) 0= lim (chk —p> Z [m(xf)]'*') = lim d".

k—o0 ) k—o0
JED(z*)

Now let 2* be a limit point of {z¥}2° ). Since X is bounded, d* is bounded, and
consequently there exists a subsequence {k; }$2, of iterates so that zF and d** converge
to 2* and d°, respectively, for some limit point d> of d*. Define g** = H¥*dF* for
all t. Then, looking at the QP optimality conditions (24), we see that d* is also an
optimal solution of the linear optimization problem

. k¢ Td
min (c+g™)

(45) s.t. A(zF +d) <b,
:v?f—l—djecj(j)ft), ]Ej

Now suppose, for the purpose of deriving a contradiction, that * is not an optimal
solution of the SOCP. Since we showed above that x* is feasible, there then exists a
step d* € R™ so that & = 2* + d* is feasible for (1) and ¢"d* < 0. Then, because
K; C Cj()}ft), for each t, d* = x* — z¥* + d* is feasible for (45), and because d** is
an optimal solution of (45), we have (¢ + g**)Td* < (c+ g")Tdk. Taking the limit
t — 00, we obtain ¢7'd>® < ¢T'd* < 0, where we used limy_,o ¢F* = lim,_, oo H**dF* =
0, due to the definition of g** and (43). However, this contradicts (44). Therefore, z*
must be a solution of the SOCP. |
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For later reference, we highlight the limit (43) established in the above proof.

LEMMA 7. Suppose that there exists p™° > 0 so that p* = p>™ > 0 for all large k.
Then limy_, o0 H*d* = 0.

We are now ready to prove that the algorithm is globally convergent under the
following standard regularity assumption.

ASSUMPTION 4. The SOCP is feasible and Slater’s constraint qualification holds,
i.e., there exists a feasible point T € R™ and € > 0 so that T + v is feasible for any
v € R™ with ||v|| <e.

This assumption implies that the multiplier estimates are bounded.
LEMMA 8. Suppose that Assumption J holds. Then {2*} is bounded.

Proof. Let & and e be the quantities from Assumption 4. Note that the QP
corresponding to the optimality conditions (24) is
min ¢’'d+ %dTde
deRr?n
st. A(a® +d) < b, 2 +d; € C;(VF), e T

Since ¥t = 2% 4 d* when d* is the step accepted by the algorithm, it follows that
xF*1 is an optimal solution of the QP

Oprimal = min (CT - Hk.’lfk)i' + %.’L‘THkLU
TER™
s.t. AzFtt < b, x?“ € Cj(j)]’?), jied,

the Lagrangian dual of which is

(46a) Odual = max —bTA— %:ETHkm

x,zER™ A€R™
(46b) st.c— Hrab + Hozp 4+ ATAN— 2 =0,
(46¢) zeCV), jeg, azo.

By (24), (z*1, A 2%) is a primal-dual optimal solution of these QPs.
sk

Define v = —€pzep. Then [|v]| <€, and Assumption 4 implies that & +v € K; C
C; ()A)Jk) Since 2% € c; (JA)]’“), we have with (46b) that
(47) OS(.i'-i—’l})TZA,’k:UT2k+i‘T(C—Hki‘+Hkxk+l+AT5\k).
Since H* is positive definite, it is
(48)  0< (& —2FNHYTHF (& — 2™ = 2T HY g — 28T HP b 4 (oM )T gL
Furthermore, Slater’s condition implies strong duality, that is
N 1
bT)\k + i(xk+1)THkxk+l = _Odual = _Oprimal

(49) — —(C _ Hkili‘k)TfEkJrl _ (:EkJrl)TszkJrl.

o=

Finally, since # is feasible for the SOCP, (1b) and A¥ > 0 imply 7 AT F < T Ak,
Subtracting vT 2% on both sides of (47), this, together with (48) and (49), yields
1

1 «
6||Z/\,kH S i'TC— EjTHk-'z"f' §($k+1)THkxk+1 +bT>\k
_ SE’TC— %~TH/€§,; _ CTCCk+1 _ %(xk-i-l)THkxk-‘rl-
20
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The first two terms are independent of k, and since X is bounded by Assumption 4
and H* is uniformly bounded by (34), we can conclude that 2* is uniformly bounded.O

It is easy to see that the penalty parameter update rule (37) and Lemma 8 imply
the following result.

LEMMA 9. Suppose Assumption 4 holds. Then there exists p>° and K, so that
pr = p> > i, where g, > Pl = 125 olleo for all k > K.

We can now state the main convergence theorem of this section.

THEOREM 10. Suppose that Assumptions 3 and 4 hold. Then Algorithm 3 either
terminates in Step 35 with an optimal solution, or it generates an infinite sequence of
iterates {(z1, \F, 2R)120 | each limit point of which is a primal-dual solution of the

SOCP (1).

Proof. Let {(xF+1 /A\kt,ékt)} be a subsequence converging to a limit point
(z*,\*,2*). No matter whether an iterate is computed from the optimal solution
of (18), (27), or (35), the iterates satisfy the optimality conditions (24). In particular,
from (24c) we have for any j € J that 2;?" € C;(J)ft) C K; and (xf”'l)Téf‘ =0. In
the limit, we obtain 2} € K; (since K; is closed) and (:U;‘)Tz;‘ = 0. Lemma 9 yields
that p* = p™ for all large k, and so Lemma 6 implies that =* is feasible, i.e., zj € K;.
Therefore, (13c) holds. Using Lemma 7 we can take the limit in (24a) and (24b) and
deduce also the remaining SOCP optimality conditions (13a) and (13b) hold at the
limit point.

REMARK 11. In case the SOCP is infeasible, we have two possible outcomes. FEi-
ther, Algorithm 3 terminates in some iterations because one of the QPs is infeasible,
or limy,_,o p* = 0o (reverse conclusion of Lemma 6).

4.2. Identification of extremal-active cones. We can only expect fast local
convergence under some non-degeneracy assumptions. Throughout this section, we
assume that Assumption 2 holds. Under this assumption, (z*, A*,2*) is the unique
optimal solution [1, Theorem 22|, and Theorem 10 then implies that

lim (21 A% 2F) = (2%, A", 2%).
k—o0
First, we prove a technical result that describes elements in C7();) in a compact

manner. For this characterization to hold, condition (20) for the initialization Y} of
the set of hyperplane-generating points is crucial.

LEMMA 12. Let y; € R™ with §; # 0 and y;o > 0. Further, let ®;(z;,y;) =
zjo — |Z; + Gl — ||g;ll. Then the following statements hold for zj,y; € R™ :
(i) z; € C3(V) U{y;}) if ®j(zj,y;) > 0.
(it) z; € int(C (V9 U{y;})) if ®j(z5,y;) > 0.

Proof. For (i): Suppose ®;(z;,y;) > 0, then
zjo 2 1125 + il + 1951

Define 5; = z; + y; and choose cr;' € Rij_l and o € R?_j—l so that 5; = cr;' -0
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and |s;;| = a;; +oj; foralli=1,...,n; — 1. Then we have

nj—1 nj—1
zio= D ofit D ot ot
i=1 i=1
- = -+ - Uj
Zj=35;—y; =0, —0; —O'jm
j
with o; = ||g;| and some n; € R,. Using (15), this can be rewritten as

nj—l ’I’Lj—l

z ==Y 05 Vri(—es) = Y 05,Vri(e5) — 05V (y;) + njeso-
1=1 1=1

By the definition of C7 in (17), this implies that z; € o (jﬁj"u{y]}) where )>10 is defined
n (20). Since 3}]0 C Yy from (20), we have C;()A)jo U{y;}) € C5(V) U{y;}), and the
claim follows.

For (ii): Suppose ®;(z;,y,) > 0. Because ®; is a continuous function, there exists
a neighborhood N¢(z;) around z; so that ®;(2;,y;) > 0 for all 2; € N.(z;). From part
(i) we then have Nc(z;) C C3(¥9 U {y;}), and consequently z; € int(C5 (V9 U {y;})).0

THEOREM 13. For all k sufficiently large, we have £(z*) = E(z*).

Proof. Choose j & £(z*), then zj # 0. Because xf — a7}, it is xf # 0 or, equiva-
lently, j & £(x*) for k sufficiently large. For the remainder of this proof we consider
j € E(z*) and show that j € £(z%) for large k. Note that strict complementarity in
Assumption 2 implies that 2} € int(K;), i.e., 7;(2]) < 0, and consequently 2%, > 0.

First consider the iterations in which fast NLP-SQP steps are accepted in Steps
11 or 16. For the purpose of deriving a contradiction, suppose there exists an infinite
subsequence so that zh+! = bt 4 @5k or gkt = ghe 4 @Sk 4 b and j & EF.
Then j € £F* implies J;%H > 0 (according to the termination condition in the while
loop in Step 6). We also have )A)]k‘ = {:Ef‘} where iﬂ?f = z?t from (28) or i'?‘ =
x?t + df’kt from (36). Condition (24c) yields zjl-ct € C;({:Ef‘}), so by (17) it is z;-“ =
—O'J‘VTj(f?t) +njejo for some o;,n; > 0, as well as mf"H € Cj({:ﬁft}), which by (14

implies Vrj(i?t)Tm§t+l < 0. Then complementarity yields

_(keNT kel _ T (kT Ket1 kel kel
0=(z;") &' = —o; V(") 2y ™ +mjagg™ = miahe
Since x%“ > 0 and n; > 0, we must have n; = 0, and consequently z]l-ct =

—UjVTj(jjf‘). It is easy to see that rj(—aerj(ﬁcft)) = 0. Since zft — 2}, con-
tinuity of 7; yields r;(z]) = 0, in contradiction to z; € int(K;). We thus showed
that j € EF for all large iterations k in which the NLP-SQP step was accepted, and
consequently (28) and (36) yield yj’.c = yj’.@ for such k.

In all other iterations (22) holds, and overall we obtain

(50) y;? C yj’.“ - JAJJk for all sufficiently large k.

Let us first consider the case when 27 = 0. Then |z} — zj; = 7;(2]) < 0 yields
zio > 0. To apply Lemma 12 choose any i € {1,...,n; — 1} and let y; = e;;. Then
Iyl = lly;ll = 1 and ®;(27,y;) = 23, > 0. Since 2f — 27 and ®; is continuous,
q)j(é;?, y;j) > 0 for sufficiently large k, and by Lemma 12, 2;“ € int(C; (ijU{yj})). Since
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y; € V9 and (50) holds, we also have £¥ € int(C$()F)). General conic complementarity
in (24c) then implies that x?“ = ;vf —i—d;? = 0 for all large k, or equivalently, j € £(z*)
for k sufficiently large, as desired.

Now consider the case z7 # 0. For the purpose of derlvmg a contradiction,
suppose there exists a subsequence {xF1}22 so that j & E(z*), i.e., 2% #£ 0, for all ¢.
Because zJ — 25, Z; # 0, and 7 (z;) < 0, we may assume without loss of generality
that rj(zft) < 0 and 5}“ # 0 for all t. Using this and x;‘?t # 0, we see that the update

rule (26) in Step 33 adds —Z;»“t to yj’?tﬂ. With (50), we have

(51) — e e YRl C e C PP for all .

Recall the mapping ®; defined in Lemma 12 and note that ®;(z}, —2}) = 2j; —
[z5 = —rj(25) > 0. Since both 2} and 2} converge to z; and ®; is continuous,
it is ®; (Ak“rl ' ;}Jkt) > 0 for all large ¢, and therefore, by Lemma 12, €

(51)
int(C5 (V9 U {—z‘f*)})) C mt(CO (y’“t“ ")) for all large ¢. Conic complementarity in
(24c¢) then implies that :vj = xk“’l ' df"“*l = 0. This is a contradiction of the

j
definition of the subsequence {x*t} . O

REMARK 14. In the proof of Theorem 13, we saw that ®;(z},—=25) > 0 if j €
E(x*) and z; # 0. Since ®; is continuous, this implies that there evists a neighborhood
Ne(2}) so that ®;(zj,—y;) > 0, and consequently z; € int(C5 (V) U {~y;})), for all

zj,yj € Ne(z7).

4.3. Quadratic local convergence. As discussed in Section 2.1, since z* is a
solution of the SOCP (1), it is also a solution of the nonlinear problem (4). We now
show that Algorithm 3 eventually generates steps that are identical to SQP steps for
(4). Then Theorem 3 implies that the iterates converge locally at a quadratic rate.

We first need to establish that the assumptions for Theorem 3 hold.

LEMMA 15. Suppose that Assumption 2 holds for the SOCP (1). Then Assump-
tion 1 holds for the NLP (4).

Proof. Let \* and z* be the optimal multipliers for the SOCP corresponding to
x*, satisfying (13). Assumption 2 implies that A* and z* are unique [1, Theorem 22].
Let j € D(x*) and define pj = 27, > 0. If 0 = 7’]( ;) = x;‘O = llz51l, complemen—

Akm 1

tarity (13c) implies, for all ¢ 6 {1,...n;}, that 0 = x727; + 25,25 = ||x*||z i+ 252705,

or equivalently, z7;, = —z7, 0 J*” see [1, Lemma 15]. Using (15), this can be written as
J

(52) z; = =2 Vri(x}) = —p;Vrj(z}).

On the other hand, if r;(z}) < 0, i.e., the constraint (4c) is inactive, then 2} € int(K;)
and complementarity (13() yields 2} = 0 (see [1, Definition 23]) and therefore i} = 0.
Consequently, (52) is also valid in that case. Finally, we define v = 2z} for all
1 € E(x*). With these definitions, (13a) can be restated as

(53) c+ AT+ Y @ Vr(at) — vt =0,
JED(z*)

where v* € R™ is the vector with the values of v} at the components corresponding to
j € E(z*) and zero otherwise. We now prove parts (i), (ii), and (iii) of Assumption 1.
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Proof of (i): Let j € D(z}). We already established that r;(z}) < 0 yields u} = 0.
Now suppose that r;(z ;‘) = 0. Then z} € bd(K;) \ {0}. Since strict complementarity
is assumed, we have 27 € bd(K;) \ {0} (see the comment after Assumption 2), which
in turn yields 27 # 0 and hence p; # 0.

Proof of (ii): Since we need to prove linear independence only of those constraints
that are active at z*, we consider only those rows A 4 of A for which (4b) is binding.

Without loss of generality suppose z* is partitioned into four parts, (z*)7
(z5)T (x5)T (x2)T (a%)T), where 2%, 2%, and 2} correspond to the variables in the
cones B={j € J:rj(zj) =0,2; #0}, T={j € J :rj(x}) <0}, and & = £(z*),
respectively, and 2% 1ncludes all components of x* that are not in any of the cones.
Further suppose that (z5)” = ((«})* ...(z},)"), where B = {1,...,pp}, and that
A 4 is partitioned in the same way.

Primal non-degeneracy of the SOCP implies all that matrices of the form

( [Aal [Aalps [Aalz [Adle [AA];)
a1 Vry(xp)T Qs Vrp (25 )T 0T T 0T

P v

have linear independent rows for all scalars «; and vectors v, not all zero [1, Eq. (50)].
This implies that the rows of A 4, together with the gradient of any one of the bind-
ing constraints in (4c) and (4d) are linearly independent. Because the constraint
gradients, which are of the form Vr;(z}) and e;;, share no nonzero components when
extended to the full space, we conclude that the gradients of all active constraints are
linearly independent at z*, i.e., the LICQ holds.

Proof of (iii): For the purpose of deriving a contradiction, suppose that there
exists a direction d € R™\ {0} that lies in the null space of the constraints of (4) that
are binding at #* and for which d” H*d < 0.

Since d is in the null space of the binding constraints, we have Aqd = 0,
Vrij(z*)Td = 0 for j € B, and d; = 0 for all j € £. Premultiplying (53) by d”
gives

54) 0= cTd+(\)T Ad+ > V() d+ pw* V(@) d+ ) d=cld.
(54) ()sze;s J(O) j;oJ() (3

What remains to show is that d is a feasible direction for the SOCP, i.e., there exists
B > 0 so that «* + d is feasible for the SOCP. Because of (54), this point has the
same objective value as * and is therefore also an optimal solution of the SOCP. This
contradicts the fact that Assumption 2 implies that the optimal solution is unique [1,
Theorem 22].

By the definition of H* in Assumption 1 and the choice of d, we have

0>d"H*d= Y pid]V?r(})d; =Y pid] Vri(a})d;.
JED(z*) JjeB

Since for all j € B, the Hessian V27"j(acj) is positive semi-definite and p; > 0 from
Part (i), this yields d;‘-FVQTj (z7)d; =0 for all j € B.
Let j € B. Then from (7)

Id; 11?1125 11* — (df 2)?

125 11°

(55) 0=d] V?r;(a*)d; =
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The definition of B implies r;(z]

) = 0 and so zj, = [|Z}]|. Since d; is in the null
_1—‘7.
space of Vrj(x%), we have 0 = Vr;(2})Td; = —djo + %, which in turn yields
J

djoxsy = d? z}. Finally, using these relationships together with (55) gives
0 = [ld;[1[1Z51I* = (dj Z5)* = lld;11* (z50)* = (dj0x50)
and so d, = l|d;]|2. ALl of these facts imply that for any 3 € R,

125 + Bd;|I” — (x50 + Bdjo)?
=1z 1> + 28d] 5 + B2||d; 1> — ((x750) + 2Bdj0x} + B7d3) =0,

which implies 7;(z} + 3d;) = 0 and therefore z} + d; € K;.

Further, because d lies in the null space of the active constraints, we have, for
any B € R, that a7 + d; = 0 € K; for all j € E(2*) and A4(2* + Bd) = b4. Finally,
since 7;(x}) < 0 and hence x} € int(K;) for all j € J\ (£(2*) U B), and since z}

J J
is strictly feasible for all non-binding constraints in (1b), there exists 8 > 0 so that
x* 4 Bd satisfies all constraints in (1). a0

THEOREM 16. Suppose that cy > |H*||. Then the primal-dual iterates

(xh L, ME 2%) converge locally to (x*,\*,2*) at a quadratic rate.

Proof. We already established in Theorem 10 that the iterates converge to the
optimal solution, and since H* — H* and cy > ||H*||, the Hessian is not rescaled
according to (34) in Step 3. Using Theorem 13 we know that, once k is sufficiently
large, the step d* computed in Step 5 of Algorithm 3 is identical with the SQP
step from (5) for (4); we can ignore (27d) here because z7, > 0 and dfék — 0 and
therefore this constraints is not active for large k. This also implies that the condition
in Step 6 is never true and thus &, = £(z*). If the decrease condition in Step 11 is
not satisfied, by a similar argument we have that s* computed in Step 15 is the
second-order correction step from (12) for (4). Due to Lemma 15 we can now apply
Theorem 3 to conclude that either d%* or d%* 4 s* is accepted to define the next
iterate for large k and that the iterates converge at a quadratic rate. 0

5. Numerical Experiments. In this section, we examine the performance of
Algorithm 3. First, using randomly generated instances, we consider three types of
starting points: (i) uninformative default starting point (cold start), (ii) solution of a
perturbed instance, (iii) solution computed by an interior-point SOCP solver whose
accuracy we wish to improve. Then we briefly report results using the test library
CBLIB. The numerical experiments were performed on an Ubuntu 22.04 Linux server
with a 2.1GHz Xeon Gold 5128 R CPU and 256GB of RAM.

5.1. Implementation. We implemented Algorithm 3 in MATLAB R2021b,
with parameters cqec = 1075, cine = 2, cy = 10'2, and p~! = 50. In each itera-
tion, we identify £(z") = {j € T : [|a}]lc < 1076} and D(a*) = {j € T\ E(a*) :
%] > 1078}, The set )9 is initialized to )>J() (see (20)), and A\° is a given starting
value for A, if provided, and zero otherwise. In addition, since the identification of
the optimal extremal-active set £(z*) requires z¥ € C5(Y;), we add —z to )7, where
20 =c4 ATNO,

The algorithm terminates when the violation of the SOCP optimality conditions
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(13) for the current iterate satisfies
(56)

Az® — b1 |oo, [[(AZ® — b) 0 Moo, I[-2*]T oo
E(xk’Ak,Zk)_m{m ¥l (A = 8) 0 X s [ =31 }S

maxje g {[r;(z")]*, [r; )] 1) T 251}

with 25 = ¢+ AT ), for some € > 0.
As in [22], the sufficient descent condition (11) is slightly relaxed by

(5L pP) — o(a¥; p7) — 10€mach [@(2F; pF)| < caee (mF (2% + d; p*) — mF (2F; p*))

to account for cancellation error, where €pcn is the machine precision. Finally, to

avoid accumulating very similar hyperplanes that would lead to degenerate QPs, we

do not add a new generating point v; to yf if there already exists y; € yj’? such that
ol M5l ‘oo

‘ < 10710,

In these experiments, we disabled the second-order correction step (Steps 15-19)
because we noticed that it was never accepted in practice. In a more sophisticated
implementation, one would include a heuristic that attempts to detect the Maratos
effect and then triggers the second-order correction step in specific situations.

The QPs were solved using ILOG CPLEX V12.10, with optimality and feasibility
tolerances set to 10~ and “dependency checker” and “numerical precision emphasis”
enabled, using the primal simplex method. When CPLEX did not report a solution
status “optimal” and the QP KKT error was above 1077, a small perturbation was
added to the Hessian matrix, i.e., we replaced H* by H* +10=7 - I. This helped in
some cases in which CPLEX (incorrectly) reported that H* was not positive semi-
definite. If CPLEX still did not find a QP solution with KKT error less than 107,
we attempted to resolve the QP with the barrier method, the dual simplex method,
and the primal simplex method again, until one was able to compute a solution. If all
solvers failed for QP (27), the algorithm continued in Step 21. If no solver was able
to solve (18), we terminated the main algorithm and declared a failure.

We emphasize that the purpose of our implementation is to assess whether the
proposed algorithm exhibits behavior that validates the stated goals: Convergence
from any starting point and rapid local convergence to highly accurate solutions. In its
current implementation, it requires more computation time than highly sophisticated
commercial solvers such as MOSEK or CPLEX, which were developed over decades
and have highly specialized linear algebra routines that are tightly integrated into the
algorithms. As we observed at the end of Section 3.7, many of the QPs in Algorithm 3
that are solved in succession are similar to each other, and savings in computation
times should therefore be achievable. However, our prototype implementation based
on the Matlab CPLEX interface does not allow us to utilize callback functions for
adding or removing hyperplanes. Achieving these savings in computation time thus
requires a more sophisticated implementation, a task that is outside of the scope of
this paper. Consequently, we do not report solution times here.

Yj 9j

5.2. Randomly generated QCQPs. The experiments were performed on ran-
domly generated SOCP instances of varying sizes, specified by (n,m,K). Here,
n,m > 1 are the number of variables and linear constraints, respectively. K > 1
specifies the number of cones of each “activity type”: |E(z*)| = K, [{j € T : r;(x}) =
0,25 # 0} = K, and |[{j € J : rj(z}) < 0}| = K, i.e., there are K cones that are
extremal-active, K that are active at the boundary, and K that are inactive at the
optimal solution z*. The dimensions of the cones are randomly chosen. In addition,
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960
961
962
963
964
965
966
967
968
969
970
971
972
973
974
975
976
977
978
979
980
981
982
983
984
985
986
987
988

989

n m | K | solved | total | SQP total total

iter | iter | QP (27) | QP (18)
200 | 60 | 10 30 6.67 | 6.67 9.77 0.00
400 | 120 | 20 30 7.20 | 7.20 11.57 0.00

1000 | 300 | 50 30 7.23 | 7.23 12.17 0.00

200 | 60 | 4 30 7.53 | 7.07 11.83 0.90
400 | 120 | 8 30 8.27 | 7.77 14.20 1.00
1000 | 300 | 20 30 8.67 | 7.80 15.93 1.83
200 | 60| 2 30 8.47 | 7.87 13.90 1.20
400 | 120 | 4 30 8.87 | 8.07 15.30 1.60
1000 | 300 | 10 30 9.47 | 8.43 17.27 1.97

Table 1: Results with 2% = 0, €, = 1077, average per-size statistics taken over 30
random instances. “solved”: number of instances solved (out of 30); “total iter”:
total number of iterations in Algorithm 3; “SQP iter”: number of iteration in which
NLP-SQP step was accepted in Steps 11 or 16; “total QP (27)” / “total QP (18)”:
Total number of QPs of that type solved.

there are variables that are not part of any cone, with bounds chosen in a way so that
the non-degeneracy assumption, Assumption 2, holds. A detailed description of the
problem generation is stated in Appendix A in [13].

Table 1 summarizes the performance of the algorithm with an uninformative
starting point z° = 0. Each row lists average statistics for a given problem size
(n,m, K), taken over 30 random instances. We see that the proposed algorithm is
very reliable and solved every instance to the tolerance ¢ = 10~7. The average number
of iterations is mostly between 7-9, during most of which the second-order NLP-SQP
step was accepted.

To give an idea of the computational effort, we report the number of times
QPs (27) and (18) were solved. And we can draw further conclusions from this data:
Consider, for example, the last row. At the beginning of each iteration, QP (27) is
solved to obtain the NLP-SQP step. The difference with the total number of itera-
tions, i.e., 17.27-9.47=7.80, gives us the total number of times in which the guess Ek
of the extremal-active cones needed to be corrected in Steps 6—9. In other words, on
average, the loop Steps 6-9 is executed 7.80/9.47=0.82 times per iteration. Similarly,
the last column tells us the total number of iterations of the loop in Steps 21-31.
The loop was only executed when the NLP-SQP step was not accepted, so in 9.47-
8.43=1.04 iterations, taking 1.97/1.04=1.89 loop iterations on average.

The experiments are presented in three groups where the ratio between n and K is
kept constant. As the number of cones, K, decreases from one group to the next, the
average size of the individual cones increases by a factor of 2.5 and 2, respectively. This
increase seems to result in slightly more iterations in which the SQP step was rejected,
indicating that the simple linearization (27c¢) of the non-extremal-active cones becomes
sometimes insufficiently accurate.

In comparison, the pure primal cutting plane method (Algorithm 3 without New-
ton steps and without step 30) required up to three times more total iterations.

The remaining experiments in this section investigate to which degree the al-
gorithm is able to achieve our primary goal of taking advantage of a good starting
point. We begin with an extreme situation, in which we first solve an instance with
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990
991
992
993
994
995
996
997
998
999

n m | K | total | SQP total total Mosek final

iter | iter | QP (27) | QP (18) error error
200 60 | 10 | 1.10 | 1.07 1.10 0.07 2.33e-06 | 1.63e-10
400 | 120 | 20 | 1.03 | 1.00 1.03 0.03 2.67e-06 | 1.70e-10
1000 | 300 | 50 | 1.07 | 1.03 1.07 0.03 3.49e-06 | 1.76e-10
200 60 4| 1.03 | 1.03 1.03 0.00 5.97e-06 | 1.69e-10
400 | 120 8 | 1.00 | 1.00 1.00 0.00 2.28e-06 | 1.87e-10
1000 | 300 | 20 | 1.03 | 0.83 1.03 0.27 5.20e-06 | 1.72e-10
200 60 2| 1.00 | 1.00 1.00 0.00 2.02e-06 | 1.53e-10
400 | 120 4| 1.13 | 1.10 1.13 0.03 4.85e-06 | 2.03e-10
1000 | 300 | 10 | 1.20 | 1.10 1.20 0.13 1.22e-05 | 2.41e-10

Table 2: Result with MOSEK solution as z°, €;o1 = 1079, All instances were solved.
“Mosek error”: Optimality error E (56) at Mosek solution; “final error”: Optimality
error F at final iterate of Algorithm 3.

n m | K | solved | total | SQP total total
iter | iter | QP (27) | QP (18)
200 | 60 | 10 30 1.00 | 0.97 1.00 0.07
400 | 120 | 20 30 1.00 | 0.97 1.00 0.03
1000 | 300 | 50 30 1.00 | 0.97 1.00 0.07
200 | 60 | 4 30 1.00 | 1.00 1.00 0.00
400 | 120 | 8 30 1.00 | 0.93 1.00 0.07
1000 | 300 | 20 30 1.00 | 0.87 1.00 0.20
200 | 60 | 2 30 1.00 | 1.00 1.00 0.00
400 | 120 | 4 30 1.00 | 0.97 1.00 0.03
1000 | 300 | 10 30 1.07 | 1.00 1.03 0.07

Table 3: Result with 10~3 perturbation, €, = 1077.

the interior-point SOCP solver MOSEK V9.1.9 (called via CVX), using the setting

cvx_precision=high corresponding to the MOSEK tolerance € = eil/jch, and give the
resulting primal-dual solution as starting point to Algorithm 3. Choosing any tighter
MOSEK tolerances leads to failures in several problems. Table 2 summarizes the re-
sults. In all cases, the algorithm converges rapidly to an improved solution, reducing
the error by 4 orders of magnitude, most of the time with only a single second-order
iteration. The Mosek error was dominated by the violation of complementarity. This
demonstrates the ability of the proposed method to improve the accuracy of a solution
computed by an interior-point method.

For the final experiments, summarized in Tables 3 and 4, the starting point is the
MOSEK solution of a perturbed problem, in which 10% of the objective coefficients ¢
were perturbed by uniformly distributed random noise of the order of 1073 and 1071,
respectively. For the small perturbation, similar to Table 2, Algorithm 3 terminated
in one iteration most of the time. More iterations were required for the larger pertur-
bation, but still significantly fewer compared to the uninformative starting point, see
Table 1.
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1023
1024
1025
1026
1027
1028
1029

1030
1031
1032
1033
1034
1035
1036
1037
1038
1039

n m | K | solved | total | SQP total total
iter | iter | QP (27) | QP (18)
200 | 60 | 10 30 1.20 | 1.07 1.00 0.19
400 | 120 | 20 30 1.33 | 1.17 1.00 0.73
1000 | 300 | 50 30 1.60 | 1.23 1.02 1.29
200 60 4 30 1.27 | 1.13 1.02 0.71
400 | 120 | 8 30 1.67 | 1.27 1.16 0.48
1000 | 300 | 20 30 2.10 | 1.40 1.27 0.57
200 | 60 | 2 30 1.67 | 1.33 1.24 0.42
400 | 120 | 4 30 2.30 | 1.87 1.30 0.38
1000 | 300 | 10 30 3.67 | 2.53 1.53 0.59

Table 4: Result with 10~ perturbation, €, = 10~7.

5.3. CBLIB instances. To demonstrate the robustness of the algorithm we
also solved instances from the Conic Benchmark Library CBLIB [25]. Some instances
involve rotated second-order cone constraints, and we reformulated them so that they
fit into our standard form (1). We chose all 1,575 instances with at most 10,000
variables and 10,000 constraints. Integer variables were relaxed to be continuous.

Using the starting point z° = 0, the method was able to solve 99.2% of the
instances, where 10 problems could not be solved due to failures of the QP subprob-
lem solver, and Algorithm 3 exceeded the maximum number of 200 iterations in 2
cases. In comparison, MOSEK, with default settings, failed on 5 instances (those
were solved correctly with Algorithm 3), incorrectly declared 3 instances to be in-
feasible, and labeled 6 instances to be unbounded (of which 3 were solved by Algo-
rithm 3). Table 5 in [13] gives detailed statistics for the different problem groups
in the CBLIB test collection. We observed that some instances, especially those in
the clay*, fo[7-91*, m[3-9]*, no7*, o[7-9]_* subsets, are degenerate, having an
optimal objective function value of 0, and the assumption necessary to prove fast
local convergence is violated. This matches our observation that the SQP step was
accepted only in a relatively small fraction of the iterations for these instances.

To showcase the warm-starting feature of the algorithm, we took the 1,563 previ-
ously successfully solved instances, perturbed 10% of the entries of the final primal-
dual iterate by a random perturbation, uniformly chosen in [—0.1,0.1], and used this
as the starting point for a warm-started run. Here, QP subproblem failure occurred
in 3 cases and 2 instances exceeded the iteration limit. The number of iterations was
reduced in most cases. Specifically, for 14 out of the 26 problem subsets, the iteration
count was reduced by at least 60%.

6. Concluding remarks. We presented an SQP algorithm for solving SOCPs
and proved that it converges from any starting point and achieves local quadratic
convergence for non-degenerate SOCPs. Our numerical experiments indicate that the
algorithm is reliable, converges quickly when a good starting point is available, and
produces more accurate solutions than a state-of-the-art interior-point solver.

Future research would investigate whether the proposed algorithm is a valuable
alternative for interior-point methods for small problems or for the solution of a
sequence of related SOCPs. An efficient implementation of the algorithm beyond our
Matlab prototype would be tightly coupled with a tailored active-set QP solver that
efficiently adds or removes cuts instead of solving each QP essentially from scratch.
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Parametric active-set solvers such as qpOASES [5] or QORE [20] might be suitable
options since they do not require primal or dual feasible starting points.
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