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Wasserstein distributionally robust optimization (DRO) finds robust solutions by hedging against data perturbation specified by distributions in a Wasserstein ball. The robustness is linked to the regularization effect, which has been studied for continuous losses in various settings. However, existing results cannot be simply applied to the 0-1 loss, which is frequently seen in uncertainty quantification, classification, and chance-constrained programs. In this paper, we relate the Wasserstein DRO with 0-1 loss to a new regularization problem, in which the regularization term is a polynomial of the radius of the Wasserstein ball and the density around the decision boundary. Importantly, this result implies a qualitative difference between 0-1 losses and continuous losses in terms of the radius selection: for most interesting cases, it suffices to choose a radius smaller than the root-n rule. Numerical experiments demonstrate the effectiveness of our implied radius selection rule.
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1. Introduction

The emerging distributionally robust optimization (DRO) provides a powerful tool for learning and decision-making when the knowledge of the data-generating model is limited. Among many different modeling choices, distributional uncertainty sets based on Wasserstein distance have raised much interest; we refer to [33, 7] for recent tutorials. Wasserstein DRO has been applied to a variety of practical domains involving 0-1 loss functions, including uncertainty quantification [16, 6, 19], hypothesis testing [49], chance-constrained programs [50, 13, 24, 25, 40, 41, 14], adversarial classification [26, 48], automatic control [27, 39], and power systems [15, 35, 11, 36], etc. In these applications, we are interested in evaluating the worst-case probability of some event $E$ among a family of distributions in the $\rho$-neighborhood ($\rho > 0$) of some nominal distribution $Q$ in $p$-Wasserstein distance, where $p \in [1, \infty]$:

$$\inf_{P: \mathcal{W}_p(P,Q) \leq \rho} P(E).$$

(P)

The set $E$ varies among applications. For example, in the uncertainty quantification, $E$ describes the event of interest, and (P) represents the safe probability at a certain confidence level. For another example, in adversarial binary classification, $E = \{x : yF_\theta(x) < 0\}$, where $F_\theta$ is a classifier, parameterized by $\theta$, that classifies a sample $x$ to the positive class if $F_\theta(x) > 0$ and the negative class otherwise, and (P) evaluates the worst-case classification accuracy for class $y \in \{\pm 1\}$.

The empirical success of Wasserstein DRO is often credited to its regularization effect. Indeed, studies on Wasserstein regularization not only provide novel interpretations and deepen the theoretical understanding of Wasserstein DRO, but also serve as an indispensable ingredient for establishing out-of-sample performance guarantees for Wasserstein DRO and thereby guide the radius selection [37, 8, 8, 2]. For continuous loss functions, it has been shown that Wasserstein DRO models are closely related to norm regularization [38, 12, 5], Lipschitz regularization [16, 37], gradient regularization [46, 8] and variation regularization [18, 2].

For 0-1 loss functions, however, understanding of the Wasserstein regularization is rather limited. The insights in the continuous setting cannot be translated easily to the 0-1 loss because the proof techniques therein mainly depend on Taylor’s expansion of a smooth loss function. In the context of
the chance-constrained program, Xie [50] and Chen et al. [13] show that the robust linear chance constraint can be equivalently viewed as regularized conditional value-at-risk; and in the context of adversarial linear classification, Ho-Nguyen and Wright [26] shows that Wasserstein DRO is equivalent to norm-regularized hinge loss minimization. Beyond these special linear cases, the regularization effect of Wasserstein 0-1 loss remains largely unknown.

To fill in this gap, in this paper, we show a general connection between Wasserstein DRO with 0-1 loss and regularization. A representative case of our result can be stated as follows.

**Theorem (Informal)** Let \( p \in [1, \infty] \) and \( E \subset \mathbb{R}^d \) be a non-empty open set. Let \( \mathbb{P}_n \) be an empirical distribution constructed from \( n \) i.i.d. samples from some underlying distribution with a positive density on \( E \). Define

\[
g(0) = \lim_{s \downarrow 0} \mathbb{P}_{\text{true}} \left( 0 < d_{E^c}(Z) \leq s \right),
\]

where \( d_{E^c}(Z) \) denotes the distance of a random sample \( Z \) to the complement set of \( E \). Let \( \rho_n = \rho_0/n^b \), where \( b \in (0, 1] \). Then

\[
\min_{\mathbb{P} : \mathbb{W}_p(\mathbb{P}, \mathbb{P}_n) \leq \rho_n} \mathbb{P}(E) \simeq \mathbb{P}_n(E) - (p + 1) \frac{1}{\rho_0^n} g(0) \frac{\rho_0}{\rho_n^{p+1}}.
\]

This theorem shows that the gap between the worst-case loss and the empirical loss is approximately equal to a penalty term proportional to \( g(0) \frac{\rho_0}{\rho_n^{p+1}} \) and \( \rho_n^{p/2} \). Two remarks are in order.

(I) The term \( g(0) \) measures the concentration of the underlying distribution \( \mathbb{P}_{\text{true}} \) around the inner boundary of \( E \). Intuitively, to minimize the probability, the worst-case distribution tends to transport samples in \( E \) near the inner boundary out of \( E \) (see details in Section 2). Hence, a larger density value \( g(0) \) around the inner boundary would imply that more samples close to the inner boundary of \( E \) can be transported out of \( E \) at low transport cost, leading to a larger gap between the worst-case loss and the empirical loss.

(II) The penalty term is a polynomial function of the radius \( \rho_n \) with an order \( \frac{p}{p+1} \), which is in sharp contrast to the case of continuous loss where the penalty has a linear dependence on the radius [18]. As such, when \( \rho_n \) approaches zero, the penalty term for 0-1 loss is of a lower order (and thus larger) than the case of continuous loss functions. Intuitively, this is because a perturbation of a sample would lead to a jump in the loss value rather than a continuous change, resulting in a more significant gap between the worst-case loss and the empirical loss.

The result above not only provides a deeper understanding of the regularization effect of Wasserstein DRO for 0-1 loss, but also highlights a qualitative difference in terms of the radius selection compared to the case of continuous loss functions. Indeed, following the principle in [17], we choose \( \rho_n \) to be the smallest radius such that the resulting worst-case loss from \( \mathbb{P}(E) \) serves as a high-confidence bound on the true loss \( \mathbb{P}_{\text{true}}(E) \). In light of this, if we set \( \rho_n = \rho_0/n^{p/2} \), then our result states that

\[
\min_{\mathbb{P} : \mathbb{W}_p(\mathbb{P}, \mathbb{P}_n) \leq \rho_n} \mathbb{P}(E) = \mathbb{P}_n(E) - (p + 1) \frac{1}{\rho_0^n} g(0) \frac{\rho_0}{\rho_n^p} / \sqrt{n} + \mathcal{O}(n^{-\frac{3}{2}}),
\]

where the gap between the worst-case loss and the nominal loss \( \mathbb{P}_n(E) \) is \( \mathcal{O}(1/\sqrt{n}) \). Thereby the worst-case loss can be served as a high-confidence (lower) bound of the true loss up to negligible high-order terms. Particularly, when \( p = 1 \), we have \( \rho_n \sim 1/n \). Our result also suggests that the choice \( \rho_n \sim 1/\sqrt{n} \) would be overly conservative when \( p \in [1, \infty) \), because the resulting confidence interval would have half-length \( n^{-p/2} \), wider than the standard concentration bounds such as Hoeffding’s.

In addition to the result presented in the previous informal theorem, we also consider other cases, including those with a fixed nominal distribution, often studied in adversarial learning, and the case where the decision boundary has a positive margin.
Overall, we develop a non-asymptotic statistical analysis framework for the regularization effect of Wasserstein DRO with 0-1 loss, which sheds light on a new radius selection rule that contrasts sharply with the continuous setting. In a nutshell, our main proof techniques are based on the worst-case analysis and tools from order statistics. We make use of the structure of the worst-case distribution (see [19] and Lemma 1 in Section 2) to show that the gap between the worst-case loss and the nominal loss depends mainly on (i) the value of the optimal dual Lagrangian multiplier when the nominal distribution is fixed, and (ii) the number of the points transported by the worst-case distribution when the nominal distribution is a (random) empirical distribution. Thereby, to bound the gap between robust loss and nominal loss, it amounts to bound the optimal dual Lagrangian multiplier or the number of the points transported. In our proof, these quantities are bounded using a careful analysis of the worst-case scenarios, leveraging tools from the concentration of measure for order statistics.

1.1. Related Literature

For Wasserstein DRO with 0-1 loss functions, general reformulations for uncertainty quantification problems are derived in [16, 6, 19] using duality arguments. Based on these dual representations, deterministic reformulations have been provided in several settings, such as chance-constrained programs (CCP) including linear CCP [50, 13, 30, 24, 25, 40, 41], nonlinear CCP [22, 27], CCP with binary decisions [50, 13, 30, 41], CCP with the special nominal distributions [40, 42]; and machine learning problems including adversarial classification [26, 44], hypothesis testing [20, 49], safe reinforcement learning [32]; as well as application domains in energy management [15, 35, 11] and automatic control [39], etc. These works have been focused on developing efficient computational tools but not on the regularization effect of Wasserstein DRO.

Recently there has been an emerging interest in studying the connection between Wasserstein DRO and regularization. For specific problem settings, existing works have established the equivalence between Wasserstein DRO and regularization, such as logistic regression [38, 5], piecewise-linear convex losses [16], linear regression and classification and their kernelization [12, 37], support vector machines [5], etc. For general settings, a connection between Wasserstein DRO and gradient regularization for smooth loss functions was established in [18, 46], which were generalized by [4, 2] under weaker assumptions; a finer analysis of the asymptotic equivalence for 2-Wasserstein DRO was established in [8]. As mentioned earlier, all these results rely on the smoothness of the loss functions, which enables the Taylor expansion on each data point.

For the 0-1 loss, regularized reformulations developed in [50, 13, 24, 26] exploit the linearity in the description of the set $E$. Their equivalence is exact, but the gap depends on the optimal value of the dual Lagrangian multiplier, whose dependence on the sample size is unclear. In contrast, we develop a probabilistic bound on the gap between the robust loss and the empirical loss as a function of the radius and sample size for a general measurable set $E$.

We also remark that for other distributional uncertainty sets, the robust 0-1 loss can sometimes be interpreted as regularization in a broad sense as well. For example, for certain moment-based sets [21, 9, 47, 52, 53, 23, 51, 54, 34] or Wasserstein set centered at a Gaussian distribution [40], the distributionally robust (generalized) linear chance constraint can be equivalently represented as regularized mean using standard deviation. For $\phi$-divergence-based sets, the distributionally robust chance constraint is equivalent to a nominal chance constraint with an adjusted safety level [28, 29, 31], which can also be viewed as regularization.

The paper proceeds as follows. In Section 2, we review the duality of Wasserstein DRO for 0-1 loss and the structure of the worst-case distribution. In Section 3, we study the regularization effect when the nominal distribution is fixed, which is a comparatively simple case yet provides essential insights. Next, in Section 4, we study the case when the nominal distribution is an empirical distribution constructed from i.i.d. samples. In Section 5, we discuss some applications of our results, especially their implications on the radius selection. We conclude the paper in Section 6. Proofs and auxiliary results are deferred to the Appendix.
2. Duality and Worst-case Distribution

In this section, we introduce notations and present the strong duality and the structure of worst-case distribution for (P).

Throughout this paper, let $p \in [1, \infty]$ and denote by $(\mathcal{Z}, \|\cdot\|) \subset \mathbb{R}^d$ a normed space and by $\mathcal{B}(\mathcal{Z})$ its Borel $\sigma$-algebra. Let $\|\cdot\|$ denote the dual norm. The interior of a set $A$ is denoted by $\text{int}(A)$. The support of a distribution $Q$ is denoted by $\text{supp} \ Q$. We use $O$ and $O_p$ to represent the big O and the big O in probability notations, respectively. Let $\mathcal{P}(\mathcal{Z})$ denote the set of all Borel probability measures on $\mathcal{Z}$. We denote random variables with capital letters and the realization with small letters, e.g. $Z$ and $z$.

The Wasserstein distance of order $p$ between distributions $P, Q \in \mathcal{P}(\mathcal{Z})$ is defined via

$$W_p(P, Q)^p := \left\{ \begin{array}{ll}
\inf_{\pi \in \mathcal{P}(\mathcal{Z}^2)} & \left\{ \mathbb{E}_{(Z, Z) \sim \pi} \left[ \|\tilde{Z} - Z\|^p \right] : \pi \text{ has marginals } P, Q \right\}, & p \in [1, \infty), \\
\inf_{\pi \in \mathcal{P}(\mathcal{Z}^2)} & \left\{ \pi\text{-ess sup}_{Z \times \tilde{Z}} \|\tilde{z} - z\| : \pi \text{ has marginals } P, Q \right\}, & p = \infty.
\end{array} \right.$$

Let $Q$ be a Borel probability measure on $\mathcal{Z}$, $\rho > 0$, and $E$ be an open set in $\mathcal{Z}$. By strong duality for Wasserstein DRO (Lemma 2 in Appendix A), the problem (P) admits a strong dual problem

$$\left\{ \begin{array}{ll}
\sup_{q \in [0, \infty)} \left\{ -\lambda p + \mathbb{E}_Q \left[ 1_E(Z) \cdot \min(1, \lambda d_{E^c}(Z)^p) \right] \right\}, & p \in [1, \infty), \\
Q \left( d_{E^c}(Z) > \rho \right), & p = \infty,
\end{array} \right.$$  \hspace{1cm} (D)

where $d_{E^c}(\cdot)$ denotes the distance to the complement of the set $E$. When $p \in [1, \infty)$, the dual maximizer, denoted by $\lambda_*$, exists. The following proposition shows that the assumption of an open set $E$ does not lose the generality, whose proof is given in Appendix EC.1.

**Proposition 1.** Let $p \in [1, \infty]$. For any measurable subset $E \subset \mathcal{Z}$, it holds that

$$\inf_{P \in \mathcal{P}(\mathcal{Z}) : W_p(P, Q) \leq \rho} \mathbb{P}(E) = \min_{P \in \mathcal{P}(\mathcal{Z}) : W_p(P, Q) \leq \rho} \mathbb{P}(\text{int}(E)).$$

Throughout the paper, we assume $Q(E) > 0$ without loss of generality; otherwise, the worst-case loss would be zero.

To describe the worst-case distribution, let us define the sets

$$\mathcal{Z}_* := \left\{ \begin{array}{ll}
\left\{ z \in E \cap \text{supp } Q : 0 < d_{E^c}(z) \leq \lambda_*^{-1/p} \right\}, & p \in [1, \infty), \\
\left\{ z \in E \cap \text{supp } Q : 0 < d_{E^c}(z) \leq \rho \right\}, & p = \infty,
\end{array} \right.$$  \hspace{1cm} (Z)

$$\mathcal{Z}_\approx := \left\{ \begin{array}{ll}
\left\{ z \in E \cap \text{supp } Q : d_{E^c}(z) = \lambda_*^{-1/p} \right\}, & p \in [1, \infty), \\
\emptyset, & p = \infty,
\end{array} \right.$$  \hspace{1cm} (Z)

which represent the sets of sample points transported in the worst case. Define two set-valued maps $\mathcal{T}_*, \mathcal{T}_* : \mathcal{Z} \Rightarrow \mathcal{Z}$ as

$$\mathcal{T}_*(z) = \begin{cases} z, & z \in \mathcal{Z}_*^c, \\
\arg \min_{\tilde{z} \in E^c} \|\tilde{z} - z\|, & z \in \mathcal{Z}_* \setminus \mathcal{Z}_\approx,
\end{cases}$$

and

$$\mathcal{T}_*(z) = \begin{cases} z, & z \in \mathcal{Z}_*^c \cup \mathcal{Z}_\approx, \\
\arg \min_{\tilde{z} \in E^c} \|\tilde{z} - z\|, & z \in \mathcal{Z}_* \setminus \mathcal{Z}_\approx.
\end{cases}$$

Then it follows from Lemma 3 in Appendix A that there exist $Q$-measurable transport maps $\mathcal{T}_*, \mathcal{T}_* : \mathcal{Z} \rightarrow \mathcal{Z}$ that are measurable selections of $\mathcal{T}_*$ and $\mathcal{T}_*$ respectively. Recall that the pushforward $T_#P$ of a probability distribution $P$ under a measurable map $T : \mathcal{Z} \rightarrow \mathcal{Z}$ is defined as $T_#P(A) := \mathbb{P}\{z \in \mathcal{Z} : T(z) \in A \}$, for every measurable set $A \subset \mathcal{Z}$. The following lemma characterizes the structure of the worst-case distribution, whose proof is given in Appendix EC.1.
Lemma 1 (Worst-case distribution).

(I) When $p = \infty$ and when $p \in [1, \infty)$ with a dual optimizer $\lambda_* = 0$, let $T_*$ be a measurable selection of $T_*$. Then $\mathbb{P}_* := T_* \# \mathbb{Q}$ is a worst-case distribution with probability $\mathbb{P}_*(E) = \mathbb{Q}(E \setminus Z_*)$.

(II) When $p \in [1, \infty)$ and all dual optimizers $\lambda_* > 0$, any worst-case transport plan $\gamma_*$ satisfies $\rho^p = \mathbb{E}(Z, \tilde{Z})_{\gamma_*} \left[ ||\tilde{Z} - Z||^p \right]$ and

$$\{(z, T_-(z)) : z \in Z_*\} \subset \text{supp } \gamma_* \subset \{(z, T_+(z)) : z \in Z_*\}.$$

Moreover, there exist $t^* \in [0, 1]$ and measurable selections $T_*$ of $T_*$ and $T_-$ of $T_-$ such that

$$\mathbb{P}_* := t_* T_* \# \mathbb{Q} + (1 - t_*) T_- \# \mathbb{Q}$$

is a worst-case distribution with probability $\mathbb{P}_*(E) = \mathbb{Q}(E \setminus Z_*) + (1 - t_*) \mathbb{Q}(Z_*)$.

(III) Let $p \in [1, \infty)$ and set $\rho_{\max} := \left( \mathbb{E}_\mathbb{Q} [1_E(Z) d_{E^c}(Z)^p] \right)^{\frac{1}{p}}$. If $\rho < \rho_{\max}$, then every dual optimizer $\lambda_* > 0$; if $\rho \geq \rho_{\max}$, then $\lambda_* = 0$ is a dual optimizer.

Lemma 1(I) and (II) separate two different situations: one corresponds to $\infty$-Wasserstein DRO or $p$-Wasserstein distance with an unbinding Wasserstein constraint, and the other corresponds to $p$-Wasserstein distance with a binding Wasserstein constraint. The former does not have mass splitting, whereas the latter may have mass splitting. Lemma 1(III) describes the condition for a binding Wasserstein constraint, i.e., $\lambda_* > 0$.

We illustrate this result in Figure 1. The support of the nominal distribution $\mathbb{Q}$ is demonstrated by diamond dots and shaded regions, representing point mass and continuous density, respectively. In the case described in Lemma 1(I), the worst-case distribution $\mathbb{P}_*$ transports all points in $Z_*$ to their respective nearest boundary points. In the case described in Lemma 1(II), the worst-case distribution $\mathbb{P}_*$ transports all points in $Z_* \setminus Z_\infty$ with full probability to $E^c$ and splits $t_*$-fraction of points in $Z_\infty$ (as illustrated by $\tilde{\xi}$) to their respective nearest boundary points (as illustrated by $\xi_\ast$). If $t_* = 1$ or $\mathbb{Q}(Z_\infty) = 0$, then the splitting at $Z_\infty$ does not occur, and all points in $Z_*$ are transported out in full probability to $E^c$.

Figure 1 The worst-case distribution transports points (diamonds and shaded region) in $Z_*$ to their nearest boundary points (crosses and curves), with the possible splitting of probability mass at $Z_\infty$ (purple diamond).
3. Regularization Effect when the Nominal Distribution is Fixed

Define the Wasserstein regularizer
\[ \mathcal{R}_{Q,\rho}(\rho) := Q(E) - \min_{p \in \mathcal{P}(Z): \mathcal{W}_p(\mathcal{P},\mathcal{Q}) \leq \rho} \mathbb{P}(E), \]
that is, the difference between the nominal probability and the Wasserstein robust probability. In this section, we study the regularization effect of Wasserstein 0-1 loss when \( Q \) is a fixed distribution. This is commonly seen in adversarial learning, where \( Q \) represents the data distribution in the training environment, and the testing environment can be adversarially different from the training environment, captured by the worst-case distribution in the Wasserstein ball.

We start by defining the following function that plays a crucial role in our results. Let \( G \) be the conditional cumulative distribution function of the random variable \( d_{E^c}(Z) \) given that \( d_{E^c}(Z) > 0 \), where \( Z \) is sampled from \( \mathcal{Q} \):
\[ G(s) := Q(d_{E^c}(Z) \leq s \mid d_{E^c}(Z) > 0) = \frac{Q(0 < d_{E^c}(Z) \leq s)}{Q(E)}, \]
which describes how the probability in \( \text{supp} \mathcal{Q} \cap E \) is distributed in an \( s \)-margin from the boundary of \( E \). Note that \( G(s) \) is well-defined due to our assumptions that \( E \) is open and \( Q(E) > 0 \).

3.1. \( \infty \)-Wasserstein Regularization

In this subsection, we study \( p = \infty \). Using the definition of \( G \), the Wasserstein regularizer \( \mathcal{R}_{Q,\infty}(\rho) \) admits a simple expression by virtue of the structure of the worst-case distribution (Lemma 1(I)).

**Theorem 1.** Let \( p = \infty \). Then
\[ \mathcal{R}_{Q,\infty}(\rho) = G(\rho)Q(E). \]

**Proof.** Recall that \( Z_s = \{ z \in E : d_{E^c}(z) \leq \rho \} \) as defined in (Z). According to Lemma 1(I), the worst-case probability is \( Q(E \setminus Z_s) \). Then
\[ \mathcal{R}_{Q,\infty}(\rho) = Q(E) - Q(E \setminus Z_s) = Q(Z_s) = G(\rho)Q(E), \]
where the last equality follows from the definition of the conditional distribution. \( \square \)

In view of Theorem 1, to obtain a Taylor expansion of \( \mathcal{R}_{Q,\infty}(\rho) \) with respect to \( \rho \) around zero, we need some kind of differentiability of the function \( G \) in a neighborhood of 0. In the sequel, whenever the derivative \( G' \) exists, we denote
\[ g(s) := G'(s), \quad g(0) := g(0)Q(E). \]
We impose the following assumption.

**Assumption 1.** There exist constants \( \delta > 0 \) and \( L_g > 0 \) such that \( G \) is differentiable on \([0, \delta]\), \( G(\delta) > 0 \) and
\[ |g(x) - g(y)| \leq L_g|x - y|, \quad \forall x, y \in [0, \delta]. \]
The differentiability at 0 and \( \delta \) refers to the one-sided differentiability and the condition \( G(\delta) > 0 \) excludes the case that \( G \) is constantly zero on \([0, \delta]\). Under Assumption 1, \( G \) admits a second order approximation \( |G(y) - G(x) - g(x)(y - x)| \leq \frac{L_g}{2}(x - y)^2 \) (Lemma EC.1 in Appendix EC.2). It follows that
\[ |\mathcal{R}_{Q,\infty}(\rho) - g(0)\rho| \leq \frac{L_g}{2}\rho^2. \]
3.2. \(p\)-Wasserstein Regularization \((p \in [1, \infty])\)

In this subsection, we consider \(p \in [1, \infty]\), which turns out to be qualitatively different from \(p = \infty\). By (D) we have
\[
\mathcal{R}_{Q,p}(\rho) = \inf_{\lambda \geq 0} \left\{ \lambda \rho^p + \mathbb{E}_Q [1_E(Z) \max(0, 1 - \lambda d_{E^c}(Z)^p)] \right\}
\]
\[
= \inf_{\lambda \geq 0} \left\{ \lambda \rho^p + \mathbb{Q}(E) \int_0^{\lambda^{-1/p}} (1 - \lambda s^p) dG(s) \right\}.
\]

The worst-case behavior depends crucially on the distance between \(\text{supp } Q \cap E\) and the boundary of \(E\). More specifically, define the margin
\[
\bar{s} = \inf\{s > 0 : G(s) > 0\},
\]
which represents the least distance between \(\text{supp } Q \cap E\) and the boundary of \(E\). By Assumption 1, the following quantity is well-defined:
\[
g(s) := \lim_{s \uparrow \bar{s}} \frac{\mathbb{Q}\left( s \leq d_{E^c}(Z) \leq s - \bar{s} \right)}{s - \bar{s}} = g(s)\mathbb{Q}(E),
\]
representing the density of the random variable \(d_{E^c}(Z)\) at \(\bar{s}\) (from right), where \(Z\) is distributed as \(Q\). Note that this definition is consistent with \(g(0)\) in (1).

3.2.1. Positive Margin

According to Lemma 1, for small \(\rho\), when \(\lambda_s^{-1/p} > \bar{s}\),
\[
\rho^p \geq \mathbb{E}_Q [d_{E^c}(Z)^p 1_{\{Z < \bar{s}\}}(Z)] \geq \bar{s}^p \mathbb{E}_Q [1_{\{Z < \bar{s}\}}(Z)] \geq \mathbb{Q}(E) \cdot \bar{s}^p (G(\lambda_s^{-1/p}) - G(\bar{s})).
\]

This indicates that when \(\bar{s} > 0\), \(G(\lambda_s^{-1/p}) \to G(\bar{s})\) as \(\rho \to 0\) (and thus \(\lambda_s\) is away from zero as \(\rho \to 0\)). By the structure of the worst-case distribution (Lemma 1(II)), this means that if \(\text{supp } Q \cap E\) has a positive margin \(\bar{s}\), then as the radius \(\rho\) becomes small, only points near the \(\bar{s}\)-margin are transported in the worst case. Thereby
\[
\mathcal{R}_{Q,p}(\rho) \simeq \mathbb{Q}(Z_s) \simeq \mathbb{Q}(E) \cdot (G(\lambda_s^{-1/p}) - G(\bar{s})) \overset{(3)}{=} \bar{s}^{-p} \rho^p.
\]

Note that for \(\rho < \bar{s}, \bar{s}^{-p} \rho^p\) tends to 0 as \(p\) approaches to \(\infty\), which is consistent with (1) as \(g(0) = 0\).

The discussion above is formalized in the following result under suitable smoothness conditions. We consider three cases: (I) \(G\) has point mass at \(\bar{s}\), (II) \(G\) has positive density at \(\bar{s}\), and (III) \(G\) has zero density at \(\bar{s}\), respectively. The detailed proof is given in Appendix EC.2.1.

**Theorem 2.** Let \(p \in [1, \infty)\). Suppose \(\bar{s} > 0\), and when \(G(\bar{s}) = 0\), assume Assumption 1 holds.

(I) When \(G(\bar{s}) > 0\), for any \(\rho < [G(\bar{s})\mathbb{Q}(E)]^{\frac{1}{p}} \bar{s}\), it holds that
\[
\mathcal{R}_{Q,p}(\rho) = \bar{s}^{-p} \rho^p.
\]

(II) When \(G(\bar{s}) = 0\) and \(g(\bar{s}) > 0\), there exists a positive constant \(\tilde{\rho}\) dependent on \((E, Q, p)\) such that for any \(\rho < \tilde{\rho}\), it holds that
\[
\bar{s}^{-p} \rho^p - \frac{2p}{\bar{s}^{2p+1} g(\bar{s})} \rho^{2p} \leq \mathcal{R}_{Q,p}(\rho) \leq \bar{s}^{-p} \rho^p.
\]

(III) When \(G(\bar{s}) = 0\) and \(g(\bar{s}) = 0\), assume there exist constants \(\tau \geq 1, c_\bar{s} > 0\) such that \(\lim_{x \to 0} \frac{G(x)}{x^\tau} = c_\bar{s}\). Then there exists a positive constant \(\tilde{\rho}\) dependent on \((E, Q, p)\) such that for any \(\rho < \tilde{\rho}\), it holds that
\[
\rho^p \bar{s}^{-p} - \frac{2^{1/\tau} p}{c_\bar{s}^{1/\tau} \bar{s}^{(1+1/\tau)p+1} \mathbb{Q}(E)^{1/\tau}} \rho^{(1+1/\tau)p} \leq \mathcal{R}_{Q,p}(\rho) \leq \bar{s}^{-p} \rho^p.
\]
All three cases show that $R_{Q,p}(\rho) = s^{-p} \rho^p$ when $s > 0$. They differ mainly in the remainder term. In (I), for sufficiently small radius, by Lemma 1 a fraction of the point mass in $Z_s = Z_{s} = \{z \in E : d_E(z) = s\}$ is split and transported to its nearest boundary, resulting in a linear decrease of probability in the worst case. In (II) and (III), when $G$ is differentiable at $s$, the smoothness conditions in the neighborhood of $s$ ensure there is sufficient probability around $s$ to be transported so that $\lambda_s \geq s^{-p} - O(\rho^a)$ for some $a > 0$.

3.2.2. Zero Margin Next, we consider the other case $s = 0$. Consider the following motivating example.

Example 1. Consider $Z = (-1, 1, \cdot | \cdot)$ and $E = (0, 1)$. Let $p \in [1, \infty)$. Suppose $Q$ is uniform distribution on $[0, 1]$. Then $Q(E) = \frac{1}{2}$ and $G(s) = \mathbb{P}\{Z \leq s | 0 < Z < s\} = 2s$ for $0 < s < \frac{1}{2}$. It follows from (D) that

$$R_{Q,p}(\rho) = \inf_{\lambda \geq 0} \left\{ \lambda \rho^p + E_Q[1_E(Z) \max(0, 1 - \lambda d_{E'}(Z)^p)] \right\}$$

$$= \begin{cases} \frac{1}{2}, & \text{if } \lambda_s = 0, \\ \inf_{s > 0} \left\{ \lambda \rho^p + Q(E) \int_0^{s^{-1/\rho}} (1 - \lambda s^p) g(s) ds \right\}, & \text{if } \lambda_s > 0, \\ \frac{1}{2}, & \text{if } \lambda_s = 0, \\ \inf_{s > 0} \left\{ \lambda \rho^p + \int_0^{s^{-1/\rho}} (1 - \lambda s^p) ds \right\}, & \text{if } \lambda_s > 0, \\ \frac{1}{2}, & \text{if } \lambda_s = 0, \\ (p + 1)^{1/p} \rho^{\frac{p}{p+1}}, & \text{if } \lambda_s > 0. \end{cases}$$

Note that for any fixed $\rho$, $R_{Q,p}(\rho)$ is monotonically decreasing with respect to $p$; see Lemma EC.3 in Appendix EC.2.2 for details.

Example 1 shows that when $\rho \to 0$, the Wasserstein regularizer $R_{Q,p}(\rho)$ is $\mathcal{O}(\rho^{\frac{p}{p+1}})$, which is smaller than the $\mathcal{O}(\rho)$-order for loss functions with certain modulus of continuity [18]. This is largely because, in the latter case, perturbation of data leads to a linear change in the value of the loss function, but in the case of 0-1 loss, the change is discrete, and thus Taylor expansion of the loss function used in the continuous losses does not apply to the 0-1 loss. As such, for 0-1 loss, $R_{Q,p}(\rho)$ cannot be Lipschitz continuous at 0. Nonetheless, if the nominal distribution $Q$ has certain smoothness property, $R_{Q,p}(\rho)$ can be Hölder smooth at 0 as in Example 1. This intuition extends to more general cases, as in the following theorem, whose proof can be found in Appendix EC.2.3.

**Theorem 3.** Let $p \in [1, \infty)$. Suppose $s = 0$. Assume Assumption 1 holds.

1. When $g(0) > 0$, there exists a constant $\tilde{\rho}$ dependent on $(E, Q, p)$ such that for any $\rho < \tilde{\rho}$,

$$\left| R_{Q,p}(\rho) - (p + 1)^{1/p} g(0)^{\frac{p}{p+1}} \rho^{\frac{p}{p+1}} \right| \leq \frac{p}{p+2} 2^{\frac{p}{p+1}} L_g(p+1) \rho^{\frac{p}{p+1}} Q(E) \rho^{\frac{2p}{p+1}}.$$ 

2. When $g(0) = 0$, there exists a constant $\tilde{\rho}$ dependent on $(E, Q, p)$ such that for any $\rho < \tilde{\rho}$,

$$0 \leq R_{Q,p}(\rho) \leq \left( \frac{p+2}{2} \right)^{\frac{p}{p+2}} (L_g Q(E))^{\frac{p}{p+2}} \rho^{\frac{2p}{p+1}}.$$ 

Theorem 3 shows that when the margin $s = 0$,

$$R_{Q,p}(\rho) = (p + 1)^{1/p} g(0)^{\frac{p}{p+1}} \rho^{\frac{p}{p+1}}.$$ 

The Hölder order $\frac{p}{p+1}$ increases as $p$ increases and converges to 1 as $p \to \infty$, consistent with (1). The constant $g(0)$ indicates that the more probability in $\text{supp} \ Q \cap E$ concentrates around the boundary of $E$, the larger the Wasserstein regularizer is. This makes intuitive sense, because the perturbation of
points near the boundary leads to a jump in the value of the 0-1 loss, and more concentration on the boundary makes it easier to change the loss with a tiny perturbation.

Unlike Example 1 with a uniform nominal distribution \( Q \), in general cases, the dual optimizer \( \lambda_s \) cannot be solved explicitly. As such, the pivotal proof technique for Theorem 3 is to develop upper and lower bounds on the dual optimizer \( \lambda_s \). To this end, in the proof we exploit the relationship between \( \rho \) and \( \lambda_s \), Lemma 1 and (3). Using the approximation \( R_{Q,p}(\rho) \approx Q(Z_s) \approx Q(E) \cdot G(\lambda_s^{-1/p}) \) from Lemma 1, we can establish the lower and upper bounds on \( R_{Q,p}(\rho) \).

We close this section by summarizing our main findings on the approximation of \( R_{Q,p}(\rho) \) in Table 1. Note that the limiting cases as \( p \to \infty \) in the last column are consistent with the case \( p = \infty \).

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Expansion of ( R_{Q,p}(\rho) ) for a fixed nominal distribution ( Q )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( p = \infty )</td>
</tr>
<tr>
<td>Positive margin</td>
<td>( 0 + O(\rho^2) )</td>
</tr>
<tr>
<td></td>
<td>(Equation (1) with ( g(0) = 0 ))</td>
</tr>
<tr>
<td>Zero margin</td>
<td>( g(0)\rho + O(\rho^2) )</td>
</tr>
<tr>
<td></td>
<td>(Equation (1))</td>
</tr>
</tbody>
</table>

4. Regularization Effect when the Nominal Distribution is Empirical

In this section, we consider the case where \( Q \) is an empirical distribution.

\[
\mathbb{P}_n = \frac{1}{n} \sum_{i=1}^{n} \delta_{z_i^n},
\]

where \( z_i^n, i = 1, \ldots, n \), are \( n \) i.i.d. samples from some underlying distribution \( \mathbb{P}_{\text{true}} \) and \( \delta_z \) denotes the Dirac point mass on \( z \). In this case, we would choose a sample-size-dependent radius \( \rho = \rho_n \). As we will see, intuitions in the case of a fixed nominal distribution are mostly extended to the case of an empirical distribution. Nonetheless, the randomness of the empirical distribution \( \mathbb{P}_n \) makes the analysis much more complicated than the case of a fixed nominal distribution.

In light of the structure of the worst-case distribution (Lemma 1), let us assume without loss of generality that \( z_i^n, i = 1, \ldots, n \), are ordered in a way such that \( d_{E}(z_1^n) \leq d_{E}(z_2^n) \leq \cdots \leq d_{E}(z_n^n) \). Let \( I \) be the smallest index such that \( d_{E}(z_I^n) > 0 \). Setting \( N = n - I + 1 \), then we have \( \hat{N} \sim \text{Binomial}(n, \mathbb{P}_{\text{true}}(E)) \). For \( 1 \leq j \leq N \), define \( S_j := d_{E}(z_{I+j-1}^n) \) and adopt the convention that \( S_0 = 0 \). By properties of order statistics, conditioning on \( N \), \( \{S_j\}_{j=1}^{N} \) are independent. With slight abuse of notation, let

\[
G(s) := \mathbb{P}_{\text{true}}(d_{E}(Z) \leq s \mid d_{E}(Z) > 0),
\]

where \( Z \) is sampled from \( \mathbb{P}_{\text{true}} \). Set

\[
g(s) = \lim_{s \downarrow 0} \mathbb{P}_{\text{true}} \left( \frac{s}{s - \bar{s}} \leq d_{E}(Z) \leq s \right) = g(\bar{s}) \mathbb{P}_{\text{true}}(E),
\]

where \( \bar{s} \) is defined in a same way as in (2) and recall that \( g = G' \) wherever \( G \) is differentiable.

In Section 4.1 and Section 4.2 below, we study cases of \( p = \infty \) and \( 1 \leq p < \infty \), respectively.
4.1. $\infty$-Wasserstein Regularization

In view of Lemma 1, define $0 \leq J \leq N$ to be such that

$$S_J \leq \rho_n < S_{J+1}.$$ 

Namely, $J$ is the number of sample points perturbed by the worst-case distribution, as specified by the set $\mathcal{Z}$, defined in (Z). Note that $\mathcal{Z}$ has been exploited in the proof of Theorem 1, the case of a fixed nominal distribution. We have that $G(S_J) \leq G(\rho_n) < G(S_{J+1})$ and $J \sim \text{Binomial}(n, \mathbb{P}_{\text{true}}(E)G(\rho_n))$. Using Bernstein’s inequality, we can obtain

$$J = n\mathbb{P}_{\text{true}}(E)G(\rho_n) + O_p(n^{\frac{1}{2}}).$$

Meanwhile, by Lemma 1,

$$\frac{J}{n} \leq R_{\mathbb{P}_{n, \infty}}(\rho_n) < \frac{J+1}{n}.$$ 

Then the confidence interval of $J$ implies the confidence interval of $R_{\mathbb{P}_{n, \infty}}(\rho_n)$. The discussion above is formalized in the following result; see Appendix EC.3.1 for a detailed proof.

**Theorem 4.** Let $\rho_n = \rho_0/\sqrt{n}$ with $\rho_0 > 0$. Assume Assumption 1 holds. Let $t > 0$. Then there exist constants $n_0$ and $C$ both dependent on $(E, \mathbb{P}_{\text{true}}, \rho_0, t)$ such that for every $n > n_0$, it holds with probability at least $1 - 2 \exp\left(-\frac{t^2}{2}\mathbb{P}(0)\rho_n^2\right)$ that

$$\left|R_{\mathbb{P}_{n, \infty}}(\rho_n) - g(0)\rho_n\right| \leq \frac{C}{n^{3/4}}.$$ 

Moreover, when $g(0) = 0$, there exist constants $n_0$ and $C$ dependent on $(E, \mathbb{P}_{\text{true}}, \rho_0, t)$ such that for any $n > n_0$, it holds with probability at least $1 - 2 \exp\left(-\frac{3t^2}{3\mathbb{P}_{\text{true}}(E)L_2\rho_n^2}+2t\right)$ that

$$R_{\mathbb{P}_{n, \infty}}(\rho_n) \leq \frac{C}{n}.$$ 

The first-order approximation $g(0)\rho_n$ has the same form as in (1) for a fixed nominal distribution. When $g(0) = 0$, the remainders in (1) and Theorem 4 are both $O(\rho_n^2)$. However, when $g(0) > 0$, the remainder in Theorem 4 is $O(\rho_n^\frac{3}{2})$, which is larger than $O(\rho_n^2)$ remainder in (1). This is because randomness on the empirical distribution $\mathbb{P}_n$ leads to randomness on the number $J$ of points being perturbed by the worst-case distribution, and the standard deviation of $J$ results in an extra $O(n^{-3/4})$ term in the remainder.

The following result shows that the order of the remainder is tight, whose detailed proof can be found in Appendix EC.3.2.

**Proposition 2.** Let $p = \infty$ and $\rho_n = \rho_0/\sqrt{n}$ with $\rho_0 > 0$. Assume that Assumption 1 holds with $g(0) > 0$. Let $t > 0$. Then there exists a constant $C$ dependent on $(E, \mathbb{P}_{\text{true}}, \rho_0, t)$ such that it holds with probability at least $\frac{2\sqrt{2}}{\sqrt{\pi}(\sqrt{t}+t^2)} e^{-\frac{t^2}{2}}$ that

$$\lim_{n \to \infty} \left|R_{\mathbb{P}_{n, \infty}}(\rho_n) - g(0)\rho_n\right| - \frac{C}{n^{3/4}} \geq 0.$$ 

This result shows that with a positive probability, the remainder is $O(n^{-3/4})$, and thereby the bound in Theorem 1 cannot be improved in general.
4.2. $p$-Wasserstein Regularization ($p \in [1, \infty)$)

The analysis for the case of $p \in [1, \infty)$ is more involved. Recall from Section 3.2 that in the case of a fixed nominal distribution, the crux of our analysis was to develop lower and upper bounds on the dual optimizer $\lambda_*$ that specifies $Z_*$ as defined in (Z). When the nominal distribution becomes an empirical distribution $\mathbb{P}_n$ subject to randomness due to sampling, the dual optimizer $\lambda_*$ becomes random as well. This creates additional challenges in deriving bounds for $\lambda_*$.

Define

$$U_0 = 0, \quad U_j = G(S_j), \quad j = 1, \ldots, N.$$ 

Throughout this subsection, we assume that $G$ is a continuous function; note that this is a weaker condition than assuming $G$ to be the cumulative distribution function of a continuous random variable. By [10, Theorem 2.1.10], $U_j \sim \text{Beta}(j, N + 1 - j)$, $j = 1, \ldots, N$. Set $0 \leq J \leq N$ to be such that

$$\frac{1}{n} \sum_{j=0}^{J} S_j^p \leq \rho_n^p < \frac{1}{n} \sum_{j=0}^{J+1} S_j^p. \quad (4)$$

Here the random variable $J$ specifies the points in $\text{supp} \mathbb{P}_n$ that are transported by the worst-case distribution and thereby specifies $Z_*$ as defined in (Z). From this aspect, it plays a similar role as the dual optimizer $\lambda_*$ as in our analysis in the previous section. By Lemma 1, it follows that

$$\frac{J}{n} \leq \mathcal{R}_{\mathbb{P}_n, p}(\rho_n) < \frac{J+1}{n}. \quad (5)$$

Recall from (2) and our definition of $G$ in this section that

$$\underline{s} = \inf \{ s > 0 : G(s) > 0 \} = \inf \{ s > 0 : \mathbb{P}_{\text{true}}(d_{E^*}(Z) \leq s \mid d_{E^*}(Z) > 0) > 0 \}.$$ 

Similar to the case of a fixed nominal distribution, we separate the cases $s > 0$ and $s = 0$. We will consider a general radius selection rule $\rho_n = \rho_0 n^{-b}$ for some $\rho_0 > 0$ and $0 < b \leq 1$ in this subsection.

4.2.1. Positive Margin

We first consider the case $s > 0$. The idea of our analysis is sketched below.

When $G(s) > 0$, there exist $O_p(n)$ samples whose distance to the boundary of $E$ is $s$. So it would cost $O(1)$ distance to transport all these points to the boundary of $E$. As such, for $\rho_n = O(n^{-b})$, $b \in (0, 1]$, with high probability, all points that are transported in the worst-case distribution would have $s$-distance away from the boundary of $E$, namely, $S_j = s$ for $0 \leq j \leq J$. Thereby, using (4) and (5), we have

$$\mathcal{R}_{\mathbb{P}_n, p}(\rho_n) \approx s^{-p} \rho_n^p.$$ 

When $G(s) = 0$, using $U_j \sim \text{Beta}(j, N + 1 - j)$, the confidence interval of $U_j = G(S_j)$ has the form

$$\frac{j}{N+1} \pm t \sqrt{\frac{j(N+1-j)}{(N+1)^2(N+2)}}.$$ 

Under smoothness assumption on $G^{-1}$, we can derive the confidence interval of $S_j$ as

$$G^{-1} \left( \frac{j}{N+1} \pm t \sqrt{\frac{j(N+1-j)}{(N+1)^2(N+2)}} \right) \approx G^{-1} \left( \frac{j}{N+1} \right) \pm O_p \left( t \sqrt{\frac{j(N+1-j)}{(N+1)^2(N+2)}} \right) \approx s + O_p \left( \frac{j}{N+1} \right) \pm O_p \left( t \sqrt{\frac{j(N+1-j)}{(N+1)^2(N+2)}} \right). \quad (6)$$

It follows that

$$\frac{1}{n} \sum_{j=0}^{J} S_j^p \approx \frac{1}{n} \sum_{j=0}^{J} \left(s + O_p \left( \frac{j}{N+1} \right) \pm O_p \left( t \sqrt{\frac{j(N+1-j)}{(N+1)^2(N+2)}} \right) \right)^p$$

$$= \frac{1}{n} s^p + O_p(1). \quad (7)$$

Thereby, using (4) we can derive a confidence bound on $J$, which, by (5), further renders a confidence bound on $\mathcal{R}_{\mathbb{P}_n, p}(\rho_n)$

$$\mathcal{R}_{\mathbb{P}_n, p}(\rho_n) \approx s^{-p} \rho_n^p.$$ 

The analysis above is rigorously stated in the following result, whose proof is given in Appendix EC.4.1.
THEOREM 5. Let \( p \in [1, \infty) \) and \( \rho_n = \rho_0/n^b \) with \( \rho_0 > 0 \), where \( 0 < b \leq 1 \). Suppose \( \varsigma > 0 \).

(I) When \( G(\varsigma) > 0 \), let \( t > 0 \). Then there exists a constant \( n_0 \) dependent on \((E, \mathbb{P}_{\text{true}}, p, b, t)\) such that for any \( n \geq n_0 \), with probability at least \( 1 - \exp\left(-\frac{t^2}{2\mathbb{P}_{\text{true}}(E)G(\varsigma)(1-\mathbb{P}_{\text{true}}(E)G(\varsigma))} \right) \), it holds that

\[
\left| \mathcal{R}_{\mathcal{P}_{n,p}}(\rho_n) - \sqrt[n]{p}\rho_n^p \right| < \frac{1}{n}.
\]

(II) When \( G(\varsigma) = 0 \) and \( g(\varsigma) > 0 \), assume Assumption 1 holds. Let \( t_1, t_2 > 0 \). Then there exist constants \( n_0 \) and \( C \) both dependent on \((E, \mathbb{P}_{\text{true}}, p, \rho_0, b, t_1, t_2)\) such that for any \( n \geq n_0 \), with probability at least \( 1 - n \exp\left(-\frac{t_1^2}{2+4t_1} \right) - 2 \exp(-2t_2^2) \), it holds that

\[
\left| \mathcal{R}_{\mathcal{P}_{n,p}}(\rho_n) - \sqrt[n]{p}\rho_n^p \right| < \frac{C}{n\min(1.2, b, p, \frac{3bp+1}{2})}.
\]

(III) When \( G(\varsigma) = 0 \) and \( g(\varsigma) = 0 \), assume there exist constants \( \tau, c_\varsigma > 0 \) such that \( \liminf_{\varsigma \to 0} \frac{G(\varsigma+x)}{x^\tau} = c_\varsigma \). Then there exist constants \( n_0 \) and \( C \) both dependent on \((E, \mathbb{P}_{\text{true}}, p, \rho_0, b, t_1, t_2)\) such that for any \( n \geq n_0 \), with probability at least \( 1 - n \exp\left(-\frac{t_1^2}{2+4t_1} \right) - 2 \exp(-2t_2^2) \), it holds that

\[
\left| \mathcal{R}_{\mathcal{P}_{n,p}}(\rho_n) - \sqrt[n]{p}\rho_n^p \right| < \frac{C}{n\min(1.2b, 1+\frac{3bp+1}{2})}.
\]

Compared to Theorem 2 for a fixed nominal distribution, the dominating term \( \sqrt[n]{p}\rho_n^p \) in Theorem 5 is of the same form, yet the remainders are not entirely the same. For all three cases (I)(II)(III) of Theorem 5, the \( 1/n \) term in the remainder—which does not exist in Theorem 2—comes from the discrete structure of the worst-case distribution; see Lemma 1 and (4) (5). For the case (II) of Theorem 5, the remainder term \( n^{-2bp} = \mathcal{O}(\rho_n^{2p}) \) is consistent with the remainder term \( \rho^{2p} \) in Theorem 2(II), and the extra remainder term \( n^{-\frac{3}{2}} \) comes from the higher-order expansion in (7), as a result of the randomness in \( U_j \) due to sampling. For the case (III) of Theorem 5, the remainder term \( n^{-(1+\frac{3}{2})bp} = \mathcal{O}(\rho_n^{(1+\frac{3}{2})p}) \) is consistent with the remainder term \( \rho^{(1+\frac{3}{2})p} \) in Theorem 2(III), and the extra remainder term also results from the randomness of \( U_j \) due to sampling.

4.2.2. Zero Margin Next, we consider the case \( \varsigma = 0 \). Similar to (6), we derive the confidence interval of \( S_j \) as

\[
G^{-1}\left( \frac{j}{N+1} + \sqrt{\frac{j(N+1-j)}{(N+1)^2(N+2)}} \right) = G^{-1}\left( \frac{j}{N+1} \right) \pm \mathcal{O}_p\left( \sqrt{\frac{j(N+1-j)}{(N+1)^2(N+2)}} \right)
\]

\[
\approx \frac{j}{g(0)(N+1)} + \mathcal{O}_p\left( \frac{j^2}{(N+1)^2} \right) + \mathcal{O}_p\left( \sqrt{\frac{j(N+1-j)}{(N+1)^2(N+2)}} \right).
\]

Then it follows that

\[
\frac{1}{n} \sum_{j=0}^{J} S_j \approx \frac{1}{n} \sum_{j=0}^{J} \frac{j}{g(0)(N+1)} + \mathcal{O}_p\left( \frac{j^2}{(N+1)^2} \right) + \mathcal{O}_p\left( \sqrt{\frac{j(N+1-j)}{(N+1)^2(N+2)}} \right) = \frac{J^{p+1}}{g(0)\rho_n(N+1)^p} + \mathcal{O}_p(1)
\]

(8)

\[
\approx \frac{J^{p+1}}{(p+1)(g(0)\mathbb{P}_{\text{true}}(E))^p n^{p+1}} + \mathcal{O}_p(1).
\]

Then it follows that

\[
\mathcal{R}_{\mathcal{P}_{n,p}}(\rho_n) \approx (p+1)\frac{J^{p+1}}{n^{p+1}} g(0) \frac{\rho_n^p}{n^{p+1}} + \mathcal{O}_p(1).
\]

The following theorem formalizes the result above; see Appendix EC.4.2 for a detailed proof.
Theorem 6. Let $p \in [1, \infty)$. Suppose $z = 0$ and $\rho_n = \rho_0/n^b$ for some $\rho_0 > 0$ and $0 < b \leq 1$. Assume Assumption 1 holds. Let $t_1, t_2 > 0$. Then with probability at least $1 - n\exp(-\frac{t_1^2}{2en^b}) - 2\exp(-2t_2^2)$, the following holds:

(I) When $g(0) > 0$, there exist constants $n_0$ and $C$ both dependent on $(E, \mathbb{P}_{\text{true}}, p, \rho_0, t_1, t_2)$ such that for any $n > n_0$,

$$\left|R_{\mathbb{P}_{\text{true}}, p} (\rho_n) - (p + 1) \frac{1}{\rho_n} g(0) \rho_n^{\frac{p}{n+1}} \right| \leq \frac{C}{n \min\left(1, \frac{2b_p}{n^{2p}}, \frac{n+1}{2p} n^{2p}ight)}.$$ 

(II) When $g(0) = 0$ and $0 < b < \frac{b_p + 2}{2p}$, there exists a positive integer $n_0$ dependent on $(E, \mathbb{P}_{\text{true}}, p, \rho_0, b, t_1, t_2)$ such that for any $n > n_0$,

$$R_{\mathbb{P}_{\text{true}}, p} (\rho_n) < \left(\frac{p+2}{2}\right)^{\frac{2}{p+2}} \left(\mathbb{P}_{\text{true}}(E) L \mathcal{G}_0\right)^{\frac{2}{p+2}} \frac{1}{n^{2p}} + \frac{1}{n}.$$ 

The regularization term $(p + 1) \frac{1}{\rho_n} g(0) \rho_n^{\frac{p}{n+1}}$ is consistent with Theorem 3 for a fixed nominal distribution. Moreover, the remainder terms $n^{-\frac{2b_p}{p+2}} = \mathcal{O}(\rho_n^{\frac{p}{n+1}})$ in (I) and $n^{-\frac{2b_p}{p+1}} = \mathcal{O}(\rho_n^{\frac{p}{n+1}})$ in (II) of Theorem 6 are also consistent with the remainders in Theorem 3(I) and (II), respectively. The extra remainder term $1/n$ in both (I) and (II) comes from the discrete structure of the worst-case distribution (Lemma 1 and (4)(5)), similar to Theorem 5. The extra remainder term $n^{-\frac{2b_p}{2p+1}}$ is from the higher-order remainder in (8), coming from the randomness of $U_j$ due to sampling.

In both Theorems 5 and 6, we did not specify the scaling of the radius $\rho_n$, but allowed $b$ to be a free parameter. In Section 5.2 below, we will discuss the implication of these results on the radius selection.

We close this section by summarizing our main findings on the approximation of $R_{\mathbb{P}_{\text{true}}, p} (\rho_n)$ in Table 2, where the scaling factor $b$ of the radius $\rho_n$ is chosen as the values specified in Section 5.2. The dominating terms are consistent with those in Table 1, whereas the remainders have a lower order, resulting from the sampling randomness of the empirical nominal distribution.

<table>
<thead>
<tr>
<th>$p$</th>
<th>$p = \infty$</th>
<th>$p \in [1, \infty)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive margin</td>
<td>$0 + \mathcal{O}(n^{-\frac{2}{p}})$ (Theorem 4 with $g(0) = 0$)</td>
<td>$z^{-p} \rho_n^p + \mathcal{O}(n^{-\min\left(1, \frac{2}{p}, \frac{p}{n+1}\right)})$ (Theorem 5 with $\rho_n = n^{-\frac{2}{p}}$ and $\rho_n = n^{-1/2}$)</td>
</tr>
<tr>
<td>Zero margin</td>
<td>$g(0) \rho_n + \mathcal{O}(n^{-\frac{2}{p}})$ (Theorem 4 with $\rho_n = n^{-1/2}$)</td>
<td>$(p + 1) \frac{1}{\rho_n} g(0) \rho_n^{\frac{p}{n+1}} \rho_n^{\frac{p}{n+1}} + \mathcal{O}(n^{-\frac{2}{p}})$ (Theorem 6 with $\rho_n = n^{-\frac{2}{2p}}$)</td>
</tr>
</tbody>
</table>

5. Applications

In this section, we discuss two applications of our theoretical results. In Section 5.1, we exemplify our results for linear classification. In Section 5.2, we highlight an implication of our result on choosing the radius for the Wasserstein ball.
5.1. Classification and Margin Regularization

In this subsection, we illustrate our result in the context of binary classification. Let $p \in [1, \infty)$, $\mathcal{Z} = \mathcal{X} \times \{\pm 1\}$, where $\mathcal{X} \subset \mathbb{R}^d$, and $\mathbb{P}_n = \frac{1}{n} \sum_{i=1}^n \delta_{z_i}$, where the samples $z_i = (x_i^n, y_i^n)$, $i = 1, \cdots, n$, are generated from some underlying distribution $\mathbb{P}_\text{true}$. Consider a robust binary classification problem that minimizes the worst-case mis-classification error

$$\min_{\theta \in \Theta} \sup_{\mathbb{P} : \mathcal{W}_p(\mathbb{P}, \mathbb{P}_n) \leq \rho_n} \mathbb{P}(Y \cdot F_\theta(X) \leq 0),$$

or equivalently,

$$\min_{\theta \in \Theta} \left\{ 1 - \inf_{\mathbb{P} : \mathcal{W}_p(\mathbb{P}, \mathbb{P}_n) \leq \rho_n} \mathbb{P}(Y \cdot F_\theta(X) > 0) \right\}.$$

Suppose there is a norm on $\mathcal{Z}$ defined as $\|z - \tilde{z}\| = \|x - \tilde{x}\|_2 + \infty \cdot |y - \tilde{y}|$, where $z = (x, y), \tilde{z} = (\tilde{x}, \tilde{y}) \in \mathcal{Z}$, that is, there is no label uncertainty. Then any distribution $\mathbb{P}$ in the Wasserstein ball satisfies $\mathbb{P}(Y = y) = \mathbb{P}_n(Y = y) := \alpha_{n,y}$, $y = \pm 1$. In addition, let $\mathbb{P}_{X|Y}$ be the conditional distribution of $X$ given $Y$, then

$$\mathcal{W}_p(\mathbb{P}, \mathbb{P}_n)^p = \alpha_{n,1} \mathcal{W}_p(\mathbb{P}_{X|Y=1}, \mathbb{P}_{n,X|Y=1})^p + \alpha_{n,-1} \mathcal{W}_p(\mathbb{P}_{X|Y=1}, \mathbb{P}_{n,X|Y=-1})^p.$$

It follows that the classification accuracy equals

$$\inf_{\mathbb{P} : \mathcal{W}_p(\mathbb{P}, \mathbb{P}_n) \leq \rho_n} \mathbb{P}(Y \cdot F_\theta(X) > 0) = \inf_{\rho_{n,1} + \rho_{n,-1} \leq \rho_n} \sum_{y = \pm 1} \inf_{\mathbb{P} : \mathcal{W}_p(\mathbb{P}_{X|Y=y}, \mathbb{P}_{n,X|Y=y}) \leq \rho_{n,y}} \mathbb{P}(Y \cdot F_\theta(X) > 0 \mid Y = y).$$

Define a set $E_{\theta,y} = \{x \in \mathcal{X} : y F_\theta(x) > 0\}$. Suppose $F_\theta$ is not a constant function. $\mathbb{P}_\text{true,X|Y=y}$ has positive density everywhere on $\mathcal{X}$, then $\mathcal{Z} = 0$. Using Theorem 6, we obtain that

$$\inf_{\mathbb{P} : \mathcal{W}_p(\mathbb{P}_{X|Y=y}, \mathbb{P}_{n,X|Y=y}) \leq \rho_{n,y}} \mathbb{P}(Y \cdot F_\theta(X) > 0 \mid Y = y) = \mathbb{P}_n(Y \cdot F_\theta(X) > 0 \mid Y = y) - (p + 1) \frac{1}{p+1} \mathbb{P}_n(F_\theta(x) > 0 \mid Y = y) \mathbb{P}_{\text{true,X|Y=y}}(X \in E_{\theta,y} \mid Y = y),$$

where

$$g_{\theta,y}(0) := \lim_{s \downarrow 0} \frac{\mathbb{P}_{\text{true,X|Y=y}}(X \in E_{\theta,y} \mid Y = y, 0 < d_{E_{\theta,y}}(X) \leq s)}{s}.$$

As a result,

$$\sup_{\mathbb{P} : \mathcal{W}_p(\mathbb{P}, \mathbb{P}_n) \leq \rho_n} \mathbb{P}(Y \cdot F_\theta(X) \leq 0)$$

$$= \mathbb{P}_n(Y \cdot F_\theta(X) \leq 0) + (p + 1) \frac{1}{p+1} \sup_{\rho_{n,1} + \rho_{n,-1} \leq \rho_n} \left( \alpha_{n,1} g_{\theta,1}(0) \frac{p}{p+1} \rho_{n,1} \rho_{n,-1} + \alpha_{n,-1} g_{\theta,-1}(0) \frac{p}{p+1} \rho_{n,-1} \rho_{n,1} \right)$$

$$= \mathbb{P}_n(Y \cdot F_\theta(X) \leq 0) + (p + 1) \frac{1}{p+1} \left( g_{\theta,1}(0) \alpha_{n,1} \rho_{n,1} + g_{\theta,-1}(0) \alpha_{n,-1} \rho_{n,-1} \right) \frac{p}{p+1} \frac{p}{p+1} \rho_{n,1} \rho_{n,-1},$$

where the last equality follows from Hölder’s inequality. Therefore, we arrive at the following regularization form

$$\inf_{\theta \in \Theta} \sup_{\mathbb{P} : \mathcal{W}_p(\mathbb{P}, \mathbb{P}_n) \leq \rho_n} \mathbb{P}(Y \cdot F_\theta(X) \leq 0)$$

$$= \inf_{\theta \in \Theta} \left\{ \mathbb{P}_n(Y \cdot F_\theta(X) \leq 0) + (p + 1) \frac{1}{p+1} \left( g_{\theta,1}(0) \alpha_{n,1} \rho_{n,1} + g_{\theta,-1}(0) \alpha_{n,-1} \rho_{n,-1} \right) \frac{p}{p+1} \frac{p}{p+1} \rho_{n,1} \rho_{n,-1} \right\}.$$
From the perspective of regularization, a large density $g_{\theta,y}(0)$ implies a small empirical margin around the decision boundary, and therefore the corresponding Wasserstein robust decision optimization would penalize decisions with a small margin.

Next, we provide further analysis in the case of linear classification,

$$F_\theta(x) = w^T x + r, \ x \in \mathcal{X}, \ \text{where} \ \theta = (w,r) \in \Theta = \mathbb{R}^{d+1}. \quad (9)$$

When $w = 0$, since there is no label uncertainty it holds that

$$\sup_{\mathcal{P}} \mathbb{P}(Y \cdot r \leq 0) \approx \mathbb{P}_n(Y \cdot r \leq 0).$$

Next, we consider the case $w \neq 0$. We introduce the orthogonal decomposition $\mathbb{R}^d = \text{span}\{w\} \oplus V$, where $V$ is the orthogonal complement of $\text{span}\{w\}$. Let $(e_1, \cdots, e_{d-1})$ be an orthonormal basis of $V$. Then for any $x \in \mathbb{R}^d$, there exist constants $t, v = (v_1, v_2, \cdots, v_{d-1})$ such that

$$x = t \frac{w}{\|w\|_2} + \sum_{k=1}^{d-1} v_k e_k,$$

where $t = w^T x / \|w\|_2$ and $v_k = e_k^T x$ for $k = 1, 2, \cdots, d - 1$. Denote the density of $\mathbb{P}_{\text{true}, X\mid Y = y}$ as $f_y$, $y = \pm 1$. With some analysis as detailed in Appendix EC.5, we have the following approximation of the problem (9)

$$\inf_{(w,r) \in \mathbb{R}^{d+1}} \sup_{\mathcal{P} : \mathbb{P}_{\mathcal{P}}(\mathcal{P}_n) \leq \rho_n} \mathbb{P}(Y \cdot (w^T X + r) \leq 0) \approx \inf_{(w,r) \in \mathbb{R}^{d+1}} \left\{ \mathbb{P}_n(Y \cdot (w^T X + r) \leq 0) + (p+1) \frac{1}{\rho_n} \left( g_{w,r,1}(0) \frac{\rho_{n,1}}{\rho_n} + g_{w,r,-1}(0) \frac{\rho_{n,-1}}{\rho_n} \right) \frac{\rho}{\rho_n} \right\}. \quad (10)$$

where we have $g_{0,r,y}(0) = 0$, and

$$g_{w,r,y}(0) = \int_{\mathbb{R}^{d-1}} f_y \left( -r w / \|w\|_2^2 + \sum_{k=1}^{d-1} v_k e_k \right) dv, \quad w \neq 0.$$  

When $r \neq 0$, since $f_y$ is a density function, $f_y(-\infty) = 0$, by dominated convergence, we have that

$$\lim_{\|w\| \to 0} g_{w,r,y}(0) = \int_{v \in \mathbb{R}^{d-1}} \lim_{\|w\| \to 0} f_y \left( -r w / \|w\|_2 + \sum_{k=1}^{d-1} v_k e_k \right) dv = 0.$$

Hence, the regularization term $g_{w,r,y}(0)$ encourages a solution with small norm. In [26] it is shown that the problem (9) is equivalent to empirical hinge loss minimization with norm regularization. Different from this result, (10) directly compares the worst-case classification error and the empirical classification error.

### 5.2. Implication on the Radius Selection

In this subsection, we discuss the implication of our results in Section 4 on the choice of radius $\rho_n$ in a data-driven setting. Particularly, we will focus on the convergence rate of $\rho_n$ with respect to the sample size $n$, highlighting a qualitative difference in radius selection between 0-1 loss and continuous loss functions.

Our principle for radius selection is consistent with [17], namely, choosing the smallest radius such that the resulting worst-case loss from (P) serves as a high-confidence bound on the true loss $\mathbb{P}_{\text{true}}(E)$. By standard concentration bounds such as Hoeffding's inequality, the difference between the true loss $\mathbb{P}_{\text{true}}(E)$ and the nominal loss $\mathbb{P}_n(E)$ is $O_P(1/\sqrt{n})$. As a result, if we choose $\rho_n$ such that $\mathcal{R}(\rho_n)$ is of the order $1/\sqrt{n}$, then Theorems 5 and 6 would ensure the worst-case loss to be a high-confidence bound of the true loss up to negligible high-order terms. We have the following results.
Corollary 1. Let $p \in [1, \infty)$. Under the setup of Theorem 5, suppose $b = \frac{1}{2p}$. Then

$$\left| R_{p, n}(\rho_n) - \frac{1}{\sqrt{n}} \frac{p}{n} \right| \leq \frac{C}{n^\kappa},$$

where $\kappa = 1$ in the settings of Theorem 5(I)(II), and $\kappa = \min(1, \frac{1}{2} + \frac{1}{2p})$ in the setting of Theorem 5(III).

Corollary 2. Let $p \in [1, \infty)$. Under the setup of Theorem 6, suppose $b = \frac{p+1}{2p}$. Then

$$\left| R_{p, n}(\rho_n) - (p + 1) \frac{1}{p+1} \left( \mathbb{P}(0) \right) \frac{p}{p+1} \frac{p}{\sqrt{n}} \right| \leq \frac{C}{n^{\frac{1}{2}}}. $$

Note that for $p = \infty$, the expressions above are also consistent with Theorem 4. When $\kappa > 0$, Corollary 1 shows that $\rho_n = \rho_0 / n^{\frac{2}{3p}}$, which is slower than $1/\sqrt{n}$ for all $p \in (1, \infty)$; and when $\kappa = 0$, Corollary 2 shows that $\rho_n = \rho_0 / n^{\frac{p+1}{2p}}$, which is faster than $1/\sqrt{n}$ for all $p \in [1, \infty)$. This is in sharp contrast to the $1/\sqrt{n}$ radius selection rule for continuous loss functions [17]. For 0-1 loss functions, if we still adopt the $1/\sqrt{n}$ radius, the worst-case loss would be overly conservative for all $p \in [1, \infty)$ when $\kappa = 0$, and overly optimistic for $p \in (1, \infty)$ when $\kappa > 0$.

We would like to remark that, in the results above, we only focus on the order of the Wasserstein radius $\rho_n$ so that it yields a tight confidence interval with half-length of the order $1/\sqrt{n}$, but do not specify the constant upfront. The latter requires new concentration inequalities that bound the difference between empirical loss and true loss using the Wasserstein regularizer. Furthermore, we study the selection rule when the set $E$ is fixed, although it can be dependent on the decision for some applications. Study on these topics is beyond the scope of this paper.

In the following, we demonstrate our results in Corollary 2 numerically. Recall that in Example 1, we have $Z = ([-1, 1], \cdot)$, $E = (0, \frac{1}{2})$ and $p = 1$. Suppose $\mathbb{P}_{\text{true}}$ is a uniform distribution on $[0, 1]$. Then $\mathbb{P}_{\text{true}}(E) = \frac{1}{2}$. Let $\mathbb{P}_n$ be the empirical distribution formed by $n$ i.i.d. samples from $\mathbb{P}_{\text{true}}(E)$, where $n \in \{10^1, 10^2, \ldots, 10^6\}$. Given $\mathbb{P}_n$, we evaluate the worst-case loss, examine whether it serves as a lower bound of $\mathbb{P}_{\text{true}}(E)$, and compute its gap from $\mathbb{P}_{\text{true}}(E)$. Ideally, we want this gap to be minor, suggesting a tight lower bound. We repeat this process for 1000 independent trials. Based on these trials, we evaluate the probability that the worst-case loss fails to be a lower bound of the true loss and compute the average gap over the trials in which the worst-case loss is a lower bound on the true loss. We compare the radius selection rule $\rho_n = \rho_0 / n$ as suggested by Corollary 2 and the standard $1/\sqrt{n}$-rule.

The results are shown in Figure 2, where we vary $\rho_0 \in \{0.3, 3, 30\}$ for $\rho_n = \rho_0 / n$ and $\rho_0 \in \{0.01, 0.1, 1\}$ for $\rho_n = \rho_0 / \sqrt{n}$. As shown in Fig. 2(b), the failure probabilities are well-controlled for most cases, and hence the robust formulation (P) with both scaling schemes yield high-confidence bounds for the true loss. On the other hand, as shown in the Fig. 2(a), the average gap when $\rho_n \sim 1/n$ converges to zero at a faster rate than the $1/\sqrt{n}$-rule. This verifies that Corollary 2 suggests a tighter confidence bound for the true loss and the $1/\sqrt{n}$-rule yields a more conservative bound. As a robustness check, we perform a similar experiment under a different setup. Additional numerical results are provided in Appendix EC.7.

6. Concluding Remarks

In this paper, we have established a general connection between Wasserstein distributionally robust 0-1 loss and regularization, which complements the literature on Wasserstein DRO and regularization for continuous loss functions. These results unveil a qualitative difference in the radius selection for Wasserstein 0-1 loss compared to the case of continuous loss functions. For the future work, it would be interesting to establish a concentration bound using the Wasserstein regularizer explicitly and develop the generalization bounds for Wasserstein distributionally robust problems involving 0-1 loss functions.
Appendix A: Duality and worst-case distribution for general DRO problems

We present the duality and worst-case distributions for DRO problems with general loss functions on a Polish space \((Z, d)\). Consider the problem

\[
v_P := \sup_{P \in \mathcal{P}(Z) : W_P(p, Q) \leq \rho} \mathbb{E}_p[f(Z)].
\]

Its dual problem is defined as

\[
v_D := \begin{cases} 
\min_{\lambda \geq 0} \{ \lambda d^p + \mathbb{E}_Q \left[ \sup_{\tilde{z} \in Z} \{ f(\tilde{z}) - \lambda d(\tilde{z}, Z)^p \} \right] \}, & p \in [1, \infty), \\
\mathbb{E}_Q \left[ \sup_{\tilde{z} \in Z} \{ f(\tilde{z}) : d(\tilde{z}, Z) \leq \rho \} \right], & p = \infty.
\end{cases}
\]

The following strong duality holds due to [19, 18].

**Lemma 2.** Let \(Q \in \mathcal{P}(Z)\), \(p \in [1, \infty)\), \(\rho > 0\), and \(f\) be a Borel measurable function on \(Z\). Then we have the following:

(I) \(v_P = v_D\).

(II) When \(p \in [1, \infty)\), suppose \(v_D < \infty\). Then the dual minimizer \(\lambda_*\) exists.

Particularly, when \(f = -1_E\), we have

\[
\sup_{\tilde{z} \in Z} \{-1_E(\tilde{z}) - \lambda d(\tilde{z}, Z)^p\} = -\inf_{\tilde{z} \in Z} \{1_E(\tilde{z}) + \lambda d(\tilde{z}, Z)^p\} = -1_E(Z) \cdot \min(1, \lambda d_E(Z)^p),
\]

and

\[
\sup_{\tilde{z} \in Z} \{-1_E(\tilde{z}) : d(\tilde{z}, Z) \leq \rho\} = -\inf_{\tilde{z} \in Z} \{1_E(\tilde{z}) : d(\tilde{z}, Z) \leq \rho\} = -1 \{d^c_E(Z) > \rho\}.
\]

thereby we obtain (D).

The existence of a worst-case distribution is established in the following result, whose proof is given in Appendix EC.6.

**Lemma 3.** Suppose that bounded subsets of \((Z, d)\) are totally bounded. Assume \(f\) is upper semi-continuous on \(Z\) and \(\inf \{\lambda \geq 0 : \mathbb{E}_Q \left[ \sup_{\tilde{z} \in Z} \{ f(\tilde{z}) - \lambda d(\tilde{z}, Z)^p \} \right] < \infty\} < \infty\). Then a worst-case distribution \(P_*\) exists and is given as follows:

(I) When \(p = \infty\), there exists a \(Q\)-measurable map \(T_* : Z \rightarrow Z\) satisfying

\[
T_*(z) \in \arg\max_{\tilde{z} \in Z} \{ f(\tilde{z}) : d(\tilde{z}, Z) \leq \rho\}, \quad Q - a.e.
\]

Then \(P_* := T_* \# Q\) is a worst-case distribution.
(II) When \( p \in [1, \infty) \) and \( \lambda_* = 0 \), there exists a \( \mathbb{Q} \)-measurable map satisfying
\[
T_* (z) \in \arg \min_{\tilde{z} \in Z} \left\{ d(z, \tilde{z}) : \tilde{z} \in \arg \max_{z' \in Z} f(z') \right\}, \quad \mathbb{Q} \text{-a.e.}
\]
Then \( \mathbb{P}_* := T_* \# \mathbb{Q} \) is a worst-case distribution.

(III) When \( p \in [1, \infty) \) and \( \lambda_* > 0 \), there exist \( \mathbb{Q} \)-measurable maps \( T_+, T_- : Z \to Z \) satisfying
\[
T_+(z) \in \arg \max_{\tilde{z} \in Z} \left\{ d(z, \tilde{z}) : \tilde{z} \in \arg \max_{z' \in Z} f(z') \right\},
\]
\[
T_-(z) \in \arg \min_{\tilde{z} \in Z} \left\{ d(z, \tilde{z}) : \tilde{z} \in \arg \max_{z' \in Z} f(z') \right\}.
\]
Let \( t_* \) be the largest number in \([0, 1]\) such that
\[
\rho^p = t_* \mathbb{E}_\mathbb{Q} \left[ d(T_+(Z), Z)^p \right] + (1 - t_*) \mathbb{E}_\mathbb{Q} \left[ d(T_-(Z), Z)^p \right].
\]
Then \( \mathbb{P}_* := t_* T_+ \# \mathbb{Q} + (1 - t_*) T_- \# \mathbb{Q} \) is a worst-case distribution.
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Appendix EC.1: Proofs for Section 2

Let $\Gamma(\mathbb{P}, \mathbb{Q})$ denote the set of all Borel probability distributions on $\mathcal{Z} \times \mathcal{Z}$ with marginal distributions $\mathbb{P}$ and $\mathbb{Q}$.

**Proof of Proposition 1.** If $E = \mathcal{Z}$, then both sides equal 1. Below we assume $E \subseteq \mathcal{Z}$. The case of $p \in [1, \infty)$ has been shown in [19, Proposition 3]. In the following, we prove for $p = \infty$. Consider $\inf_{p \in \mathbb{P}(\mathcal{Z})} \{ \mathbb{P}(\text{int}(E)) : \mathcal{W}_p(\mathbb{P}, \mathbb{Q}) \leq \rho \}$. By Lemma 3, a worst-case distribution $\mathbb{P}_*$ exists.

If $\mathbb{P}_*(\text{int}(E)) = 1$, then

$$1 = \mathbb{P}_*(\text{int}(E)) = \inf_{p \in \mathbb{P}(\mathcal{Z}) \cap \mathcal{W}_p(\mathbb{P}, \mathbb{Q}) \leq \rho} \mathbb{P}(\text{int}(E)) \leq \inf_{p \in \mathbb{P}(\mathcal{Z}) \cap \mathcal{W}_p(\mathbb{P}, \mathbb{Q}) \leq \rho} \mathbb{P}(E) \leq \mathbb{P}_*(E) \leq 1.$$

It follows that $\inf_{p \in \mathbb{P}(\mathcal{Z})} \{ \mathbb{P}(E) : \mathcal{W}_\infty(\mathbb{P}, \mathbb{Q}) \leq \rho \} = \inf_{p \in \mathbb{P}(\mathcal{Z})} \{ \mathbb{P}(\text{int}(E)) : \mathcal{W}_\infty(\mathbb{P}, \mathbb{Q}) \leq \rho \} = 1$.

Otherwise, consider $\mathbb{P}_*(\text{int}(E)) < 1$. Let $\varepsilon > 0$. For any $z \in \mathcal{Z} \setminus \text{int}(E)$, the set $\{ \tilde{z} \in E^c : 0 < \|z - \tilde{z}\| < \varepsilon \}$ is non-empty and the graph

$$G_{\varepsilon} := \{(z, \tilde{z}) \in (E \setminus \text{int}(E)) \times E^c : 0 < \|z - \tilde{z}\| < \varepsilon \},$$

is measurable in $\mathcal{Z} \times \mathcal{Z}$. By Aumann's measurable selection theorem [1, Theorem 18.26], there exists a measurable map $T^\varepsilon : \mathcal{Z} \to \mathcal{Z}$ such that $T^\varepsilon(z) = z$ for all $z \in \text{int}(E) \cup E^c$, and $T^\varepsilon(z) \in \{ \tilde{z} \in E^c : 0 < \|z - \tilde{z}\| < \varepsilon \}$ for all $z \in \mathcal{Z} \setminus \text{int}(E)$. Define

$$\mathbb{P}^\varepsilon := (1 - t^\varepsilon) T^\varepsilon \mathbb{P}_* + t^\varepsilon \mathbb{Q},$$

where $t^\varepsilon \in (0, 1)$ is to be determined shortly. Let $\pi_1^\varepsilon \in \arg \min_{\pi \in \Gamma(T^\varepsilon \mathbb{P}_*, \mathbb{Q})} \pi - \text{ess sup} \|\tilde{z} - z\|$. Let $\pi_2 \in \Gamma(\mathcal{Z} \times \mathcal{Z})$ be given by $\pi_2(B) := \mathbb{Q}\{z \in \mathcal{Z} : (z, z) \in B\}$. For $i \in \{1, 2\}$, define the canonical projection $proj_i : \mathcal{Z} \times \mathcal{Z} \to \mathcal{Z}$ as $proj_i(z_1, z_2) = z_i$. Note that $proj_1 \pi_2 = proj_2 \pi_2 = \mathbb{Q}$. Define $\pi^\varepsilon := (1 - t^\varepsilon) \pi_1^\varepsilon + t^\varepsilon \pi_2$. Observe that

$$proj_1 \pi^\varepsilon = (1 - t^\varepsilon) proj_1 \pi_1^\varepsilon + t^\varepsilon proj_1 \pi_2 = (1 - t^\varepsilon) T^\varepsilon \mathbb{P}_* + t^\varepsilon \mathbb{Q} = \mathbb{P}^\varepsilon;$$

$$proj_2 \pi^\varepsilon = (1 - t^\varepsilon) proj_2 \pi_1^\varepsilon + t^\varepsilon proj_2 \pi_2 = (1 - t^\varepsilon) \mathbb{Q} + t^\varepsilon \mathbb{Q} = \mathbb{Q}.$$

Then

$$\mathcal{W}_\infty(\mathbb{P}^\varepsilon, \mathbb{Q}) \leq \pi^\varepsilon - \text{ess sup}_{\mathcal{Z} \times \mathcal{Z}} \|\tilde{z} - z\| = (1 - t^\varepsilon) \pi_1^\varepsilon + t^\varepsilon \pi_2 = \mathbb{P}^\varepsilon;$$

$$\mathcal{W}_\infty(\mathbb{P}^\varepsilon, \mathbb{Q}) \leq (1 - t^\varepsilon) \pi_1^\varepsilon - \text{ess sup}_{\mathcal{Z} \times \mathcal{Z}} \|\tilde{z} - z\| = (1 - t^\varepsilon) \pi_2 = \mathbb{Q}.$$

Next, define $\pi^* \in \arg \min_{\pi \in \Gamma(\mathbb{P}_*, \mathbb{Q})} \pi - \text{ess sup} \|\tilde{z} - z\|$. Consider $\pi^T \in \Gamma(\mathcal{Z} \times \mathcal{Z})$ given by $\pi^T(B) := \pi^* \{ (z, \tilde{z}) : (T^\varepsilon(z), \tilde{z}) \in B \subset \mathcal{Z} \times \mathcal{Z} \}$. Note that for any $A \in \mathcal{B}(\mathcal{Z})$,

$$\text{proj}_1 \pi^T(A) = \pi^*(\mathcal{Z} \times \mathcal{Z}) = \pi^*(\{ (z, \tilde{z}) : T^\varepsilon(z) \in A, \tilde{z} \in \mathcal{Z} \}) = \pi^* [(T^\varepsilon)^{-1}(A) \times \mathcal{Z}] = \text{proj}_1 \pi^* [(T^\varepsilon)^{-1}(A)] = \mathbb{P}_* [(T^\varepsilon)^{-1}(A)] = T^\varepsilon \mathbb{P}_*(A),$$

$$\text{proj}_2 \pi^T(A) = \pi^T(\mathcal{Z} \times A) = \pi^* (\{ (z, \tilde{z}) : T^\varepsilon(z) \in \mathcal{Z}, \tilde{z} \in A \}) = \pi^* (\mathcal{Z} \times A) = \text{proj}_2 \pi^* (A) = \mathbb{Q}(A).$$
Thus \( \text{proj}_1 \pi^T = T^e \mathbb{P}^* \) and \( \text{proj}_2 \pi^T = Q \). As a result,

\[
\mathcal{W}_{\infty}(T^e \mathbb{P}^*, Q) = \inf_{\pi \in \Gamma(T^e \mathbb{P}^*, Q)} \pi \text{-ess sup}_{Z \times Z} \| \tilde{z} - z \|
\]

\[
\leq \pi^T \text{-ess sup}_{Z \times Z} \| \tilde{z} - z \|
\]

\[
= \pi^* \text{-ess sup}_{Z \times Z} \| T^e(\tilde{z}) - z \|
\]

\[
\leq \pi^* \text{-ess sup}_{Z \times Z} (\| T^e(\tilde{z}) - z \| + \| \tilde{z} - z \|)
\]

\[
\leq \pi^* \text{-ess sup}_{Z \times Z} \| \tilde{z} - z \| + \epsilon
\]

\[
= \mathcal{W}_{\infty}(\mathbb{P}^*, Q) + \epsilon.
\]

Therefore, \( \mathcal{W}_{\infty}(\mathbb{P}^*, Q) \leq (1 - t^\epsilon) \mathcal{W}_{\infty}(T^e \mathbb{P}^*, Q) \leq (1 - t^\epsilon)(\rho + \epsilon) \). Pick \( t^\epsilon = \epsilon/(\rho + \epsilon) \). Then, \( \mathcal{W}_{\infty}(T^e \mathbb{P}^*, Q) \leq \rho \) and

\[
\inf_{\mathbb{P} \in \mathcal{P}(Z): \mathbb{W}_p(\mathbb{P}, Q) \leq \rho} \mathbb{P}(\text{int}(E)) \leq \inf_{\mathbb{P} \in \mathcal{P}(Z): \mathbb{W}_p(\mathbb{P}, Q) \leq \rho} \mathbb{P}(E)
\]

\[
\leq \mathbb{P}(E)
\]

\[
\leq (1 - t^\epsilon) \mathbb{P}_s(E) + t^\epsilon \mathbb{Q}(E)
\]

\[
= (1 - t^\epsilon) \mathbb{P}_s(T^e(E)) + t^\epsilon \mathbb{Q}(E)
\]

\[
= (1 - t^\epsilon) \mathbb{P}_s(\text{int}(E)) + t^\epsilon \mathbb{Q}(E)
\]

\[
\leq (1 - t^\epsilon) \inf_{\mathbb{P} \in \mathcal{P}(Z): \mathbb{W}_p(\mathbb{P}, Q) \leq \rho} \mathbb{P}(\text{int}(E)) + t^\epsilon.
\]

Letting \( \epsilon \downarrow 0 \) yields the result. \( \square \)

**Proof of Lemma 1.** (III) Let \( \mathbb{P}_s \) be a worst-case distribution. If \( \rho < \rho_{\max} \), from the definition of \( \rho_{\max} \), not all probability in \( E \) can be transported out to \( E^c \), and thus the worst-case probability \( \mathbb{P}_s(E) > 0 \). Suppose \( \lambda_s = 0 \), then by (D) we have \( \mathbb{P}_s(E) = -\lambda_s \rho^p + \mathbb{E}_Q[1_E(Z) \cdot \min(1, \lambda_s d_{E^c}(Z)^p)] = 0 \), contradictory to \( \mathbb{P}_s(E) > 0 \). Hence \( \lambda_s > 0 \) when \( \rho < \rho_{\max} \).

If \( \rho \geq \rho_{\max} \), then all probability in \( E \) are transported out to \( E^c \), and thus \( \mathbb{P}_s(E) = 0 \). In the previous case, we have shown that when \( \lambda = 0 \), \( \mathbb{P}_s(E) = 0 \). Therefore, \( \lambda_s = 0 \) is a dual optimizer.

(II) Note that for every \( z \in Z \), \( T_s(z) = \arg \min_{\tilde{z} \in \mathcal{Z}} \{1_E(\tilde{z}) + \lambda_s d(\tilde{z}, z)\} \). Hence by [6, Theorem 1] or [19, Corollary 1],

\[
\{(z, T_s(z)) : z \in Z_s\} \subset \text{supp } \gamma_s \subset \{(z, T_s(z)) : z \in Z_s\}.
\]

From [19, Lemma 3 and Corollary 1], there exist two \( Q \)-measurable transport maps \( T_+: Z \rightarrow Z \) that

\[
T_+(z) = \begin{cases} 
\tilde{z}, & z \in Z^c, \\
\arg \min_{z \in E^c} d(\tilde{z}, z), & z \in Z_s.
\end{cases}
\]

Then \( T_+ \) and \( T_- \) are measurable selections of \( T_+ \) and \( T_- \) respectively. Since \( -1_E(\cdot) \) is upper semi-continuous on \( Z \), from Lemma 3, there exists \( t_s \in [0, 1] \) such that \( \mathbb{P}_s \) defined in (II) is a worst-case distribution. We have

\[
1_E(T_+(z)) = \begin{cases} 
1, & z \in E \setminus Z_s, \\
0, & z \in E^c \cup Z_s.
\end{cases}
\]

\[
1_E(T_-(z)) = \begin{cases} 
1, & z \in (E \setminus Z_s) \cup Z_s, \\
0, & z \in E^c \cup (Z_s \setminus Z_s).
\end{cases}
\]
Therefore,
\[ P_s(E) = 1_E \int_{\mathbb{R}^d} 1_E(T_s(z))Q(dz) + (1 - t_s) \int_{\mathbb{R}^d} 1_E(T_s(z))Q(dz) \]
\[ = t_sQ(E \setminus Z_s) + (1 - t_s)Q((E \setminus Z_s) \cup Z_s) \]
\[ = Q(E \setminus Z_s) + (1 - t_s)Q(Z_s). \]

(I) Define the transport map \( T \), the same as in the proof of (II). With the similar reasoning in the proof of (II), \( P_s \) defined in (I) is a worst-case distribution. We have
\[ 1_E(T_s(z)) = \begin{cases} 1, & z \in E \setminus Z_s, \\ 0, & z \in E^c \cup Z_s. \end{cases} \]

Thus \( P_s(E) = Q(E \setminus Z_s) \). The proof is completed. \( \square \)

**Appendix EC.2: Proofs for Section 3**

From Assumption 1, we can derive a second-order approximation of \( G \).

**Lemma EC.1.** Assume Assumption 1 holds. Then for all \( s_1, s_2 \in [0, \delta] \),
\[ |G(s_2) - G(s_1) - g(s_1)(s_2 - s_1)| \leq \frac{L_g}{2}(s_1 - s_2)^2. \]

**Proof of Lemma EC.1.** By the mean value theorem,
\[ G(s_2) = G(s_1) + g(s_1)(s_2 - s_1) + \int_0^1 (g(s_1 + t(s_2 - s_1)) - g(s_1))(s_2 - s_1)dt. \]

Then from Assumption 1, it follows that
\[ |G(s_2) - G(s_1) - g(s_1)(s_2 - s_1)| \leq \int_0^1 L_g t(s_1 - s_2)^2 dt = \frac{L_g}{2}(s_1 - s_2)^2, \]
which completes the proof. \( \square \)

**EC.2.1. Proof of Theorem 2**

We first derive rough yet simple bounds for \( R_{Q,p}(\rho) \).

**Lemma EC.2.** Let \( p \in [1, \infty) \) and \( E \) be some open and measurable set. Assume Assumption 1 holds and \( G(\bar{s}) = 0 \). Let \( \bar{s} > 0 \). For \( \rho < (Q(E)G((\bar{s} + \delta)/2))^{1/p} \bar{s} \), it holds that \( \bar{s} \leq \lambda_s^{-1/p} < \delta \) and
\[ \lambda_s \rho^p \leq R_{Q,p}(\rho) \leq \bar{s}^{-p} \rho^p. \]

**Proof.** From Lemma 1, it holds that \( \bar{s} \leq \lambda_s^{-1/p} \), since otherwise, \( Q(Z_s) = 0 \) and then \( \rho^p = E_{(Z,\bar{Z})\sim\gamma}[[Z - \bar{Z}]^p] = 0 \). Since \( G(\bar{s}) = 0 \), by Assumption 1, \( \bar{s} < \delta \) and \( G((\bar{s} + \delta)/2) > 0 \). We claim that \( \lambda_s^{-1/p} < \delta \). Suppose on the contrary that \( \lambda_s^{-1/p} \geq \delta \). From Lemma 1 and (3), it follows that
\[ \rho^p \geq Q(E) \cdot \bar{s}^p (G(\lambda_s^{-1/p} - G(\bar{s}))) \geq Q(E) \cdot \bar{s}^p G\left(\frac{\bar{s} + \delta}{2}\right), \]
which contradicts with \( \rho < \left( Q(E)G\left(\frac{\bar{s} + \delta}{2}\right) \right)^{1/p} \bar{s} \).
Recall $\mathcal{Z}$ and $\mathcal{Z}_\infty$ defined in (Z). Let $s := d_{E^c}(z)$. Since $s \leq \lambda_{e^{-1/p}}^{-1} < \delta$ and $G$ is differentiable on $[0, \delta]$, we have $Q(\mathcal{Z}_\infty) = 0$. Then by Lemma 1,

$$
\rho^p = \mathbb{E}_Q[1_{\mathcal{Z}_\infty} d_{E^c}(Z)] = \int_{0+}^{\lambda_{e^{-1/p}}} s^p Q(E) dG(s) = Q(E) \int_{0}^{\lambda_{e^{-1/p}}} s^p dG(s) = Q(E) \int_{0}^{\lambda_{e^{-1/p}}} s^p dG(s),
$$

(EC.1)

and

$$
\mathcal{R}_{Q,p}(\rho) = \mathbb{E}_Q[1_{\mathcal{Z}_\infty}] = Q(E) \int_{0}^{\lambda_{e^{-1/p}}} 1 dG(s) = Q(E) [G(\lambda_{e^{-1/p}}) - G(s)] = Q(E) G(\lambda_{e^{-1/p}}).
$$

(EC.2)

With (EC.1) and (EC.2), it follows that

$$
\frac{s^p Q(E)[G(\lambda_{e^{-1/p}}) - G(s)]}{s^p} \leq \rho^p = Q(E) \int_{0}^{\lambda_{e^{-1/p}}} s^p dG(s) \leq \lambda_{e^{-1/p}} Q(E) [G(\lambda_{e^{-1/p}}) - G(s)],
$$

which indicates that

$$
\lambda_{e^{-1/p}} \rho^p \leq \mathcal{R}_{Q,p}(\rho) \leq s^{-p} \rho^p.
$$

Hence the proof is completed. \( \square \)

Based on the rough bounds above, next, we derive finer bounds.

**Proof of Theorem 2.**

(I) When $G(s) > 0$, consider the set $\mathcal{Z}_\equiv = \{ z \in \text{supp } Q \cap E : d_{E^c}(z) = s \}$. By definition $Q(\mathcal{Z}_\equiv) = G(s) Q(E)$. Since $\rho^p < G(s) Q(E) s^p = Q(\mathcal{Z}_\equiv) s^p$, by the structure of the worst-case distribution (Lemma 1), the worst-case distribution transports a fraction $t_s = \frac{\rho^p}{Q(\mathcal{Z}_\equiv) s^p}$ of the set $\mathcal{Z}_\equiv = \mathcal{Z}_\equiv s$ to the boundary of $E$, resulting a change

$$
\mathcal{R}_{Q,p}(\rho) = t_s Q(\mathcal{Z}_\equiv) = \frac{\rho^p}{Q(\mathcal{Z}_\equiv) s^p} Q(\mathcal{Z}_\equiv) = s^{-p} \rho^p.
$$

(II) When $G(s) = 0$, $g(s) > 0$ and $\rho < (Q(E) G \left( \left( \frac{s}{\delta} \right) \right))^{1/p} s^p$, by Lemma EC.2, $s \leq \lambda_{e^{-1/p}}^{-1} < \delta$. Define $\epsilon = \lambda_{e^{-1/p}}^{-1} - s$. We are to derive an upper bound for $\epsilon$, which is equivalent to a lower bound for $\lambda_{s}$. By Assumption 1, it follows that

$$
\rho^p = Q(E) \int_{s}^{s+\epsilon} s^p dG(s) \geq Q(E) \int_{0}^{\epsilon} g(s+s) s^p ds \geq Q(E) \int_{0}^{\epsilon} (g(s) - L_g s) s^p ds = Q(E) \left( g(s) \epsilon - \frac{1}{2} L_g \epsilon^2 \right) s^p,
$$

which implies

$$
\frac{1}{2} L_g Q(E) \epsilon^2 - g(s) Q(E) \epsilon + s^{-p} \rho^p \geq 0.
$$

When $\rho < (2L_g)^{-\frac{1}{p}} g(s)^{\frac{2}{p}} Q(E)^{\frac{1}{p}} s$, this is equivalent to either

$$
\epsilon \geq \frac{g(s) Q(E) + \sqrt{\left( g(s) Q(E) \right)^2 - 2 L_g Q(E) s^{-p} \rho^p}}{L_g Q(E)},
$$

or

$$
\epsilon \leq \frac{g(s) Q(E) - \sqrt{\left( g(s) Q(E) \right)^2 - 2 L_g Q(E) s^{-p} \rho^p}}{L_g Q(E)}.
$$

The former one cannot hold because otherwise,

$$
\rho^p = \int_{s}^{s+\epsilon} s^p Q(E) dG(s) \geq \int_{s}^{s+g(s)L_g^{-1}} s^p Q(E) dG(s) \geq s^p Q(E) G\left( s + g(s)L_g^{-1} \right),
$$

where $G$ is differentiable on $[0, \delta]$.
contradicts that \( \rho < \left( s^p Q(E) G \left( s + g(s) L_g^{-1} \right) \right)^{\frac{1}{p}} \). Hence,

\[
\epsilon \leq \frac{g(s) Q(E) - \sqrt{(g(s) Q(E))^2 - 2 L_g Q(E) s^{-p} \rho^p}}{L_g Q(E)} = \frac{2 s^{-p} \rho^p}{g(s) Q(E) + \sqrt{(g(s) Q(E))^2 - 2 L_g Q(E) s^{-p} \rho^p}} \leq \frac{2 s^{-p} \rho^p}{g(s) Q(E)}.
\]

Using the elementary inequality \((1 + x)^{-p} \geq 1 - px\) for \( x \geq 0 \) and \( p \geq 1 \), it follows that

\[
\mathcal{R}_{Q, p}(\rho) \geq (s + \epsilon)^{-p} \rho^p \geq \rho^p \left( s + \frac{2 s^{-p} \rho^p}{g(s) Q(E)} \right)^{-p} = \rho^p s^{-p} \left( 1 + \frac{2 s^{-p-1} \rho^p}{g(s) Q(E)} \right)^{-p} \geq \rho^p s^{-p} \left( 1 - \frac{p s^{-p-1} \rho^p}{g(s) Q(E)} \right) = \rho^p s^{-p} - 2 \rho^p \left( g(s) Q(E) \right)^{-1} s^{-2p-1} \rho^p.
\]

where the last equality holds since \( g(s) = g(s) \). Hence we obtain the desired result by setting

\[
\tilde{\rho} = \min \left( \left( Q(E) G \left( (s + \delta)/2 \right) \right)^{1/p} s, \frac{1}{2} \left( s + \delta \right), \left( s^p Q(E) G(s + g(s) L_g^{-1}) \right)^{1/p} \right).
\]

(III) By our assumption on \( G \), there exists a constant \( 0 < \Delta_G < \delta - s \) such that \( g(s + x) \geq \frac{1}{2} c_x x^\tau \) for \( x \in (0, \Delta_G] \). Define \( \epsilon = A_s^{1/p} - s \). It can be claimed that \( \epsilon \leq \Delta_G \). Indeed, if \( \epsilon > \Delta_G \), using a similar reasoning as in Lemma EC.2 where we replace \( (s + \delta)/2 \) with \( s + \Delta_G \) yields that

\[
\rho^p \geq Q(E) s^p G(s + \Delta_G) > 0.
\]

which contradicts that \( \rho < \left( G(s + \Delta_G) Q(E) \right)^{\frac{1}{p}} s \). Thus by (EC.1), we have

\[
\rho^p \geq Q(E) s^p G(s + \epsilon) \geq Q(E) s^p \cdot \frac{1}{2} c_x \epsilon^\tau,
\]

which is equivalent to

\[
\epsilon \leq 2^{\frac{1}{2}} c_x^{\frac{1}{2}} \frac{1}{\frac{1}{p} \frac{1}{2}} Q(E)^{-\frac{1}{p}} \rho^\tau.
\]

Accordingly, it holds that

\[
\mathcal{R}_{Q, p}(\rho) \geq (s + \epsilon)^{-p} \rho^p \geq \rho^p \left( s + 2^{\frac{1}{2}} c_x^{\frac{1}{2}} \frac{1}{\frac{1}{p} \frac{1}{2}} Q(E)^{-\frac{1}{p}} \rho^\tau \right)^{-p} = \rho^p s^{-p} \left( 1 + 2^{\frac{1}{2}} c_x^{\frac{1}{2}} \frac{1}{\frac{1}{p} \frac{1}{2}} Q(E)^{-\frac{1}{p}} \rho^\tau \right)^{-p} \geq \rho^p s^{-p} \left( 1 - p 2^{\frac{1}{2}} c_x^{\frac{1}{2}} \frac{1}{\frac{1}{p} \frac{1}{2}} Q(E)^{-\frac{1}{p}} \rho^\tau \right) = \rho^p s^{-p} - 2^{\frac{1}{2}} p c_x^{\frac{1}{2}} \frac{1}{\frac{1}{p} \frac{1}{2}} Q(E)^{-\frac{1}{p}} \rho^\tau + p,
\]

where the second inequality comes from that \((1 + x)^{-p} \geq 1 - px\) for \( p \geq 1 \) and \( x \geq 0 \). Letting \( \tilde{\rho} = \left( G(s + \Delta_G) Q(E) \right)^{\frac{1}{p}} s \) yields the result. \( \square \)
EC.2.2. Proof for Example 1

Lemma EC.3. Let \( p \in [1, \infty) \). In Example 1, \( \mathcal{R}_{Q,p}(\rho) \) is monotonically decreasing with respect to \( p \).

Proof of Lemma EC.3. For every \( z \in E = (0, \frac{1}{2}) \), it holds that \( \mathcal{d}_E(z) = \min \left( z, \frac{1}{2} - z \right) \leq \frac{1}{4} \). Hence we have
\[
\rho_{\text{max}} = \left( \mathbb{E}_Q \left[ 1_E(z) \mathcal{d}_E(Z)^p \right] \right)^{1/p} = \left( \int_0^{\frac{1}{4}} s^p \, ds \right)^{1/p} = \left( \frac{1}{4} \right)^{1 + \frac{1}{p}} (p + 1)^{-1/p},
\]
and note that \( \frac{1}{32} \leq \left( \frac{1}{4} \right)^{1 + \frac{1}{p}} (p + 1)^{-1/p} < \frac{1}{4} \) for all \( p \geq 1 \). Define \( F(p) := \ln \left( (p + 1)^{\frac{1}{p+1}} \rho \right) \) and then \( F'(p) = (1 - \ln(p + 1) + \ln \rho)(p + 1)^{-2} \). Fixing \( \rho > 0 \), consider the following three cases:

(I) \( 0 < \rho \leq \frac{1}{32} \).

In this case, \( \lambda > 0 \) and \( \mathcal{R}_{Q,p}(\rho) = (p + 1)^{\frac{1}{p+1}} \rho \). Observe that for all \( p \geq 1 \),
\[
F'(p) = (1 - \ln(p + 1) + \ln \rho)(p + 1)^{-2} < 0.
\]

Hence \( \mathcal{R}_{Q,p}(\rho) \) is decreasing as \( p \) increases.

(II) \( \rho \geq \frac{1}{4} \).

In this case \( \lambda = 0 \) and \( \mathcal{R}_{Q,p}(\rho) = 1 \) for all \( p \geq 1 \).

(III) \( \frac{1}{32} < \rho < \frac{1}{4} \).

In this case, it follows from the strict monotonicity of the function \( p \mapsto \left( \frac{1}{4} \right)^{1 + \frac{1}{p}} (p + 1)^{-1/p} \) on \( p \geq 1 \) that there exists a unique \( p_* > 1 \) such that \( \left( \frac{1}{4} \right)^{1 + \frac{1}{p_*}} (p_* + 1)^{-1/p_*} \leq \rho \) when \( p \in [1, p_*] \) and \( \left( \frac{1}{4} \right)^{1 + \frac{1}{p}} (p + 1)^{-1/p} > \rho \) when \( p \in (p_*, \infty) \). Then, \( \mathcal{R}_{Q,p}(\rho) = 1 \) for \( p \in [1, p_*] \) and \( \mathcal{R}_{Q,p}(\rho) = (p + 1)^{\frac{1}{p+1}} \rho \) for \( p \in (p_*, \infty) \). Observe that when \( p \in (p_*, \infty) \),
\[
F'(p) = (1 - \ln(p + 1) + \ln \rho)(p + 1)^{-2} \leq 0,
\]
where the last inequality comes from the fact that \( \ln(1 + x) \geq \frac{x}{x+1} \) for \( x > 0 \). Thus, it implies that \( \mathcal{R}_{Q,p}(\rho) \) is decreasing as \( p \) increases.

In all, \( \mathcal{R}_{Q,p}(\rho) \) is monotonically decreasing with respect to \( p \). \( \square \)

EC.2.3. Proof of Theorem 3

(I) We first derive the upper bound of \( \mathcal{R}_{Q,p}(\rho) \). It follows from (3.2) that
\[
\mathcal{R}_{Q,p}(\rho) \leq \inf_{\lambda > 0} \left\{ A \rho^p + \mathcal{Q}(E) \int_0^{\lambda^{-1/p}} (1 - \lambda s^p) \, dG(s) \right\}
\]
\[
\quad = \inf_{\tau > 0} \left\{ \tau^{-p} \rho^p + \mathcal{Q}(E) \int_0^\tau (1 - \tau^{-p} s^p) \, dG(s) \right\}
\]
\[
\quad \leq \inf_{0 < \tau < \delta} \left\{ \tau^{-p} \rho^p + \mathcal{Q}(E) \int_0^\tau (1 - \tau^{-p} s^p) g(s) \, ds \right\},
\]
where \( \delta \) is from Assumption 1. By Assumption 1,
\[
\int_0^\tau (1 - \tau^{-p} s^p) g(s) \, ds \leq \int_0^\tau (1 - \tau^{-p} s^p)(g(0) + L_g s) \, ds = \frac{p}{p+1} g(0) \tau + \frac{p}{2(p+2)} L_g \tau^2.
\]
It follows that
\[
\mathcal{R}_{Q,p}(\rho) \leq \inf_{0 < \tau < \delta} \left\{ \tau^{-p} P^p + \frac{p}{p+1} Q(E)g(0)\tau + \frac{p}{2(p+2)} Q(E)L_g \tau^2 \right\}. \tag{EC.3}
\]

When \( g(0) > 0 \) and \( \rho \leq (p+1)^{-\frac{1}{p}} (g(0)Q(E))^\frac{1}{p} \delta^\frac{p+1}{p} \), we have \( \bar{\tau} := (p+1)^{-\frac{1}{p}} (g(0)Q(E))^{-\frac{1}{p}} \rho^\frac{p}{p+1} < \delta \), and
\[
\mathcal{R}_{Q,p}(\rho) \leq \inf_{0 < \tau < \bar{\tau}} \left\{ \tau^{-p} P^p + \frac{p}{p+1} Q(E)g(0)\tau + \frac{pL_g}{2(p+2)} (p+1)^{-\frac{2}{p+1}} g(0)^{-\frac{2}{p+1}} Q(E)\rho^\frac{p+1}{p} \right\}
\leq \inf_{0 < \tau < \bar{\tau}} \left\{ \tau^{-p} P^p + \frac{pL_g}{2(p+2)} (p+1)^{-\frac{2}{p+1}} g(0)^{-\frac{2}{p+1}} Q(E)\rho^\frac{p+1}{p} \right\}
= (p+1)^{-\frac{1}{p}} (g(0)Q(E))^{-\frac{p+1}{p+1}} \rho^\frac{p+1}{p+1} \rho^\frac{2p}{p+1}.
\]

Next, we derive a lower bound of \( \mathcal{R}_{Q,p}(\rho) \). Notice that when \( g(0) > 0 \), under Assumption 1, there exist constants \( 0 < \delta_1 < \delta \) and \( 0 < C_1 \leq C_2 < \infty \) such that
\[
0 < C_1 \leq g(x) \leq C_2 < \infty,
\]
for any \( x \in [0, \delta_1], y \in [0, \delta_1] \). Hence, \( g(x) > C_1 \) on \( [0, \delta_1] \). Let \( \rho < \left( \frac{C_1 Q(E)}{\rho+1} \right)^\frac{1}{p} \delta_1^\frac{p+1}{p} \). We claim that \( \lambda_x^{-1/p} \leq \delta_1 \). Indeed, suppose on the contrary that \( \lambda_x^{-1/p} > \delta_1 \). Then it follows from Lemma 1 that
\[
\rho^p \geq \mathbb{E}_{Q} [d_{E^c}(Z)^p 1_{\{Z \in \mathbb{Z} \}}(Z)] \geq Q(E) \int_0^{\delta_1} s^p dG(s) \geq C_1 Q(E) \int_0^{\delta_1} s^p ds = \frac{C_1 Q(E)}{p+1} \delta_1^{p+1} > \rho^p.
\]
Contradiction arises. Hence, \( \lambda_x^{-1/p} \leq \delta_1 \). Then it follows from Assumption 1 that
\[
\rho^p \geq F(\lambda_x) := Q(E) \int_0^{\lambda_x^{-1/p}} s^p dG(s) \geq Q(E) \int_0^{\lambda_x^{-1/p}} s^p \left[ g(0) - L_g s \right] ds
\geq \frac{g(0)Q(E)}{\lambda_x^{-1/p}} - \frac{L_g Q(E)}{p+1} \lambda_x^{-\frac{p+2}{p}}
=: F(\lambda).
\]
Let \( \rho < 2^{-\frac{p+1}{p}} (g(0)Q(E))^{-\frac{1}{p}} (p+1)^{-\frac{1}{p}} \delta_1^\frac{p+1}{p} \). Then \( \bar{\lambda} := \frac{1}{2} (g(0)Q(E))^{\frac{p}{p+1}} (p+1)^{-\frac{p}{p+1}} \rho^\frac{p}{p+1} \delta_1^{-\frac{p+2}{p}} \). When \( \rho < \left( 2^{-\frac{1}{p}} - 2^{-\frac{p+2}{p+1}} \right) \), it holds that
\[
F(\lambda) \geq F(\bar{\lambda}) = 2^{-\frac{p+1}{p}} \rho^p - \frac{2^{-\frac{p+2}{p}} (p+1)^{\frac{p+2}{p+1}}}{p+2} L_g Q(E)\rho^{-\frac{p+1}{p+1}} \rho^\frac{p+2}{p+1}
\geq 2^{-\frac{p+1}{p}} \rho^p - 2^{-\frac{p+2}{p}} (p+1)^{-\frac{p}{p+1}} L_g Q(E)^{-\frac{1}{p+1}} \rho^\frac{p(p+2)}{p+1}
> \rho^p,
\]
Since $F(\lambda)$ is strictly decreasing on $(\delta_1^{-p}, +\infty)$, we have $\lambda_s > \lambda$. It follows that

$$R_{\lambda, p}(\rho) = \inf_{\lambda > \lambda_s} \left\{ \lambda \rho^p + \int_0^{\lambda} (1 - \lambda s^p) Q(E) dG(s) \right\}$$

$$\geq \inf_{0 < \tau < L_{\lambda}^\frac{1}{p}} \left\{ \tau^{-p} \rho^p + Q(E) \int_0^\tau (1 - \tau^{-p} s^p) g(s) ds \right\}$$

$$= \inf_{0 < \tau < L_{\lambda}^\frac{1}{p}} \left\{ \tau^{-p} \rho^p + \frac{p}{p+1} g(0) Q(E) \tau - \frac{p Q(E)}{2(p+2)} L_{\lambda}^\frac{1}{p} \right\}$$

$$\geq \inf_{0 < \tau < L_{\lambda}^\frac{1}{p}} \left\{ \tau^{-p} \rho^p + \frac{p g(0) Q(E)}{p+1} \tau - \frac{p Q(E)}{2(p+2)} L_{\lambda}^\frac{1}{p} \right\}$$

$$= (p + 1)^{\frac{1}{p+1}} (g(0) Q(E))^\frac{p}{p+1} \rho^\frac{p}{p+1} \int_0^\tau \frac{2^{2-p} p L_{G}^0}{(p+1)(p+1) \tau} (p + 1)^{\frac{2}{p+1}} g(0)^{\frac{2}{p+1}} Q(E)^{\frac{2}{p+1}} L_{G}^\frac{p+1}{p}$$

The result is proved by letting

$$\rho = \min \left( (p + 1)^{-\frac{1}{p+1}} (g(0) Q(E))^{\frac{1}{p+1}} \delta^\frac{p+1}{p} \right)$$

$$(p + 1)^{-\frac{1}{p+1}} (g(0) Q(E))^{\frac{1}{p+1}} \delta^\frac{p+1}{p}$$

$$(\frac{2^{2-p} p L_{G}^0}{(p+1)(p+1) \tau} (p + 1)^{\frac{2}{p+1}} g(0)^{\frac{2}{p+1}} Q(E)^{\frac{2}{p+1}} L_{G}^\frac{p+1}{p}$$

(II) Let $\rho < (p + 2)^{-\frac{1}{p+1}} L_{G}^\frac{1}{p} Q(E)^{\frac{1}{p+1}} \delta^\frac{p+1}{p}$. Then $(p + 2)^{\frac{1}{p+1}} L_{G}^\frac{1}{p} Q(E)^{-\frac{1}{p+1}} \rho^\frac{p}{p+2} < \delta$ and from (EC.3), it holds that

$$R_{\lambda, p}(\rho) \leq \inf_{0 < \tau < \delta} \left\{ \tau^{-\rho} \rho^p + \frac{p}{2(p+2)} Q(E) L_{G}^2 \tau^2 \right\}$$

$$= \frac{1}{2} (p + 2)^{\frac{2}{p+2}} L_{G}^{\frac{p}{p+2}} Q(E)^{\frac{p}{p+2}} \rho^\frac{2p}{p+2}$$

$$\leq \left( \frac{p + 2}{2} \right)^{\frac{2}{p+2}} L_{G}^{\frac{2}{p+2}} Q(E)^{\frac{2}{p+2}} \rho^\frac{2p}{p+2}.$$

The proof is completed by setting $\rho = (p + 2)^{-\frac{1}{p+1}} L_{G}^\frac{1}{p} Q(E)^{\frac{1}{p+1}} \delta^\frac{p+1}{p}$.

**Appendix EC.3: Proof of Section 4.1**

To ease the notation, denote $\alpha = \mathbb{P}_{true}(E)$ and $\alpha_n = \alpha G(\rho_n)$.

**EC.3.1. Proof of Theorem 4.**

By Bernstein’s inequality (e.g., [45]), it follows that

$$\mathbb{P}\left( |J - n \alpha_n| > tn^\frac{1}{2} \right) \leq 2 \exp\left( -\frac{1}{2} t^2 n \right).$$
Notice that
\[
\frac{\frac{1}{2} t^2 \sqrt{n}}{na_n(1 - \alpha_n) + \frac{1}{3} t n^{\frac{1}{2}}} \geq \frac{3t^2}{na_n + \frac{1}{3} t n^{\frac{1}{2}}} \geq \frac{3t^2 \sqrt{n}}{6na_n(g(0)\rho_n + \frac{1}{2} L_g \rho_n^2) + 2t n^{\frac{1}{2}}} \geq \frac{3t^2}{6a\gamma(g(0)\rho_0 + 3\alpha L_g \frac{\rho_0^2}{\sqrt{n}} + 3 t n^{-\frac{1}{2}})} \geq \frac{t^2}{2a\gamma(0)\rho_0 + 1},
\]

where the second inequality follows the Lemma EC.1 when \( n \geq \frac{\rho_0^2}{\delta^2} \), and the last inequality holds since \( 3\alpha L_g \frac{\rho_0^2}{\sqrt{n}} + 3 t n^{-\frac{1}{2}} \leq 3 \) when \( n \geq (\alpha L_g \rho_0^2 + t)^4 \). Below we let \( n \geq \max\left(\frac{\rho_0^2}{\delta^2}, (\alpha L_g \rho_0^2 + t)^4\right) \). It follows that
\[
\mathbb{P}\left(|J - n\alpha_n| > tn^{\frac{1}{2}}\right) \leq 2 \exp\left(-\frac{t^2}{2a\gamma(0)\rho_0 + 1}\right),
\]
which is equivalent to
\[
\mathbb{P}\left(n\alpha_n - tn^{\frac{1}{2}} \leq J \leq n\alpha_n + tn^{\frac{1}{2}}\right) \geq 1 - 2 \exp\left(-\frac{t^2}{2a\gamma(0)\rho_0 + 1}\right).
\]
Therefore, whenever the event above holds, by Lemma 1 and Lemma EC.1,
\[
\mathcal{R}_{\mathbb{P}_n,\infty}(\rho_n) < \frac{J + 1}{n} \leq n\alpha\gamma(n\alpha_n + \frac{1}{3} t n^{\frac{1}{2}}) \leq a\gamma(0)\rho_n + \frac{L_g \alpha\rho_0^2}{2 n} + \frac{1}{n} + \frac{t}{n^{\frac{1}{2}}},
\]
and
\[
\mathcal{R}_{\mathbb{P}_n,\infty}(\rho_n) \geq \frac{J}{n} \geq n\alpha\gamma(n\alpha_n - \frac{1}{3} t n^{\frac{1}{2}}) = a\gamma(0)\rho_n - \frac{L_g \alpha\rho_0^2}{2 n} - \frac{t}{n^{\frac{1}{2}}}.
\]
When \( g(0) = 0 \), by Bernstein’s inequality (e.g., [45]),
\[
\mathbb{P}\left(|J - n\alpha_n| > t\right) \leq 2 \exp\left(-\frac{\frac{1}{2} t^2}{n\alpha_n(1 - \alpha_n) + \frac{1}{3} t}\right).
\]
Notice that
\[
\frac{\frac{1}{2} t^2}{n\alpha_n(1 - \alpha_n) + \frac{1}{3} t} \geq \frac{3t^2}{6na\gamma + 2t} \geq \frac{3t^2}{6na\gamma(\frac{1}{2} L_g \rho_n^2 + 2t)} = \frac{3t^2}{3\alpha L_g \rho_n^2 + 2t}.
\]
Then Bernstein’s inequality above implies that
\[
\mathbb{P}\left(|J - n\alpha_n| > t\right) \leq 2 \exp\left(-\frac{3t^2}{3\alpha L_g \rho_n^2 + 2t}\right).
\]
Therefore
\[
\mathcal{R}_{\mathbb{P}_n,\infty}(\rho_n) < \frac{J + 1}{n} \leq n\alpha\gamma(n\alpha_n + t + \frac{1}{3} t) \leq a\gamma(0)\rho_n + \frac{L_g \alpha\rho_0^2}{2 n} + \frac{1}{n} + \frac{t}{n^{\frac{1}{2}}} = \frac{L_g \alpha\rho_0^2 + 2t + 2}{2n},
\]
and
\[
\mathcal{R}_{\mathbb{P}_n,\infty}(\rho_n) \geq \frac{J}{n} \geq n\alpha\gamma(n\alpha_n - t) = a\gamma(0)\rho_n - \frac{L_g \alpha\rho_0^2}{2 n} - \frac{t}{n} = -\frac{L_g \alpha\rho_0^2 + t}{2n}.
\]
The proof is completed by setting \( C = \frac{1}{2} L_g \alpha\rho_0^2 + 2t + 2 \) and \( n_0 = \max\left(\frac{\rho_0^2}{\delta^2}, (\alpha L_g \rho_0^2 + s)^4\right) \).
EC.3.2. Proof of Proposition 2.
Recall that \( J \sim B(n, \alpha_n) \), \( \sigma_n^2 = n \alpha_n (1 - \alpha_n) \). We first derive an asymptotic anti-concentration inequality for \( J \).

**Lemma EC.4.** Under the setting in Proposition 2, let \( t > 0 \). Then

\[
\lim_{n \to \infty} \mathbb{P} \left( |J - n \alpha_n| \geq t \sigma_n \right) \geq \frac{2\sqrt{2}}{\sqrt{\pi (t^2 + 4 + t)}} e^{-\frac{2}{t^2}}.
\]

**Proof.** For two sequences of positive real numbers \( \{a_n\}_n, \{b_n\}_n \), we use \( a_n \leq b_n \) to represent \( \lim_{n \to \infty} \frac{a_n}{b_n} \leq 1 \), and \( a_n \approx b_n \) to represent \( \lim_{n \to \infty} \frac{a_n}{b_n} = 1 \). By Stirling’s formula, we have that

\[
\mathbb{P} \left( n \alpha_n - t \sigma_n < J < n \alpha_n + t \sigma_n \right) \leq \sum_{-t \sigma_n < k - n \alpha_n < t \sigma_n} \left( \frac{n}{k} \right)^{\alpha_n} (1 - \alpha_n)^{n-k} \approx \sum_{-t \sigma_n < k - n \alpha_n < t \sigma_n} \frac{1}{\sqrt{2\pi}} \sqrt{\frac{n}{k(n-k)}} \frac{n^n}{k^k(n-k)^{n-k}} \alpha_n^k (1 - \alpha_n)^{n-k} \leq \sum_{-t \sigma_n < k - n \alpha_n < t \sigma_n} \frac{1}{\sqrt{2\pi}} \sqrt{\frac{n}{k(n-k)}} \left( \frac{n \alpha_n}{k} \right)^k \left( \frac{n(1 - \alpha_n)}{n-k} \right)^{n-k}.
\]

Let \( x = \frac{k-n \alpha_n}{\sigma_n} = \frac{k-n \alpha_n}{\sqrt{n \alpha_n (1-\alpha_n)}} \), then

\[
\left( \frac{n \alpha_n}{k} \right)^k \left( \frac{n(1 - \alpha_n)}{n-k} \right)^{n-k} = \exp \left\{ \ln \left( \frac{n \alpha_n}{k} \right)^k + \ln \left( \frac{n(1 - \alpha_n)}{n-k} \right)^{n-k} \right\} = \exp \left\{ -k \ln \left( \frac{k}{n \alpha_n} \right) + (k-n) \ln \left( \frac{n-k}{n} \right) \right\} = \exp \left\{ -k \ln \left( \frac{n \alpha_n + x \sqrt{n \alpha_n (1-\alpha_n)}}{n \alpha_n} \right) + (k-n) \ln \left( \frac{n \alpha_n - x \sqrt{n \alpha_n (1-\alpha_n)}}{n(1-\alpha_n)} \right) \right\} \approx \exp \left\{ -k \left( x \sqrt{1 - \alpha_n} - \frac{x^2 (1 - \alpha_n)}{2 n \alpha_n} \right) + (k-n) \left( -x \sqrt{\frac{\alpha_n}{n(1-\alpha_n)}} - \frac{x^2 \alpha_n}{2n(1-\alpha_n)} \right) \right\} = \exp \left\{ -(n \alpha_n - x \sqrt{n \alpha_n (1-\alpha_n)}) \left( x \sqrt{\frac{1 - \alpha_n}{n \alpha_n}} - \frac{x^2 (1 - \alpha_n)}{2 n \alpha_n} \right) + (n \alpha_n + x \sqrt{n \alpha_n (1-\alpha_n)} - n) \left( -x \sqrt{\frac{\alpha_n}{n(1-\alpha_n)}} - \frac{x^2 \alpha_n}{2n(1-\alpha_n)} \right) \right\} \approx \exp \left\{ -(x \sqrt{n \alpha_n (1-\alpha_n)} + \frac{1}{2} x^2 (1 - \alpha_n) - x^2 (1 - \alpha_n)) + \left( x \sqrt{n \alpha_n (1-\alpha_n)} + \frac{1}{2} x^2 \alpha_n - x^2 \alpha_n \right) \right\} = \exp \left\{ -\frac{1}{2} x^2 (1 - \alpha_n) - \frac{1}{2} x^2 \alpha_n \right\} = \exp \left\{ -\frac{1}{2} x^2 \right\} = e^{-\frac{(k-n \alpha_n)^2}{2 \sigma_n^2}}.
\]
where the first $\approx$ comes from Taylor’s expansion with the fact that $n\alpha_n \geq \alpha g(0)\rho_0 \sqrt{n} - \frac{\alpha}{2} L\rho_n^2 \rightarrow \infty$ as $n \rightarrow \infty$. It follows that

$$\Pr\left(n\alpha_n - t\sigma_n < J < n\alpha_n + t\sigma_n\right) \leq \sum_{-t\sigma_n < k - n\alpha_n < t\sigma_n} \frac{1}{\sqrt{2\pi}} \frac{n}{k(n-k)} e^{-\frac{(k-n\alpha_n)^2}{2\sigma_n^2}}.$$ 

Notice that

$$\Pr\left(n\alpha_n - t\sigma_n < J < n\alpha_n + t\sigma_n\right) \leq \sum_{-t\sigma_n < k - n\alpha_n < t\sigma_n} \frac{1}{\sqrt{2\pi}} \frac{n}{k(n-k)} e^{-\frac{(k-n\alpha_n)^2}{2\sigma_n^2}}$$

$$\leq \sum_{-t\sigma_n < k - n\alpha_n < t\sigma_n} \frac{1}{\sqrt{2\pi}} \frac{n}{(n\alpha_n - t\sigma_n)(n - n\alpha_n - t\sigma_n)} e^{-\frac{(k-n\alpha_n)^2}{2\sigma_n^2}}$$

$$= \sum_{-t\sigma_n < k - n\alpha_n < t\sigma_n} \frac{1}{\sqrt{2\pi}} \sigma_n \sqrt{\frac{n}{(n\alpha_n - t\sigma_n)(n - n\alpha_n - t\sigma_n)}} e^{-\frac{(k-n\alpha_n)^2}{2\sigma_n^2}} \frac{1}{\sigma_n}$$

$$\leq \sqrt{\frac{n^2\alpha_n(1 - \alpha_n)}{(n\alpha_n - t\sigma_n)(n - n\alpha_n - t\sigma_n)}} \int_{-t}^{t} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} dx$$

$$\approx 1 - 2\int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} dx$$

$$\leq 1 - \frac{2\sqrt{2}}{\sqrt{\pi}(\sqrt{t^2 + 4} + t)} e^{-\frac{t^2}{2}}.$$ 

where the second inequality is based on the fact $n > n\alpha_n + t\sqrt{n\alpha_n(1 - \alpha_n)}$ for sufficiently large $n$, and the last inequality comes from the inequality in [3] that $\frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\frac{x^2}{2}} dx \geq \frac{1}{\sqrt{2\pi}} \frac{2}{(\sqrt{t^2 + 4} + t)} e^{-t^2/2}$. Therefore,

$$\Pr\left(|J - n\alpha_n| \geq t\sigma_n\right) = 1 - \Pr\left(n\alpha_n - t\sigma_n < J < n\alpha_n + t\sigma_n\right) \approx 1 - \left(1 - \frac{2\sqrt{2}}{\sqrt{\pi}(\sqrt{t^2 + 4} + t)} e^{-\frac{t^2}{2}}\right)$$

$$= \frac{2\sqrt{2}}{\sqrt{\pi}(\sqrt{t^2 + 4} + t)} e^{-\frac{t^2}{2}}.$$ 

Hence the proof is completed. $\square$

**Proof of Proposition 2.** When $g(0) > 0$, it holds that $\alpha g(0)\rho_n - \frac{\alpha}{2} L\rho_n^2 \leq \alpha_n \leq \alpha g(0)\rho_n + \frac{\alpha}{2} L\rho_n^2$. Then,

$$\sigma_n = \sqrt{n\alpha_n(1 - \alpha_n)} \geq \sqrt{n(\alpha g(0)\rho_n - \frac{\alpha}{2} L\rho_n^2)} \geq \sqrt{\frac{1}{2}\alpha g(0)\rho_0 \sqrt{n}} \geq \sqrt{\frac{1}{2}\alpha g(0)\rho_0 \cdot n^{\frac{1}{4}}}.$$ 

where the second inequality is due to the fact that $\alpha g(0)\rho_n \geq \frac{\alpha}{2} L\rho_n^2$ when $n \geq L^2\rho_n^2 g(0)^{-2}$. Applying Lemma EC.4 gives

$$\Pr\left(|J - n\alpha_n| \geq t\sqrt{\frac{1}{2}\alpha g(0)\rho_0 \cdot n^{\frac{1}{4}}}\right) \geq \Pr\left(|J - n\alpha_n| \geq t\sigma_n\right) \geq \frac{2\sqrt{2}}{\sqrt{\pi}(\sqrt{t^2 + 4} + t)} e^{-\frac{t^2}{2}}.$$
Hence, when \( n > \left( \frac{L_2 \alpha \rho_0^2 + 2}{t \sqrt{1 + 2 \alpha g(0) \rho_0}} \right)^4 \), by the Lemma EC.1, at least one of

\[
\mathcal{R}_{\mathcal{F}_n, \infty}(\rho_n) < \frac{J + 1}{n} \leq \frac{n \alpha G(\rho_n)}{n} + \frac{-t \sqrt{\frac{1}{2} \alpha g(0) \rho_0 n^3 + 1}}{n} 
\leq \alpha g(0) \rho_n + \frac{L_2 \alpha \rho_0^2}{2} + \frac{1}{n} - \frac{t \sqrt{\frac{1}{2} \alpha g(0) \rho_0}}{n^3/4} 
\leq \alpha g(0) \rho_n - \frac{t \sqrt{\frac{1}{2} \alpha g(0) \rho_0}}{2n^{3/4}},
\]

and

\[
\mathcal{R}_{\mathcal{P}_n, \infty}(\rho_n) \geq \frac{J}{n} \geq \frac{n \alpha G(\rho_n)}{n} + \frac{t \sqrt{\frac{1}{2} \alpha g(0) \rho_0 n^3 + 1}}{n} = \alpha g(0) \rho_n - \frac{L_2 \alpha \rho_0^2}{2} + \frac{t \sqrt{\frac{1}{2} \alpha g(0) \rho_0}}{n^3/4} 
\geq \alpha g(0) \rho_n + \frac{t \sqrt{\frac{1}{2} \alpha g(0) \rho_0}}{2n^{3/4}},
\]

holds with probability at least \( \frac{2 \sqrt{2}}{\sqrt{\pi} (N + 4)} e^{-\frac{t^2}{2}} \) which implies that

\[
\lim_{n \to +\infty} \left| \mathcal{R}_{\mathcal{F}_n, \infty}(\rho_n) - \alpha g(0) \rho_n \right| - \frac{t \sqrt{2 \alpha g(0) \rho_0}}{4n^{3/4}} \geq 0,
\]

The proof is completed by setting \( C = \frac{t \sqrt{2 \alpha g(0) \rho_0}}{4} \).

**Appendix EC.4: Proofs for Section 4.2**

**EC.4.1. Proof of Theorem 5**

We first state several useful preparatory results, whose proofs are postponed to Section EC.4.1.4. Recall that \( U_j \sim \text{Beta}(j, N + 1 - j), j = 1, \ldots, N \). Define \( \sigma_j = \sqrt{j(N + 1 - j)} / (N + 1) / \sqrt{N + 2}, j = 1, \ldots, N \), namely the standard deviation of \( U_j \).

**Lemma EC.5.** Let \( t_1 > 0 \) and \( t_2 > 0 \). It holds with the probability at least \( 1 - n \exp\left( -\frac{t_1^2}{2t_1} \right) - 2 \exp(-2t_2^2) \) that for any \( 1 \leq j \leq N \),

\[
\mathbb{E}[U_j] - t_1 \sigma_j \leq U_j(\omega) \leq \mathbb{E}[U_j] + t_1 \sigma_j,
\]

and \( |N(\omega) - n\alpha| \leq t_2 \sqrt{n} \).

By the definition of \( \delta \), it holds that with probability one, \( U_j \geq \delta \) for all \( 1 \leq j \leq N \). Then by Lemma EC.5, there exists a subset \( \Omega_0 \subset \Omega \) with \( \mathbb{P}(\Omega_0) \geq 1 - n \exp\left( -\frac{t_1^2}{2t_1} \right) - 2 \exp(-2t_2^2) \), such that for all \( \omega \in \Omega_0 \),

\[
\max(G(\delta), \mathbb{E}[U_j] - t_1 \sigma_j) \leq U_j(\omega) \leq \mathbb{E}[U_j] + t_1 \sigma_j \quad \text{for \( 1 \leq j \leq N(\omega) \) and \( |N(\omega) - n\alpha| \leq t_2 \sqrt{n} \).}
\]

Define

\[
n_1 := \frac{4t_1^2}{\alpha^2}, \quad n_2 := \left( 2 \sigma^{-1} G(\delta)^{-1} \left( \rho_0 \omega^{s-p} + t_1 \sqrt{\rho_0 \omega^{s-p}} \right) \right)^{1/(\min(bp,(bp+1)/2))^{-1}}. \tag{EC.4}
\]

**Lemma EC.6.** Suppose \( G(\delta) > 0 \) and \( n > \lceil \max(n_1, n_2) \rceil \). Then for all \( \omega \in \Omega_0 \), it holds that

\[
|N(\omega) - n\alpha| \leq t_2 \sqrt{n}, \quad G(\delta) \leq U_j(\omega) \leq \mathbb{E}[U_j] + t_1 \sigma_j < G(\delta), \quad \forall 1 \leq j \leq N(\omega).
\]
Lemma EC.7. Assume Assumption 1 holds with \( G(s) = 0 \) and \( g(s) > 0 \). Then there exist constants \( \delta, M, L_G > 0 \) such that \( G^{-1}(x) \) exists on \([0, G(\delta)]\), and for all \( x_1, x_2 \in [0, G(\delta)]\),
\[
M|x_1 - x_2| \leq |G^{-1}(x_1) - G^{-1}(x_2)| \leq L_G|x_1 - x_2|.
\]
Note that here the generalized inverse of \( G \) at 0 is \([0, \frac{\delta}{2}]\); yet to ease the presentation, we set \( G^{-1}(0) = \frac{\delta}{2} \).

Lemma EC.8. Suppose \( G(\delta) > 0 \) and \( G(s) = 0 \). Let \( n > \max(n_1, n_2) \). Then for all \( \omega \in \Omega_0 \), it holds that
\[
n\rho_n^p \delta^{-p} - 1 < J(\omega) \leq n\rho_n^p \delta^{-p}.
\]

EC.4.1.1. Proof of Theorem 5 (I) Define
\[
n_3 := 2\frac{1}{n\rho_n^p} \frac{\delta^{-p}}{\delta^{v_p}} \frac{s}{\rho_0^p},
n_4 := 4t^2 / \alpha^2.
\]
where \( \alpha := \alpha G(s) \).

Proof of Theorem 5 (I). Since \( G(s) > 0 \), it holds with probability 1 that for all \( 1 \leq j \leq N, S_j \geq s \). Define \( N_\delta = \max \{ 0 \leq j \leq N : S_j = s \} \). Then \( N_\delta \sim \text{Binomial}(n, \alpha G(s)) \). Applying Bernstein’s inequality (e.g., [45]) gives that
\[
\mathbb{P}(N_\delta - n\alpha \geq t\sqrt{n}) \leq \exp \left( -\frac{t^2}{2\alpha^2(1 - \alpha) \delta^{2p} / \sqrt{n}} \right) \leq \exp \left( -\frac{t^2}{2\alpha^2(1 - \alpha)} \right),
\]
where the second inequality holds for \( n \geq t^2 \) when \( n > n_1 \). Observe that when \( n \geq \max(n_3, n_4) \), it holds that \( (n\alpha - t\sqrt{n}) \cdot \frac{1}{n\delta^{2p}} \geq \frac{1}{2}\alpha \delta^{2p} \geq \rho_n^p \), hence the worst-case distribution transports only points in \( Z_{N_\delta} \). Then by (4) we have
\[
J_\delta \leq n\rho_n^p < (J + 1)\delta^p,
\]
which is equivalent to
\[
\rho_n^p \delta^{-p} - 1 < J \leq \rho_n^p \delta^{-p}.
\]
Therefore, the result follows from (5), by setting \( n_0 = \max(n_1, n_3, n_4) \).

EC.4.1.2. Proof of Theorem 5 (II)
Based on Lemma EC.8, we can derive a finer bounds for \( J(\omega) \).
Define \( \delta_3 := \min \{ s > 0 : G(s) = G(\delta_1) / 2 \} \), and
\[
n_5 := \left( 2\alpha^{-1} G(\delta_1)^{-1} \left( \rho_0^p \delta^{-p} + t_1 \sqrt{\rho_0^p \delta^{-p}} \right) \right)^{(\min(bp, (bp+1)/2))^{-1}},
n_6 := 2(\xi_1 + \xi_2 + \xi_3),
n_7 := 2\frac{1}{n\rho_n^p} (\xi_1 + \xi_2 + \xi_3) \frac{1}{\delta^{v_p}},
\]
where
\[
\xi_1 = 2p\alpha^{-1} \rho_0^p \delta^{-(p+1)} L_G^{-1}, 
\xi_2 = \frac{g}{2} t_1 p\alpha^{-1} \rho_0^p \delta^{-(p+1)} L_G^{-1}, 
\xi_3 = (2 + \frac{g}{2} t_1) p\alpha^{-1} \delta^{-1} L_G^{-1}.
\]
Note that due to \( \delta_1 < \delta \), we have \( n_4 > n_2 \) and \( n_5 > n_3 \).
Lemma EC.9. When $G(s) = 0$ with $g(s) > 0$, assume Assumption 1 holds and $n > \max(n_1, n_5)$. Let $t_1 > 0$ and $t_2 > 0$. Then for any $\omega \in \Omega_0$, it holds that

$$
\left(1 + \frac{\eta_1}{n^{bp}} + \frac{\eta_2}{n^{p+1}} + \frac{\eta_3}{n} \right)^{-1} n^p \Sigma - \frac{1}{1 - J(\omega)} \leq \left(1 - \frac{\zeta_1}{n^{bp}} - \frac{\zeta_2}{n^{p+1}} - \frac{\zeta_3}{n} \right)^{-1} n^p \Sigma - \frac{1}{1 - J(\omega)},
$$

where

$$
\eta_1 = 2p \alpha^{-1} \rho_0^p \sum \left(1 + (1 + t_1) \Sigma^{-1} L_{G^{-1}} \right)^{p-1},
$$

$$
\eta_2 = \frac{8}{3} pt_1 \alpha^{-1} \rho_0^p \sum \left(1 + (1 + t_1) \Sigma^{-1} L_{G^{-1}} \right)^{p-1},
$$

$$
\eta_3 = \left(4 + \frac{8\sqrt{8}}{3} t_1 \right) p \alpha^{-1} \sum \left(1 + (1 + t_1) \Sigma^{-1} L_{G^{-1}} \right)^{p-1}.
$$

Proof of Lemma EC.9. Let $\omega \in \Omega_0$. Since $n > \max(n_1, n_5)$, applying Lemma EC.6 with $\delta = \delta_1$ yields that for $1 \leq j \leq J(\omega)$,

$$
U_j(\omega) \leq \mathbb{E}[U_j] + t_1 \sigma_j < G(\delta_1).
$$

By Lemma EC.7, for every $1 \leq j \leq J(\omega)$,

$$
S_j(\omega) = G^{-1}(U_j(\omega)) \leq G^{-1}(\mathbb{E}[U_j] + t_1 \sigma_j) \leq G^{-1}(0) + L_{G^{-1}}(\mathbb{E}[U_j] + t_1 \sigma_j) = \delta + L_{G^{-1}}(\mathbb{E}[U_j] + t_1 \sigma_j),
$$

(EC.5)

and

$$
S_j(\omega) = G^{-1}(U_j(\omega)) \geq G^{-1}(\mathbb{E}[U_j]) - L_{G^{-1}}(U_j(\omega) - \mathbb{E}[U_j])
$$

$$
\geq G^{-1}(\mathbb{E}[U_j]) - L_{G^{-1}} t_1 \sigma_j
$$

$$
\geq G^{-1}(0) - L_{G^{-1}} \mathbb{E}[U_j] - L_{G^{-1}} t_1 \sigma_j
$$

= $\delta - L_{G^{-1}}(\mathbb{E}[U_j] + t_1 \sigma_j)$,

(EC.6)

We first derive the lower bound for $J(\omega)$. From (4) and (EC.5), it holds that

$$
n^p \rho_n^p < \sum_{j=1}^{J(\omega)+1} S_j(\omega)^p
$$

$$
\leq \sum_{j=1}^{J(\omega)+1} (\delta + L_{G^{-1}}(\mathbb{E}[U_j] + t_1 \sigma_j))^p
$$

$$
\leq \sum_{j=1}^{J(\omega)+1} \delta^p \left(1 + \delta^{-1} L_{G^{-1}} \left(\frac{j}{N(\omega) + 1} + t_1 \frac{\sqrt{j}}{N(\omega) + 1}\right)^p.\right.
$$
Due to the inequality that 

\[(1 + \frac{1}{p} L_{G^{-1}} x)^p \leq 1 + p \frac{1}{p} L_{G^{-1}} (1 + (1 + t_1) \frac{1}{p} L_{G^{-1}})^{p-1} x \] for \( p \geq 1 \) and \( 0 \leq x \leq 1 + t_1 \), it follows that

\[
n p_n^p < \sum_{j=1}^{J(\omega)+1} \delta^p \left( 1 + p \frac{1}{p} L_{G^{-1}} (1 + (1 + t_1) \frac{1}{p} L_{G^{-1}})^{p-1} \left( \frac{j}{N(\omega) + 1} + t_1 \frac{\sqrt{J}}{N(\omega)+1} \right) \right)
\]

\[
= \delta^p (J(\omega) + 1) + \sum_{j=1}^{J(\omega)+1} p \frac{1}{p} L_{G^{-1}} (1 + (1 + t_1) \frac{1}{p} L_{G^{-1}})^{p-1} \left( \frac{j}{N(\omega) + 1} + t_1 \frac{\sqrt{J}}{N(\omega)+1} \right)
\]

\[
\leq \delta^p (J(\omega) + 1) + \frac{p}{N(\omega) + 1} \left( 1 + (1 + t_1) \frac{1}{p} L_{G^{-1}} \right)^{p-1} \int_0^{J(\omega)+2} \left( \frac{x}{N(\omega) + 1} + t_1 \frac{\sqrt{J}}{N(\omega)+1} \right) dx
\]

\[
\leq \delta^p (J(\omega) + 1) \left( 1 + \frac{p}{N(\omega) + 1} \left( 1 + (1 + t_1) \frac{1}{p} L_{G^{-1}} \right)^{p-1} \left( \frac{(J(\omega) + 2)^2}{2(J(\omega) + 1)} + \frac{2(J(\omega) + 2)^{3/2}}{3(J(\omega) + 1)} \right) \right)
\]

\[
\leq \delta^p (J(\omega) + 1) \left( 1 + \frac{p}{N(\omega) + 1} \left( 1 + (1 + t_1) \frac{1}{p} L_{G^{-1}} \right)^{p-1} \left( \frac{J(\omega) + 2}{N(\omega) + 1} + \frac{4\sqrt{J(\omega) + 2}}{3(N(\omega) + 1)} \right) \right),
\]

where the last inequality holds since \( 2J(\omega) + 1 \geq J(\omega) + 2 \). Using Lemma EC.8 and \( n > n_1 \) which implies \( |N(\omega) - na| > t_2 \sqrt{n} \),

\[
\frac{J(\omega) + 2}{N(\omega) + 1} \leq \frac{\eta_1 n^2 - p + 2}{N(\omega)} = \frac{2p_n^p \frac{1}{2an}}{an^{bp}} + \frac{4}{an}, \tag{EC.7}
\]

and

\[
\frac{\sqrt{J(\omega) + 2}}{N(\omega) + 1} \leq \frac{\sqrt{J(\omega) + 2}}{N(\omega)} = \frac{\sqrt{p^2 \frac{1}{2an}}} {an^{bp}} + \frac{2\sqrt{2}}{an}, \tag{EC.8}
\]

where the first inequality comes from the fact that \( \sqrt{a + b} \leq \sqrt{a} + \sqrt{b} \) for \( a, b \geq 0 \). Then it follows that

\[
n p_n^p < \delta^p (J(\omega) + 1) \left( 1 + \frac{\eta_1 n^2 - p + 2}{n^2} \left( \frac{\eta_2}{n^{bp}} + \frac{\eta_3}{n} \right) \right),
\]

which implies that

\[
J(\omega) > \left( 1 + \frac{\eta_1 n^2 - p + 2}{n^2} \left( \frac{\eta_2}{n^{bp}} + \frac{\eta_3}{n} \right) \right)^{-1} n p_n^p \frac{1}{\delta^p} - 1.
\]

Next, we derive the upper bound for \( J(\omega) \), \( \omega \in \Omega_0 \). Using (4) and (EC.6), it holds that

\[
n p_n^p \geq \sum_{j=0}^{J(\omega)} S_j(\omega)^p
\]

\[
\geq \sum_{j=0}^{J(\omega)} \left( L_{G^{-1}} (E[U_j] + t_1 \sigma_j) \right)^p
\]

\[
\geq \sum_{j=0}^{J(\omega)} \delta^p \left( 1 - L_{G^{-1}} \left( \frac{j}{N(\omega) + 1} + t_1 \frac{\sqrt{J}}{N(\omega)+1} \right) \right)^p
\]

\[
\geq \sum_{j=0}^{J(\omega)} \delta^p \left( 1 - \frac{p}{N(\omega) + 1} \left( \frac{j}{N(\omega) + 1} + t_1 \frac{\sqrt{J}}{N(\omega)+1} \right) \right)^p,
\]
where the second last inequality follows from the inequality \( (1 - x)^p \geq 1 - px \) for \( p \geq 1 \) and \( x \geq 0 \). If \( J(\omega) = 0 \), then \( J(\omega) \) is upper bounded by zero. If \( J(\omega) \geq 1 \), it holds that

\[
\begin{align*}
n p_n x^{-p} &\geq \sum_{j=1}^{J(\omega)} \left( 1 - p x^{-1} L_G^{-1} \left( \frac{j}{N(\omega) + 1} + t_1 \frac{\sqrt{j}}{N(\omega) + 1} \right) \right) \\
&= J(\omega) - \sum_{j=0}^{J(\omega)} p x^{-1} L_G^{-1} \left( \frac{j}{N(\omega) + 1} + t_1 \frac{\sqrt{j}}{N(\omega) + 1} \right) \\
&\geq J(\omega) - p x^{-1} L_G^{-1} \int_0^{J(\omega) + 1} \left( \frac{x}{N(\omega) + 1} + t_1 \frac{\sqrt{x}}{N(\omega) + 1} \right) dx \\
&= J(\omega) \left( 1 - p x^{-1} L_G^{-1} \left( \frac{(J(\omega) + 1)^2}{2(N(\omega) + 1)J(\omega) + t_1 2(J(\omega) + 1)^2} \right) \right) \\
&\geq J(\omega) \left( 1 - p x^{-1} L_G^{-1} \left( \frac{J(\omega) + 1}{N(\omega) + 1} + t_1 \frac{4\sqrt{J(\omega) + 1}}{3(N(\omega) + 1)} \right) \right) \\
&\geq J(\omega) \left( 1 - p x^{-1} L_G^{-1} \left( \frac{J(\omega) + 2}{N(\omega) + 1} + t_1 \frac{4\sqrt{J(\omega) + 2}}{3(N(\omega) + 1)} \right) \right),
\end{align*}
\]

where the second last inequality holds since \( 2J(\omega) \geq J(\omega) + 1 \). Using (EC.7) and (EC.8), we obtain that

\[
\begin{align*}
n p_n x^{-p} &\geq J(\omega) \left( 1 - p x^{-1} L_G^{-1} \left( \frac{2\rho_n x^{-p}}{\alpha n b p} + 2 \frac{\rho_n x^{-p}}{\alpha n} + t_1 \frac{8\rho_n x^{-p}}{3\alpha n b p} + t_1 \frac{8\rho_n x^{-p}}{3\alpha n} \right) \right) \\
&= J(\omega) \left( 1 - \frac{\zeta_1}{n b p} - \frac{\zeta_2}{n b p + 1} - \frac{\zeta_3}{n} \right).
\end{align*}
\]

Since \( \frac{\zeta_1}{n b p} + \frac{\zeta_2}{n b p + 1} + \frac{\zeta_3}{n} < \frac{1}{2} \) when \( n > \max(n_6, n_7) \), this implies that

\[
J(\omega) \leq \left( 1 - \frac{\zeta_1}{n b p} - \frac{\zeta_2}{n b p + 1} - \frac{\zeta_3}{n} \right)^{-1} n p_n x^{-p}.
\]

\[\square\]

**Proof of Theorem 5 (II).** Recall the bound on \( R_{\varphi, p} (\rho_n) \) in (5) that

\[
\frac{J(\omega)}{n} \leq R_{\varphi, p} (\rho_n) < \frac{J(\omega) + 1}{n}.
\]

Applying Lemma EC.9 gives that

\[
R_{\varphi, p} (\rho_n) \geq \frac{J(\omega)}{n} > \left( 1 + \frac{\eta_1}{n b p} + \frac{\eta_2}{n b p + 1} + \frac{\eta_3}{n} \right)^{-1} n p_n x^{-p} - \frac{1}{n}
\]

\[
\geq \left( 1 - \frac{\eta_1}{n b p} - \frac{\eta_2}{n b p + 1} - \frac{\eta_3}{n} \right) n p_n x^{-p} - \frac{1}{n}
\]

\[
= n p_n x^{-p} - \left( \frac{\eta_1}{n^2 b p} + \frac{\eta_2}{n^{3 b p + 1}} + \frac{\eta_3}{n^{1 b p}} \right) n p_n x^{-p} - \frac{1}{n}.
\]
where the last inequality comes from the inequality that \((1 + x)^{-1} \geq 1 - x\) for \(x \geq 0\). Similarly,

\[
R_{p,n,p}(\rho_n) < \frac{J(\omega) + 1}{n} \leq \left(1 - \frac{\xi_1}{n^{bp}} - \frac{\xi_2}{n^{bp+1}} - \frac{\xi_3}{n}\right)^{-1} \rho_n^{p \omega} + \frac{1}{n}
\]

\[
\leq \left(1 + 4 \frac{\xi_1}{n^{bp}} + 4 \frac{\xi_2}{n^{bp+1}} + 4 \frac{\xi_3}{n}\right) \rho_n^{p \omega} + \frac{1}{n}
\]

\[
= \rho_n^{p \omega} + 4 \left(\frac{\xi_1}{n^{2bp}} + \frac{\xi_2}{n^{3bp+1}} + \frac{\xi_3}{n^{1+bp}_{\omega}}\right) \rho_n^{p \omega} + \frac{1}{n},
\]

where the last inequality is due to facts that \(\frac{\xi_1}{n^{bp}} + \frac{\xi_2}{n^{bp+1}} + \frac{\xi_3}{n} < \frac{1}{2}\) when \(n > \max(n_6, n_7)\) and \((1 - x)^{-1} \leq 1 + 4x\) for \(0 \leq x \leq \frac{1}{2}\). Therefore, the result is proved by setting \(n_0 = \lceil \max(n_1, n_5, n_6, n_7) \rceil\) and \(C = \max((\eta_1 + \eta_2 + \eta_3)\rho_0^{p \omega} + 1, 4(\xi_1 + \xi_2 + \xi_3)\rho_0^{p \omega} + 1)\). □

**EC.4.1.3. Proof of Theorem 5 (III)**

Using (4), for \(\omega \in \Omega_0\), it holds that

\[
np_{\rho_n}^{p} \geq \sum_{j=0}^{J(\omega)} S_{\rho_n}^{p} \geq J(\omega) \tilde{s}^p,
\]

which implies that

\[
J(\omega) \leq n\tilde{s}^{-p} \rho_n^p.
\]

Hence, for \(\omega \in \Omega_0\),

\[
R_{p,n,p}(\rho_n) < \frac{J(\omega) + 1}{n} \leq \tilde{s}^{-p} \rho_n^p + \frac{1}{n}.
\]

To derive a lower bound for \(J(\omega)\), by our assumption on \(G\), there exists a constant \(\Delta_G > 0\) such that \(G(\tilde{s} + x) \geq \frac{1}{2}c_\tilde{s}x^\tau\) for \(x \in (0, \Delta_G]\). Define

\[
n_8 := \left(2\alpha^{-1}G(\tilde{s} + \Delta_G)^{-1}\left(\rho_0^{p \omega} + t_1 \sqrt{\rho_0^{p \omega}}\right)\right)^{\frac{1}{p \omega}}_{\text{mm1}(\alpha^p)},
\]

When \(n > \max(n_1, n_8)\), applying Lemma EC.6 with \(\delta = \tilde{s} + \Delta_G\) yields that for \(1 \leq j \leq J(\omega)\),

\[
U_j(\omega) < G(\tilde{s} + \Delta_G).
\]

As a result, \(S_{\rho_n}^{p} - \tilde{s} \leq \Delta_G\), and thus

\[
U_j(\omega) \geq \frac{1}{2}c_{\tilde{s}}(S_j(\omega) - \tilde{s})^\tau,
\]

which implies that

\[
S_j(\omega) \leq \left(\frac{2}{c_{\tilde{s}}}U_j(\omega)\right)^{\frac{1}{\tau}} + \tilde{s}.
\]

Using (4) and Lemma EC.5, it holds that

\[
np_{\rho_n}^{p} < \sum_{j=0}^{J(\omega)+1} \left(\left(\frac{2}{c_{\tilde{s}}}U_j(\omega)\right)^{\frac{1}{\tau}} + \tilde{s}\right)^p = \sum_{j=0}^{J(\omega)+1} \tilde{s}^p \left(1 + \tilde{s}^{-1} \left(\frac{2}{c_{\tilde{s}}}U_j(\omega)\right)^{\frac{1}{\tau}}\right)^p \leq \sum_{j=0}^{J(\omega)+1} \tilde{s}^p \left(1 + 2\tilde{s}^{-1}c_{\tilde{s}}^{-\frac{1}{\tau}} \sum_{j=0}^{J(\omega)+1} \left(E[U_j] + t_1 \sigma_j\right)\right)^p.
\]
Due to the elementary inequalities
\[
\left(1 + 2\frac{1}{\tau} s^{-1} c_s^{-1} x\right)^p \leq 1 + p 2\frac{1}{\tau} c_s^{-\frac{1}{\tau}} s^{-1} \left(1 + 2\frac{1}{\tau} c_s^{-\frac{1}{\tau}} s^{-1} (1 + t_1)^{\frac{1}{\tau}}\right)^{p-1}, \quad \forall 1 \leq x \leq (1 + t_1)^{\frac{1}{\tau}},
\]
\[
(1 + x)^{\frac{1}{\tau}} \leq 1 + \left(1 + t_1^{(1 + t_1)^{\frac{1}{\tau}} - 1}\right) x, \quad \forall 0 \leq x \leq t_1,
\]

it follows that
\[
n ||_{(\omega + 1)}^p^p = (J(\omega) + 1) s^p + \sum_{j=1}^{J(\omega)+1} p 2\frac{1}{\tau} c_s^{-\frac{1}{\tau}} s^{-1} \left(1 + 2\frac{1}{\tau} c_s^{-\frac{1}{\tau}} s^{-1} (1 + t_1)^{\frac{1}{\tau}}\right)^{p-1} \left(\frac{j}{N(\omega)+1} + t_1^n \frac{\sqrt{J}}{N(\omega)+1}\right)^{\frac{1}{\tau}}
\]
\[
= (J(\omega) + 1) s^p + \sum_{j=1}^{J(\omega)+1} p 2\frac{1}{\tau} c_s^{-\frac{1}{\tau}} s^{-1} \left(1 + 2\frac{1}{\tau} c_s^{-\frac{1}{\tau}} s^{-1} (1 + t_1)^{\frac{1}{\tau}}\right)^{p-1} \left(\frac{j}{N(\omega)+1} + \left(1 + t_1^{(1 + t_1)^{\frac{1}{\tau}} - 1}\right) t_1^{\frac{1}{\tau}}\right)^{\frac{1}{\tau}}
\]
\[
\leq (J(\omega) + 1) s^p + \sum_{j=1}^{J(\omega)+1} p 2\frac{1}{\tau} c_s^{-\frac{1}{\tau}} s^{-1} \left(1 + 2\frac{1}{\tau} c_s^{-\frac{1}{\tau}} s^{-1} (1 + t_1)^{\frac{1}{\tau}}\right)^{p-1} \left(\frac{j}{N(\omega)+1} + \left(1 + t_1^{(1 + t_1)^{\frac{1}{\tau}} - 1}\right) \frac{t_1^{\frac{1}{\tau}}}{(N(\omega)+1)^{\frac{1}{\tau}}}\right)
\]
\[
\leq (J(\omega) + 1) s^p + \int_{j=0}^{J(\omega)+2} p \left(\frac{2}{c_s}\right)^{\frac{1}{\tau}} s^{-1} \left(1 + \left(\frac{2}{c_s}\right)^{\frac{1}{\tau}} s^{-1} (1 + t_1)^{\frac{1}{\tau}}\right)^{p-1} \left(\frac{\tau + (1 + t_1)^{\frac{1}{\tau}} - 1}{\tau} + \frac{t_1 \left(1 + t_1^{\frac{1}{\tau}}\right)^{\frac{1}{\tau}}}{(N(\omega)+1)^{\frac{1}{\tau}}}\right) dx
\]
\[
= (J(\omega) + 1) s^p + \int_{j=0}^{J(\omega)+2} p \left(\frac{2}{c_s}\right)^{\frac{1}{\tau}} s^{-1} \left(1 + \left(\frac{2}{c_s}\right)^{\frac{1}{\tau}} s^{-1} (1 + t_1)^{\frac{1}{\tau}}\right)^{p-1} \left(\frac{\tau + (1 + t_1)^{\frac{1}{\tau}} - 1}{\tau} + \frac{t_1 \left(1 + t_1^{\frac{1}{\tau}}\right)^{\frac{1}{\tau}}}{(N(\omega)+1)^{\frac{1}{\tau}}}\right) dx
\]
\[
\leq (J(\omega) + 1) s^p \left(1 + \frac{p}{\tau} \left(\frac{2}{c_s}\right)^{\frac{1}{\tau}} s^{-1} (1 + t_1)^{\frac{1}{\tau}}\right)^{p-1} \left(\frac{2J(\omega)+2}{(N(\omega)+1)^{\frac{1}{\tau}}} + 4 \frac{\tau + (1 + t_1)^{\frac{1}{\tau}} - 1}{\tau} \frac{t_1 \left(1 + t_1^{\frac{1}{\tau}}\right)^{\frac{1}{\tau}}}{(N(\omega)+1)^{\frac{1}{\tau}}}\right).
\]

Notice that from (EC.7),
\[
\left(\frac{J(\omega) + 2}{N(\omega)+1}\right)^{\frac{1}{\tau}} \leq \left(\frac{2 \rho_0 \alpha^{-p}}{\alpha n \beta p} + 4 \frac{1}{\alpha} n \right)^{\frac{1}{\tau}} \leq \left(\frac{2 \rho_0 \alpha^{-p} + 4}{\alpha} \right)^{\frac{1}{\tau}} \frac{1}{n \min(\frac{\beta p}{\alpha}, \frac{1}{\tau})},
\]
and
\[
\frac{(J(\omega) + 2)^{1 - \frac{1}{\tau}}}{(N(\omega)+1)^{\frac{1}{\tau}}} \leq \frac{(n \rho_0 \alpha^{-p} + 2)^{1 - \frac{1}{\tau}}}{(\frac{1}{2} \alpha n)^{\frac{1}{\tau}}} \leq \left(\rho_0 \alpha^{-p} + 2 n \max(1 - \beta p, 0)\right)^{1 - \frac{1}{\tau}}
\]
\[
\leq \left(\frac{1}{\tau} \left(\rho_0 \alpha^{-p} + 2\right)^{\frac{2 - \tau}{2\tau}} \frac{1}{n^{\frac{1}{\tau} - \max(1 - \beta p, 0) \cdot \left(\frac{1}{\tau} - \frac{1}{2}\right)}}
\]
\[
\leq \left(\frac{1}{\tau} \left(\rho_0 \alpha^{-p} + 2\right)^{\frac{2 - \tau}{2\tau}} \frac{1}{n \min(\frac{1}{\tau}, \frac{1}{2})}.
\]
where the last inequality holds since $\frac{1}{\tau} - \max(1 - bp, 0) \cdot (\frac{1}{\tau} - \frac{1}{2}) \geq \frac{1}{\tau} - (\frac{1}{\tau} - \frac{1}{2}) \geq \frac{1}{2}$ when $0 < \tau < 2$ and $\frac{1}{\tau} - \max(1 - bp, 0) \cdot (\frac{1}{\tau} - \frac{1}{2}) \geq \frac{1}{2}$ when $\tau \geq 2$. Set

$$
\mu_1 := 2p2^{1/2}c_\Xi^{-\frac{3}{2}}\left(1 + 2^{1/2}c_\Xi^{-\frac{3}{2}}(1 + t_1)^{1/2}\right)^{p-1} \left(\frac{2\rho_0^p \Xi^{-p} + 4}{\alpha}\right)^{1/2},
$$

$$
\mu_2 := t_1 p 2^{1/2}c_\Xi^{-\frac{3}{2}}\left(1 + 2^{1/2}c_\Xi^{-\frac{3}{2}}(1 + t_1)^{1/2}\right)^{p-1} 4\left(\frac{\tau + (1 + t_1)^{1/2}}{\tau + 2}\right)\left(\frac{2}{\alpha}\right)^{1/2} \left(\rho_0^p \Xi^{-p} + 2\right)^{\frac{1}{2}}.
$$

Then we have that

$$
n \rho_n^p < (J(\omega) + 1)\Xi^{p} \left(1 + \frac{\mu_1}{n^{\min\{bp, 1\}/\tau}} + \frac{\mu_2}{n^{\min\{1/2, b/2\}}/}\right),
$$

which implies that

$$
J(\omega) > n \rho_n^p \Xi^{-p} \left(1 + \frac{\mu_1}{n^{\min\{bp, 1\}/\tau}} + \frac{\mu_2}{n^{\min\{1/2, b/2\}}/}\right)^{-1} - 1.
$$

Therefore, it follows from (5) that

$$
\mathcal{R}_{\rho_n, p} (\rho_n) \geq \frac{J(\omega)}{n}
$$

$$
\geq \left(1 + \frac{\mu_1}{n^{\min\{bp, 1\}/\tau}} + \frac{\mu_2}{n^{\min\{1/2, b/2\}/}}\right)^{-1} \rho_n^p \Xi^{-p} - \frac{1}{n}
$$

$$
\geq \left(1 - \frac{\mu_1}{n^{\min\{bp, 1\}/\tau}} - \frac{\mu_2}{n^{\min\{1/2, b/2\}/}}\right) \rho_n^p \Xi^{-p} - \frac{1}{n}
$$

$$
= \rho_n^p \Xi^{-p} - \left(\frac{\mu_1}{n^{\min\{1/2, (1+1/b)bp, 1/2+bp\}/}} + \frac{\mu_2}{n^{\min\{1/2+bp, 1/2+bp\}/}}\right) \rho_0^p \Xi^{-p} - \frac{1}{n},
$$

where the last inequality comes from the inequality $(1 + x)^{-1} \geq 1 - x$ for $x \geq 0$. Thus, we obtain the desired result by setting $n_0 = \lceil\max(n_1, n_8)\rceil$ and $C = (\mu_1 + \mu_2) \rho_0^p \Xi^{-p} + 1$.

**EC.4.1.4. Proofs for Preparatory Results**

**Proof of Lemma EC.5.** Applying Hoeffding’s inequality on $N$ gives that

$$
P\left(|N(\omega) - n\alpha| > t_2\sqrt{n}\right) \leq 2 \exp(-2t_2^2).
$$

By Bernstein’s inequality for Beta distribution (e.g., [43]), it holds that

$$
P\left(|U_j - E[U_j]| > t_1\sigma_j \mid N\right) \leq \exp\left(-\frac{t_1^2\sigma_j^2}{2\sigma_j^2 + 2t_1\sigma_j}\right) = \exp\left(-\frac{t_1^2}{2 + 2t_1\sigma_j/\sigma_j}\right), \quad \forall 1 \leq j \leq N,
$$

where $c_j := \max\left(\sqrt{\frac{N-j+1}{(N+3)(N+1)^2}}, \frac{|N-2j+1|}{(N+1)\sqrt{N+2}}\right)$. Next we derive an upper bound for $c_j/\sigma_j$. Recalling

$$
\sigma_j = \sqrt{\frac{j(N-j+1)}{(N+3)(N+1)^2}}, \quad j = 1, \ldots, N,
$$

we compute that

$$
\sigma_j = \sqrt{\frac{j(N-j+1)}{(N+3)(N+1)^2}} \leq \sqrt{\frac{N+2}{N+3}} \leq 1,
$$

and

$$
\frac{|N-2j+1|}{(N+3)(N+1)} \leq \frac{|N-2j+1|\sqrt{N+2}}{\sqrt{j(N-j+1)(N+3)}} \leq \frac{N+1}{\sqrt{j(N-j+1)\sqrt{N+2}}} \leq \frac{N+1}{\sqrt{N\sqrt{N+2}}} \leq 2.
$$
Thus, $\frac{c_j}{\sigma_j} \leq 2$. It implies that
\[
\mathbb{P}\left( |U_j(\omega) - \mathbb{E}[U_j]| > t_1\sigma_j \right) \leq \exp\left( -\frac{t_1^2}{2 + 4t_1} \right), \quad \forall 1 \leq j \leq N.
\]
To facilitate the notation, let us define $U_j = 0$ for $j = N+1, \ldots, n$. Then it follows that
\[
\mathbb{P}\left( |U_j(\omega) - \mathbb{E}[U_j]| > t_1\sigma_j \right) \leq \exp\left( -\frac{t_1^2}{2 + 4t_1} \right), \quad \forall 1 \leq j \leq n.
\]
Then the result follows from the union bound
\[
\mathbb{P}\left( |N - na| > t_2\sqrt{n}, \exists 1 \leq j \leq N, \text{s.t.} \ |U_j(\omega) - \mathbb{E}[U_j]| > t_1\sigma_j \right) \\
\leq \mathbb{P}\left( |N - na| > t_2\sqrt{n} \right) + \mathbb{P}\left( \exists 1 \leq j \leq N, \text{s.t.} \ |U_j(\omega) - \mathbb{E}[U_j]| > t_1\sigma_j \right) \\
\leq \mathbb{P}\left( |N - na| > t_2\sqrt{n} \right) + \mathbb{P}\left( \exists 1 \leq j \leq n, \text{s.t.} \ |U_j(\omega) - \mathbb{E}[U_j]| > t_1\sigma_j \right) \\
\leq 2\exp(-2t_2^2) + n\exp\left( -\frac{t_1^2}{2 + 4t_1} \right).
\]

\textbf{Proof of Lemma EC.6.} Let $\omega \in \Omega_0$. By the definition of $S_j$, it follows from (4) that
\[
J(\omega) \leq \sum_{j=0}^{J(\omega)} S_j(\omega)^p \leq n\rho_n^p,
\]
which implies that
\[
J(\omega) \leq n\rho_n^p S^{-p}.
\]
Using Lemma EC.5, the fact that $|N(\omega) - na| \leq t_2\sqrt{n}$ when $n > n_1$, and $n > n_2$, we have
\[
U_J(\omega)(\omega) \leq \mathbb{E}[U_J] + t_1\sigma_J(\omega) \leq \frac{J(\omega)}{N(\omega) + 1} + \frac{t_1\sqrt{J(\omega)}}{N(\omega) + 1} \leq n\rho_n^p + t_1n\rho_n^p S^{-p} \leq \frac{2n\rho_n^p S^{-p}}{\alpha n \rho_n} + 2n\rho_n^p S^{-p} < G(\delta).
\]

\textbf{Proof of Lemma EC.7.} Notice that when $g(s) > 0$, under Assumption 1, there exist constants $\delta_1 \in (\delta, \delta_1)$ and $C_1, C_2 \in (0, \infty)$ such that
\[
0 < C_1 \leq g(s) \leq C_2 < \infty, \quad \forall x \in [0, \delta_1].
\]
Hence, $G$ is strictly monotone and continuous on $(\delta, \delta_1]$. Applying the inverse function theorem gives that $G^{-1}(x)$ is continuous on $(0, G(\delta_1)]$ and $\frac{1}{C^2} \leq (G^{-1})'(s) \leq \frac{1}{C^2}$ for all $s \in (0, G(\delta_1)]$. By the mean value theorem, for all $x_1, x_2 \in [0, G(\delta_1)]$ with $x_1 < x_2$, there exists $x_0 \in (x_1, x_2)$ such that
\[
|G^{-1}(x_1) - G^{-1}(x_2)| = (G^{-1})'(x_0)|x_1 - x_2|,
\]
which implies the result with $M = \frac{1}{C_2}$ and $L_{G^{-1}} = \frac{1}{C^1}$. 

\textbf{Proof of Lemma EC.8.} Let $\omega \in \Omega_0$. Since $n > \max(n_1, n_2)$, by Lemma EC.6, for all $\omega \in \Omega_0$,
\[
G(s) \leq U_j(\omega) < G(\delta), \quad \forall 1 \leq j \leq J(\omega),
\]
Taking $G^{-1}$ on each term yields
\[
\delta \leq S_j(\omega) \leq \delta, \quad \forall 1 \leq j \leq J(\omega).
\]
From (4), it holds that

$$J_s^p \leq \sum_{j=0}^{J} S_j(\omega)^p \leq n \rho_n^p \leq \sum_{j=0}^{J+1} S_j(\omega)^p \leq (J+1)\delta^p,$$

which is equivalent to

$$n \rho_n^p \delta^{-p} - 1 < J \leq n \rho_n^p S^p,$$

which completes the proof. \(\square\)

**EC.4.2. Proof of Theorem 6**

We first state several useful preparatory results, whose proofs are postponed to Section EC.4.2.3.

Recall in Lemma EC.7 that when \(G(\delta) > 0\) and \(g(0) > 0\), there exists a \(0 < \delta_1 < \delta\) such that \(g(s) > 0\) on \([0, \delta_1]\) and \(G^{-1}(x)\) exists on \([0, G(\delta_1)]\). Define \(\delta_2 := \inf\{s > 0 : G(s) = G(\delta_1)/2\}\), and

\[
n_9 := \left( t_1 \sqrt{\frac{1}{4} + \frac{t_1^2}{8} + \frac{\sqrt{2}t_1^2}{4}} \right)^{\frac{1}{2-2\rho}} \left( \frac{\delta_2}{\rho_0} \right)^{\frac{2p}{1-2\rho}} \left( \frac{1}{\alpha} \right)^{\frac{1}{1-2\rho}},
\]

\[
n_{10} := \left( \frac{2}{\sqrt{nG(\delta_1)}} \right)^{\frac{(\min(bp, \frac{1}{2}))^{-1}}{2}} \left( t_1 \sqrt{1 + \frac{t_1^2}{2} + \frac{\sqrt{2}t_1^2}{2} + \frac{4p^2}{\sqrt{n}2}} \right)^{\frac{1}{2}} \left( 1 + t_1 \sqrt{2 + t_1^2 + t_1^2 + \frac{4p^2}{\sqrt{n}2}} \right)^{\frac{1}{2}} \left( \min(bp, \frac{1}{2}) \right)^{-1}.
\]

Note that \(n_9\) is only used for the case of \(bp < \frac{1}{2}\).

Recall \(\Omega_0\) defined in Lemma EC.5: for all \(\omega \in \Omega_0\), \(\max\{s, \mathbb{E}[U_j] - t_1 \sigma_j\} \leq U_j(\omega) \leq \mathbb{E}[U_j] + t_1 \sigma_j\) for \(1 \leq j \leq N(\omega)\) and \(|N(\omega) - n\alpha| \leq t_2 \sqrt{n}\).

**LEMMA EC.10.** Suppose \(G(\delta) > 0\) and \(g(0) > 0\). Let \(n > \lfloor \max(n_1, n_9, n_{10}) \rfloor\). Then for all \(\omega \in \Omega_0\), it holds that

\[|N(\omega) - n\alpha| \leq t_2 \sqrt{n}, \quad G(s) \leq U_j(\omega) \leq \mathbb{E}[U_j] + t_1 \sigma_j < G(\delta_1), \quad \forall 1 \leq j \leq N(\omega).\]

Define

\[
n_{11} := \left( \frac{2}{\alpha^p \rho_0} \right)^{\frac{p+1}{\rho_1-bp}} (p+1)^{-\frac{1}{\rho_1-bp}} L_{G^{-1}}^{\rho_1-bp} (1+t_1)^{\frac{p+1}{\rho_1-bp}} \left( 4(p+1)^2 \frac{t_1^2 L^2}{M^2} + 4 \right)^{\frac{\rho_1}{\rho_1-bp}}.
\]

**LEMMA EC.11.** Assume Assumption 1 holds with \(g(0) > 0\) and \(n > \lfloor \max(n_1, n_9, n_{10}, n_{11}) \rfloor\). Let \(s > 0\) and \(t > 0\). Then for any \(\omega \in \Omega_0\), it holds that

\[2 \leq L_{G^{-1}}^{\rho_1} (1+s)^{-\rho_1} c_n^\frac{1}{\rho_1} - 2 < J(\omega) \leq 2 \frac{1}{\rho_1} M^{-\rho_1} c_n^\frac{1}{\rho_1} + 1.
\]

where \(c_n = n \rho_n^p (N(\omega) + 1)^p (1 + p)\).

**LEMMA EC.12.** Assume that Assumption 1 holds with \(g(0) > 0\). Let \(h = \frac{Ls}{C_1}\). Then for any \(x, y \in [0, G(\delta_1)]\),

\[|(G^{-1})'(x) - (G^{-1})'(y)| \leq h|x - y|.
\]

**EC.4.2.1. Proof of Theorem 6 (I)**

In light of Lemma EC.11, now we derive a finer bound on \(J(\omega)\). Define

\[
n_{12} := \left( \frac{2p \beta_1 + 2\sqrt{2p \beta_2}}{\gamma} \right)^{\max(\frac{2}{p+1-bp} \cdot \frac{p+1}{\rho_1}, \frac{p+1}{\rho_1})},
\]

\[
n_{13} := \left( \frac{\beta_1 + \beta_2}{p+1} \right)^{\max(\frac{2}{p+1-bp} \cdot \frac{p+1}{\rho_1})}.
\]
where
\[ \gamma = p \left( 1 + \frac{h}{(G^{-1})'(0)} + t_1 \frac{L_{G^{-1}}}{(G^{-1})'(0)} \right)^{p-1}, \]
\[ \beta_1 = \frac{h \gamma}{(G^{-1})'(0)} \left( \frac{12 \rho_0 p_{pr} (1 + \rho) \frac{1}{p_{pr} \alpha}}{M \frac{1}{p_{pr} \alpha}} \right), \]
\[ \beta_2 = \frac{(p+1)\gamma_t L_{G^{-1}}}{(p+1)(G^{-1})'(0)} \frac{p}{(G^{-1})'(0)} \left( 1 + t_1 \right) \frac{1}{2} \frac{p}{(G^{-1})'(0)} \frac{1}{2} \frac{1}{p_{pr} \alpha} \left( 1 + p \right)^{-\frac{1}{2}}. \]

**Lemma EC.13.** Assume Assumption 1 holds with \( g(0) > 0 \) and \( n \geq \max(n_1, n_9, n_{10}, n_{11}, n_{12}) \). Let \( t_1, t > 0 \). Then for any \( \omega \in \Omega_0 \), it holds that
\[ (1 + \frac{\beta_1}{n^{2/p_{pr} \gamma_t}} + \frac{\beta_2}{n^{4/p_{pr} \gamma_t}})^{\frac{1}{p_{pr}}} \left( \frac{1}{(G^{-1})'(0)} \right)^{\frac{1}{p_{pr}}} - 2 \leq J(\omega) \leq \left( 1 - \frac{p \beta_1}{\gamma \sqrt{np_{pr} \gamma_t}} - \frac{\sqrt{2} \rho \beta_2}{\gamma \sqrt{np_{pr} \gamma_t}} \right)^{\frac{1}{p_{pr}}} \left( \frac{1}{(G^{-1})'(0)} \right)^{\frac{1}{p_{pr}}} + 1. \]

**Proof of Lemma EC.13.** Let \( \omega \in \Omega_0 \). Due to Lemma EC.11, below we consider \( J(\omega) \geq J_1(\omega) \geq 2 \).

We first derive the lower bound. Recall from the Lemma EC.10 that when \( n > \max(n_1, n_9, n_{10}) \), \( U_j(\omega) \leq G(\delta_1) \) for \( 1 \leq j \leq J(\omega) \). It follows from Lemma EC.7 that
\[ G^{-1}(\mathbb{E}[U_j]) - L_{G^{-1}} t_1 \sigma_j \leq G^{-1}(U_j(\omega)) \leq G^{-1}(\mathbb{E}[U_j]) + L_{G^{-1}} t_1 \sigma_j. \quad \text{(EC.9)} \]

Moreover, thanks to Lemma EC.10, \( U_j(\omega) < G(\delta_1) \), \( \forall 1 \leq j \leq N(\omega) \). Using Lemma EC.12, we have
\[ G^{-1}(\mathbb{E}[U_j]) \leq (G^{-1})'(0) \mathbb{E}[U_j] + h(\mathbb{E}[U_j])^2. \quad \text{(EC.10)} \]
and
\[ G^{-1}(\mathbb{E}[U_j]) \geq (G^{-1})'(0) \mathbb{E}[U_j] - h(\mathbb{E}[U_j])^2. \quad \text{(EC.11)} \]

It follows from (4) and (EC.10) that
\[ np_n^p < \sum_{j=0}^{J(\omega)+1} G^{-1}(U_j(\omega))^p \]
\[ \leq \sum_{j=1}^{J(\omega)+1} \left( G^{-1}(\mathbb{E}[U_j]) + L_{G^{-1}} t_1 \sigma_j \right)^p \]
\[ \leq \sum_{j=1}^{J(\omega)+1} \left( (G^{-1})'(0) \mathbb{E}[U_j] + h(\mathbb{E}[U_j])^2 + L_{G^{-1}} t_1 \sigma_j \right)^p \]
\[ = \sum_{j=1}^{J(\omega)+1} \left( (G^{-1})'(0) \frac{j}{N(\omega)+1} + \frac{j^2}{(N(\omega)+1)^2} + t_1 L_{G^{-1}} \frac{\sqrt{j}}{N(\omega)+1} \right)^p \]
\[ = \frac{(G^{-1})'(0) p}{(N(\omega)+1)^p} \sum_{j=1}^{J(\omega)+1} j^p \left( 1 + h \frac{j}{(G^{-1})'(0)(N(\omega)+1)} + t_1 L_{G^{-1}} \frac{1}{(G^{-1})'(0)} \frac{1}{\sqrt{j}} \right)^p. \]

Notice that
\[ 0 \leq h \frac{j}{(G^{-1})'(0)(N(\omega)+1)} + t_1 L_{G^{-1}} \frac{1}{(G^{-1})'(0)} \frac{1}{\sqrt{j}} \leq h \frac{1}{(G^{-1})'(0)} + t_1 L_{G^{-1}} \frac{1}{(G^{-1})'(0)}. \]
Using the inequality that \((1 + x)^p \leq 1 + p \left(1 + \frac{h}{(G^{-1})'(0)} + t_1 \frac{L_{G^{-1}}}{(G^{-1})'(0)}\right)^{p-1}\) for \(0 \leq x \leq \frac{h}{(G^{-1})'(0)} + t_1 \frac{L_{G^{-1}}}{(G^{-1})'(0)}\), it follows from (EC.12) and the definition of \(\gamma\) that

\[
n \rho_n^p < \frac{(G^{-1})'(0)^p}{(N(\omega) + 1)^p} \sum_{j=1}^{J(\omega)+1} J^p \left(1 + h \gamma \frac{j}{(G^{-1})'(0)(N(\omega) + 1)} + \frac{L_{G^{-1}}t_1}{(G^{-1})'(0) \sqrt{J}}\right) \leq \frac{(G^{-1})'(0)^p}{(N(\omega) + 1)^p} \int_{0}^{J(\omega)+2} x^p \left(1 + h \gamma \frac{x}{(G^{-1})'(0)(N(\omega) + 1)} + \frac{L_{G^{-1}}t_1}{(G^{-1})'(0) \sqrt{x}}\right) dx = \frac{(G^{-1})'(0)^p}{(N(\omega) + 1)^p} \left(\frac{(J(\omega) + 2)^{p+1}}{p+1} + \frac{h \gamma (J(\omega) + 2)^{p+2}}{p+2(G^{-1})'(0)(N(\omega) + 1)} + \frac{L_{G^{-1}}t_1 (J(\omega) + 2)^{p+\frac{1}{2}}}{(p + \frac{1}{2})(G^{-1})'(0)\sqrt{J(\omega) + 2}}\right),
\]

which implies that

\[
\frac{c_n}{(G^{-1})'(0)^p} \leq \frac{(J(\omega) + 2)^{p+1}}{(G^{-1})'(0)^p} + \frac{(p + 1)h \gamma (J(\omega) + 2)^{p+2}}{(p+2)(G^{-1})'(0)(N(\omega) + 1)} + \frac{(p + 1)\gamma t_1 L_{G^{-1}}(J(\omega) + 2)^{p+\frac{1}{2}}}{(p + \frac{1}{2})(G^{-1})'(0)\sqrt{J(\omega) + 2}} = \left(\frac{J_1(\omega)}{N(\omega) + 1}\right)^{\frac{1}{p}} \left(\frac{J_2(\omega) + 2}{N(\omega) + 1}\right)^{\frac{1}{p}} \frac{\gamma t_1 L_{G^{-1}}}{(G^{-1})'(0)\sqrt{J_1(\omega) + 2}},
\]

where \(c_n\) is defined in Lemma EC.11, and

\begin{align*}
J_1(\omega) &:= L_{G^{-1}}^{-\frac{p}{p+1}} (1 + s)^{-\frac{p}{p+1}} c_n^{\frac{1}{p+1}} - 2, \\
J_2(\omega) &:= 2^{\frac{1}{p+1}} M^{-\frac{p}{p+1}} c_n^{\frac{1}{p+1}} + 1.
\end{align*}

To bound the right-hand side, using Lemma EC.11 we have that

\[
\frac{J_2(\omega) + 2}{N(\omega) + 1} \leq \frac{3J_2(\omega)}{N(\omega) + 1} \leq \frac{6J_2(\omega)}{N(\omega) + 1} \leq \frac{6 \frac{1}{p+1} \frac{1}{c_n^{\frac{1}{p+1}}} \frac{1}{\alpha}}{\frac{1}{n\alpha}} \leq \frac{6 \frac{1}{p+1} \frac{1}{c_n^{\frac{1}{p+1}}} \frac{1}{\alpha}}{\frac{1}{n\alpha}} \leq \frac{6 \frac{1}{p+1} \frac{1}{c_n^{\frac{1}{p+1}}} \frac{1}{\alpha}}{\frac{1}{n\alpha}} \leq \frac{12 \frac{1}{p+1} (1 + p)^{\frac{1}{p+1}}}{M^{\frac{p}{p+1}} c_n^{\frac{1}{p+1}} + 1}.
\]

As a result,

\[
\frac{h \gamma}{(G^{-1})'(0)} \left(\frac{J_2(\omega) + 2}{N(\omega) + 1}\right) \leq \frac{h \gamma}{(G^{-1})'(0)} \left(\frac{12 \frac{1}{p+1} (1 + p)^{\frac{1}{p+1}}}{M^{\frac{p}{p+1}} c_n^{\frac{1}{p+1}} + 1}\right) = \frac{\beta_1}{n^{\frac{p}{p+1}}},
\]
Similar to the reasoning above, applying Lemma EC.11 gives that
\[
\frac{1}{\sqrt{J_1(\omega) + 2}} = L_G^{\frac{p}{2(p+1)}} (1 + t_1) \frac{p}{2(p+1)} c_n^{\frac{1}{2(p+1)}}
\]
\[
\leq L_G^{\frac{p}{2(p+1)}} (1 + t_1) \frac{p}{2(p+1)} (n \rho_n^p (N(\omega))^p (1 + p))^{-\frac{1}{2(p+1)}}
\]
\[
\leq L_G^{\frac{p}{2(p+1)}} (1 + t_1) \frac{p}{2(p+1)} \left( \frac{1}{2 \alpha \rho_0} \right)^p (1 + p)^{-\frac{1}{2(p+1)}}
\]
\[
= L_G^{\frac{p}{2(p+1)}} (1 + t_1) \frac{p}{2(p+1)} \left( \frac{1}{2 \alpha \rho_0} \right)^p (1 + p)^{-\frac{1}{2(p+1)}} \frac{1}{n^{\frac{p+1}{2(p+1)}}},
\]
which implies that
\[
2 \frac{\gamma_1 L_{G^{-1}}}{(G^{-1})'(0)} \frac{1}{\sqrt{J_1(\omega) + 1}} \leq 2 \frac{\gamma_1 L_{G^{-1}}}{(G^{-1})'(0)} L_G^{\frac{p}{2(p+1)}} (1 + t_1) \frac{p}{2(p+1)} \left( \frac{1}{2 \alpha \rho_0} \right)^p (1 + p)^{-\frac{1}{2(p+1)}} \frac{1}{n^{\frac{p+1}{2(p+1)}}}.
\]
Hence, from (EC.13), it holds that
\[
J(\omega) \geq \left( 1 + \frac{\beta_1}{n^{\frac{p+1}{p+1}}} + \frac{\beta_2}{n^{\frac{p+1}{p+1}}} \right)^{-\frac{1}{p+1}} (G^{-1})'(0)^{-\frac{p}{p+1}} c_n^{\frac{1}{p+1}} - 2.
\]

Next, we drive the upper bound. By (EC.18) and (EC.11),
\[
n \rho_n^p \geq \sum_{j=1}^{J(\omega)} \left( G^{-1}(E[U_j]) - L_{G^{-1}} \right)^p
\]
\[
\geq \sum_{j=1}^{J(\omega)} \left( (G^{-1})'(0)E[U_j] - \frac{1}{h} (N(\omega) + 1)^2 - t_1 L_{G^{-1}} \right)^p
\]
\[
\geq \sum_{j=1}^{J(\omega)} \left( (G^{-1})'(0) \frac{j}{N(\omega) + 1} - \frac{j^2}{N(\omega) + 1} - t_1 L_{G^{-1}} \right)^p
\]
\[
= \frac{(G^{-1})'(0)^p}{(N(\omega) + 1)^p} \sum_{j=1}^{J(\omega)} j^p \left( 1 - h \frac{j}{(G^{-1})'(0)(N(\omega) + 1)} - t_1 L_{G^{-1}} \right)^p
\]
\[
\geq \frac{(G^{-1})'(0)^p}{(N(\omega) + 1)^p} \int_0^{J(\omega)-1} x^p \left( 1 - h \frac{x}{(G^{-1})'(0)(N(\omega) + 1)} - t_1 L_{G^{-1}} \right)^p dx.
\]
Using the inequality \((1 - x)^p \geq 1 - px^p \) for \( p \geq 1 \) and \( x \geq 0 \), we obtain that
\[
n \rho_n^p \geq \frac{(G^{-1})'(0)^p}{(N(\omega) + 1)^p} \int_0^{J(\omega)-1} x^p \left( 1 - ph \frac{x}{(G^{-1})'(0)(N(\omega) + 1)} - p t_1 L_{G^{-1}} \frac{1}{\sqrt{x}} \right) dx
\]
\[
= \frac{(G^{-1})'(0)^p (J(\omega) - 1)^{p+1}}{(N(\omega) + 1)^p (p+1)} \left( 1 - \frac{(p+1)ph(J(\omega) - 1)}{(p+2)(G^{-1})'(0)(N(\omega) + 1)} - \frac{(p+1)t_1 L_{G^{-1}}}{(p+\frac{1}{2})(G^{-1})'(0) \sqrt{J(\omega) - 1}} \right)
\]
\[
\geq \frac{(G^{-1})'(0)^p (J(\omega) - 1)^{p+1}}{(N(\omega) + 1)^p (p+1)} \left( 1 - \frac{ph(J(\omega) - 1)}{(G^{-1})'(0)(N(\omega) + 1)} - \frac{2pt_1 L_{G^{-1}}}{(G^{-1})'(0) \sqrt{J(\omega) - 1}} \right),
\]
which implies that

\[ \frac{c_n}{(G^{-1})'(0)^p} \geq (J(\omega) - 1)^{p+1} \left( 1 - \frac{ph(J(\omega) - 1)}{(G^{-1})'(0)(N(\omega) + 1)} - \frac{2pt_1 L_{G^{-1}}}{(G^{-1})'(0) \sqrt{J_1(\omega) - 1}} \right). \]  

(EC.15)

Accordingly, by (EC.14), we have

\[ \frac{ph}{(G^{-1})'(0)} \frac{J_2(\omega) - 1}{N + 1} \leq \frac{ph}{(G^{-1})'(0)} \frac{J_2(\omega) + 2}{N(\omega) + 1} \leq \frac{p\beta_1}{\gamma n^{p+1}}, \]

and due to \(|N(\omega) - na| \leq t_2 \sqrt{n}\) with \(n > n_1\), we have

\[ \frac{1}{\sqrt{J_1(\omega) - 1}} = \left( L_{G^{-1}}^{\frac{p}{p\nu_1}} \left( 1 + t_1 \right)^{-\frac{p}{p\nu_1}} c_n^{\frac{1}{p\nu_1}} - 3 \right)^{-\frac{1}{2}} \leq \left( L_{G^{-1}}^{\frac{p}{p\nu_1}} \left( 1 + t_1 \right)^{-\frac{p}{p\nu_1}} \left[ \frac{1}{2} \alpha \rho_0 \left( 1 + p \right) n^{\frac{p}{p\nu_1}} \right] \left( 1 + p \right)^{-\frac{p}{p\nu_1}} n^{\frac{p}{p\nu_1}} \right)^{-\frac{1}{2}} = \frac{\sqrt{2} L_{G^{-1}}^{\frac{p}{p\nu_1}} \left( 1 + t_1 \right)^{-\frac{p}{p\nu_1}} \left( \frac{1}{2} \alpha \rho_0 \right)^{-\frac{p}{p\nu_1}} \left( 1 + p \right)^{-\frac{p}{p\nu_1}} n^{\frac{p}{p\nu_1}}}{\frac{1}{n^{\frac{p}{p\nu_1}}} \frac{1}{n^{\frac{p}{p\nu_1}}} n^{\frac{p}{p\nu_1}}}, \]

where the last inequality is due to that \(n \geq n_1 \geq 6^{\frac{p_1}{p_2}} L_{G^{-1}}^{\frac{p}{p\nu_1}} \left( 1 + t_1 \right)^{\frac{p}{p\nu_1}} \left( \frac{1}{2} \alpha \rho_0 \right)^{-\frac{p}{p\nu_1}} \left( 1 + p \right)^{-\frac{p}{p\nu_1}} n^{\frac{p}{p\nu_1}} \right)^{-\frac{1}{2}}.\) It follows from (EC.14) that

\[ \frac{2pt_1 L_{G^{-1}}}{(p + 2)(G^{-1})'(0)} \frac{1}{\sqrt{J_1(\omega) - 1}} \leq \frac{2pt_1 L_{G^{-1}}}{(p + 2)(G^{-1})'(0)} \sqrt{2} L_{G^{-1}}^{\frac{p}{p\nu_1}} \left( 1 + t_1 \right)^{-\frac{p}{p\nu_1}} \left( \frac{1}{2} \alpha \rho_0 \right)^{-\frac{p}{p\nu_1}} \left( 1 + p \right)^{-\frac{p}{p\nu_1}} n^{\frac{p}{p\nu_1}} \]

Thus, using (EC.15), we obtain that

\[ \frac{c_n}{(G^{-1})'(0)^p} \geq (J(\omega) - 1)^{p+1} \left( 1 - \frac{ph(J(\omega) - 1)}{(G^{-1})'(0)(N(\omega) + 1)} - \frac{2pt_1 L_{G^{-1}}}{(G^{-1})'(0) \sqrt{J_1(\omega) - 1}} \right) \]

\[ \geq (J(\omega) - 1)^{p+1} \left( 1 - \frac{p\beta_1}{\gamma n^{p\nu_1}} - \frac{\sqrt{2} p}{\gamma n^{p\nu_1}} \frac{\beta_2}{n^{p\nu_1}} \right). \]

Since \(\frac{p\beta_1}{\gamma n^{p\nu_1}} + \frac{\sqrt{2} p}{\gamma n^{p\nu_1}} \frac{\beta_2}{n^{p\nu_1}} < \frac{1}{2}\) when \(n > n_{12}\), the above implies that

\[ J(\omega) \leq \left( 1 - \frac{p\beta_1}{\gamma n^{p\nu_1}} - \frac{\sqrt{2} p}{\gamma n^{p\nu_1}} \frac{\beta_2}{n^{p\nu_1}} \right)^{-\frac{1}{p\nu_1}} (G^{-1})'(0)^{-\frac{p}{p\nu_1}} c_n^{\frac{1}{p\nu_1}} + 1. \]

Therefore the proof is completed.

\[ \square \]
Proof of Theorem 6(I). Using (5), Lemma EC.13 and the inequality that $(1 + x)^{-\frac{1}{p+1}} \geq 1 - \frac{1}{p+1}x$ for $p \geq 1$ and $x \geq 0$, it follows that

$$\mathcal{R}_{\mathbb{P}_{n}, p}(\rho) \geq \frac{f(\omega) - 1}{n} \geq \left(1 + \frac{\beta_1}{n^{\frac{1}{p+1}}} + \frac{\beta_2}{n^{\frac{1}{2(p+1)}}}(\frac{p+1}{p+\beta_2})\right)^{-\frac{1}{p+1}} (G^{-1})'(0)^{-\frac{p}{p+1}} c_n^{\frac{1}{p+1}} - \frac{3}{n}$$

Then, since $\frac{1}{p+1} \left(\frac{\beta_1}{n^{\frac{1}{p+1}}} + \frac{\beta_2}{n^{\frac{1}{2(p+1)}}}\right) < 1$ when $n > n_{13}$, using $|N(\omega) - na| \leq t_2\sqrt{n}$ with $n > n_1$ and $(1 - x)^{\frac{p}{p+1}} \geq 1 - 2\frac{p}{p+1} x$ for $p \geq 1$ and $0 \leq x \leq \frac{1}{2}$, it holds

$$\mathcal{R}_{\mathbb{P}_{n}, p}(\rho) \geq \left(1 + \frac{\beta_1}{n^{\frac{1}{p+1}}} + \frac{\beta_2}{n^{\frac{1}{2(p+1)}}}(\frac{p+1}{p+\beta_2})\right)^{-\frac{1}{p+1}} (G^{-1})'(0)^{-\frac{p}{p+1}} c_n^{\frac{1}{p+1}} - \frac{3}{n}$$

$$= \frac{1}{p+1} \left(\frac{\beta_1}{n^{\frac{1}{p+1}}} + \frac{\beta_2}{n^{\frac{1}{2(p+1)}}}(\frac{p+1}{p+\beta_2})\right) \left(G^{-1})'(0)^{-\frac{p}{p+1}} (\alpha \rho_n)^{\frac{p}{p+1}} (1 + p)^{\frac{1}{p+1}} \left(1 - \frac{t_2}{\sqrt{n}}\right)\right)^{\frac{p}{p+1}} - \frac{3}{n}$$

$$= (G^{-1})'(0)^{-\frac{p}{p+1}} (\alpha \rho_n)^{\frac{p}{p+1}} (1 + p)^{\frac{1}{p+1}} - 2\frac{p}{p+1} t_2 \left(G^{-1})'(0)(1 + p)\right)^{-\frac{p}{p+1}} \alpha^{-\frac{1}{p+1}} \rho_0^{\frac{p}{p+1}} 1 - \frac{2\frac{p}{p+1} t_2}{p+1} \frac{p}{\alpha} - \frac{3}{n}$$

$$\geq (G^{-1})'(0)^{-\frac{p}{p+1}} (\alpha \rho_n)^{\frac{p}{p+1}} (1 + p)^{\frac{1}{p+1}} - \frac{1}{n^{\min\{\frac{1}{p+1}, \frac{1}{2(p+1)}\}}},$$

where $C_1 := 2\frac{p}{p+1} t_2 \left(G^{-1})'(0)(1 + p)\right)^{-\frac{p}{p+1}} \alpha^{-\frac{1}{p+1}} \rho_0^{\frac{p}{p+1}} + (\beta_1 + \beta_2) (G^{-1})'(0)^{-\frac{p}{p+1}} (\alpha \rho_n)^{\frac{p}{p+1}} (1 + p)^{\frac{1}{p+1}} + 3$.

On the other hand, using (5) and Lemma EC.13, we can obtain that

$$\mathcal{R}_{\mathbb{P}_{n}, p}(\rho) < \frac{f(\omega)}{n} \leq \left(1 - \frac{p\beta_1}{\gamma n^{\frac{1}{p+1}}} - \frac{\sqrt{2} p}{\gamma} \frac{\beta_2}{n^{\frac{1}{2(p+1)}}}\right)^{-\frac{1}{p+1}} c_n^{\frac{1}{p+1}} + \frac{2}{n},$$
Since \( \frac{n^2}{\gamma_n^{2/p+1}} + \sqrt{\frac{p}{n}} \frac{\beta_2}{n^{1/(2p+1)}} \leq \frac{1}{2} \) when \( n > n_{12} \) and \( (1 - x)^{-\frac{1}{p+1}} \leq 1 + \frac{\gamma_n^{2/p+1}}{p+1} x \) for \( p \geq 1 \) and \( 0 < x \leq \frac{1}{2} \), it follows that

\[
\mathcal{R}_{n,p}(\rho_n) \leq \left( 1 + \frac{2^{p+1}}{p+1} \left( \frac{p\beta_1}{\gamma_n^{2/p+1}} + \sqrt{\frac{p}{n}} \frac{\beta_2}{n^{1/(2p+1)}} \right) \right) \left( G^{-1}(0) - \frac{\rho}{p+1} \rho_n^{p+1} \right) \left( \frac{n\alpha + t_2 \sqrt{n}}{n} \right)^{p+1} + \frac{2}{n}
\]

Since \( |N(\omega) - n\alpha| < t_2 \sqrt{n} \) implied by \( n > n_1 \), we have

\[
\mathcal{R}_{n,p}(\rho_n) \leq \left( 1 + \frac{2^{p+1}}{p+1} \left( \frac{p\beta_1}{\gamma_n^{2/p+1}} + \sqrt{\frac{p}{n}} \frac{\beta_2}{n^{1/(2p+1)}} \right) \right) \left( G^{-1}(0) - \frac{\rho}{p+1} \rho_n^{p+1} \right) \left( \frac{n\alpha + t_2 \sqrt{n}}{n} \right)^{p+1} + \frac{2}{n}
\]

\[
\leq \left( 1 + \frac{2^{p+1}}{p+1} \left( \frac{p\beta_1}{\gamma_n^{2/p+1}} + \sqrt{\frac{p}{n}} \frac{\beta_2}{n^{1/(2p+1)}} \right) \right) \left( G^{-1}(0) - \frac{\rho}{p+1} \rho_n^{p+1} \right) \left( \frac{n\alpha + t_2 \sqrt{n}}{n} \right)^{p+1} + \frac{2}{n}
\]

\[
\leq \left( 1 + \frac{2^{p+1}}{p+1} \left( \frac{p\beta_1}{\gamma_n^{2/p+1}} + \sqrt{\frac{p}{n}} \frac{\beta_2}{n^{1/(2p+1)}} \right) \right) \left( G^{-1}(0) - \frac{\rho}{p+1} \rho_n^{p+1} \right) \left( \frac{n\alpha + t_2 \sqrt{n}}{n} \right)^{p+1} + \frac{2}{n}
\]

\[
\leq \left( 1 + \frac{2^{p+1}}{p+1} \left( \frac{p\beta_1}{\gamma_n^{2/p+1}} + \sqrt{\frac{p}{n}} \frac{\beta_2}{n^{1/(2p+1)}} \right) \right) \left( G^{-1}(0) - \frac{\rho}{p+1} \rho_n^{p+1} \right) \left( \frac{n\alpha + t_2 \sqrt{n}}{n} \right)^{p+1} \frac{1}{n^{\min\left[1, \frac{2p+1}{p+1}, \frac{2p+2}{p+1}, \frac{2p+3}{p+1} \right]}}
\]

where \( C_2 = (t_2 + 1)(G^{-1}(0) - \frac{\rho}{p+1} \alpha^{-\frac{1}{p+1}} \rho_n^{p+1} \left( 1 + p \right)^{\frac{1}{p+1}} + 2^{p+2} \left( \frac{p\beta_1 + \sqrt{\frac{p}{n}} \beta_2}{\gamma} \right) \left( \frac{\alpha \rho_n^{p+1}}{G^{-1}(0) - \left( \rho_n^{p+1} \right) \left( 1 + p \right)^{\frac{1}{p+1}}} \right)^{\frac{p+1}{2}} \right) + 2.\)

Therefore, the proof is completed by setting \( n_0 = \left\lceil \max\{n_1, n_9, n_{10}, n_{11}, n_{12}, n_{13}\} \right\rceil \) and \( C = \max\{C_1, C_2\}. \)

**EC.4.2.2. Proof of Theorem 6 (II)**

Define \( \inf_3 := \min\{s > 0 : G(s) = G(\delta)/2\} \), and

\[
\begin{align*}
n_{14} & := \left( t_1 \left( \frac{1}{3} + \frac{t_1}{8} + \sqrt{\frac{t_1^2}{4}} \right) \right)^{\frac{2}{2p+1}} - \frac{1}{\left( \frac{3p}{2} \right)} - \alpha^{\frac{1}{p+1}} n_1^{\left( \frac{1}{p+1} \right)} + \frac{1}{\left( \frac{3p}{2} \right)} - \alpha^{\frac{1}{p+1}} n_1^{\left( \frac{1}{p+1} \right)} - 1,
\end{align*}
\]

\[
\begin{align*}
n_{15} & := \left( \frac{2}{\sqrt{G(\delta_2)}} \right)^{\frac{1}{\min\left[ \frac{1}{2}, \frac{1}{2p+1}, \frac{1}{2p+2} \right]}} \left( 1 + t_1 \sqrt{2 + t_1^2 + 4t_1^2} \right) + \left( 1 + t_1 \sqrt{2 + t_1^2 + 4t_1^2} \right),
\end{align*}
\]

\[
\begin{align*}
n_{16} & := 2^{p+2} \left( \alpha L \rho_0^{p+1} \right)^{\frac{p}{p+2}} \left( p + 2 \right)^{-\frac{p}{p+2}} \left( 1 + t_1 \right)^{p+2} \left( p + 2 \right)^{-\frac{p}{p+2}} \left( \frac{1}{2} \right) \left( 1 + t_1 \right)^{p+2} \left( p + 2 \right)^{-\frac{p}{p+2}} \left( \frac{1}{2} \right)^{\frac{p+2}{2}},
\end{align*}
\]

\[
\begin{align*}
n_{17} & := \frac{2}{\alpha},
\end{align*}
\]

\[
\begin{align*}
n_{18} & := 2^{p+1} \left( \alpha L \rho_0^{p+1} \right)^{\frac{p}{p+2}} \left( p + 2 \right)^{-\frac{p}{p+2}} \left( t_1 + 1 \right)^{p+2} \left( \alpha L \rho_0^{p+1} \right)^{\frac{p}{p+2}}.
\end{align*}
\]
Proof of Theorem 6 (II). When \( n > \max(n_1, n_{14}, n_{15}) \), applying Lemma EC.10 with \( \delta_1 = \delta \) and \( \delta_2 = \delta_3 \) yields that \( S_j < \delta \) for all \( 1 \leq j \leq N(\omega) \). By Lemma EC.1,

\[
S_j(\omega) \geq \sqrt{\frac{2}{L_g} U_j(\omega)}.
\]

Taking this bound into (4) gives that

\[
n\ell_2^p \geq \sum_{j=0}^{J(\omega)} \left( \frac{2}{L_g} U_j(\omega) \right)^{\frac{p}{2}} \geq \sum_{j=0}^{J(\omega)} \left( \frac{2}{L_g} \right)^{\frac{p}{2}} (E[U_j] - t_1 \sigma_j)^{\frac{p}{2}} \geq \sum_{j=0}^{J(\omega)} \left( \frac{2}{L_g} \right)^{\frac{p}{2}} \left( \frac{j}{N(\omega) + 1} - t_1 \frac{\sqrt{j}}{N(\omega) + 1} \right)^{\frac{p}{2}},
\]

which implies that

\[
\left( \frac{L_g}{2} \right)^{\frac{p}{2}} n\ell_2^p (N(\omega) + 1)^{\frac{p}{2}} > \sum_{j=1}^{J(\omega)} (j - t_1 \sqrt{j})^{\frac{p}{2}}.
\]

Without loss of generality, assume \( J(\omega) \geq 1 \), otherwise the bound holds trivially \( R_{\ell_2}, p \leq 1/n \). Using the inequality \( (1-x)^{\frac{p}{2}} \geq 1 - px \) for \( p \geq 1 \) and \( 0 \leq x \leq \frac{1}{2} \), we have that

\[
\left( \frac{L_g}{2} \right)^{\frac{p}{2}} n\ell_2^p (N(\omega) + 1)^{\frac{p}{2}} \geq \sum_{j=0}^{J(\omega)} (j - t_1 \sqrt{j})^{\frac{p}{2}}
\]

\[
= \sum_{j=0}^{J(\omega)} j^{\frac{p}{2}} \left( 1 - \frac{t_1}{\sqrt{j}} \right)^{\frac{p}{2}}
\]

\[
\geq \int_0^{J(\omega)-1} x^{\frac{p}{2}} \left( 1 - \frac{t_1}{\sqrt{x}} \right)^{\frac{p}{2}} dx
\]

\[
\geq \int_{4t_1^2}^{J(\omega)-1} x^{\frac{p}{2}} \left( 1 - \frac{p t_1^2}{2 \sqrt{x}} \right) dx
\]

\[
= \frac{2}{p + 2} \left( J(\omega) - 1 \right)^{\frac{p+2}{2}} - \frac{pt_1}{(p + 1)} \left( J(\omega) - 1 \right)^{\frac{p}{2}} - \frac{2p^3t_1^{p+2}}{p + 2} + \frac{p^2t_1^{p+2}}{(p + 1)}
\]

\[
\geq \frac{2}{p + 2} J(\omega)^{\frac{p+2}{2}} - (1 - J(\omega)^{-1})^{\frac{p+2}{2}} - t_1 J(\omega)^{\frac{p}{2}} - \frac{2p^3t_1^{p+2}}{p + 2}
\]

\[
\geq \frac{2}{p + 2} J(\omega)^{\frac{p+2}{2}} - (t_1 + 1) J(\omega)^{\frac{p}{2}} - \frac{2p^3(t_1 + 1)^{p+2}}{p + 2},
\]

which implies that

\[
l_n > \frac{(t_1 + 1)(p + 2)}{2} J(\omega)^{\frac{p+1}{2}}.
\]

where \( l_n = \frac{p+2}{2} \left( \frac{L_g}{2} \right)^{\frac{p}{2}} n\ell_2^p (N + 1)^{\frac{p}{2}} - 2^{p+2}(t_1 + 1)^{p+2}. \)

Define \( f(x) = x^{\frac{p+2}{2}} - \frac{(t_1 + 1)(p + 2)}{2} x^{\frac{p}{2}} \). The roots of \( f'(x) = 0 \) are \( x_1 = 0 \) and \( x_2 = \frac{1}{2} (t_1 + 1)^2 (p + 2)^2 \).

Hence, \( f(x) \) is decreasing on \( [0, x_2] \) and increasing on \( (x_2, +\infty) \). Since \( l_n \geq \frac{p+2}{2} \left( \frac{L_g}{2} \right)^{\frac{p}{2}} n\ell_n^p \left( \frac{1}{2} \right)^{\frac{p}{2}} n\ell_2^p \frac{p+2}{2} - 2^{p+2}(t_1 + 1)^{p+2} \) and \( l_n^{\frac{p}{2}} \geq x_2 \) when \( n \geq n_{16}, \)

\[
f \left( 2^{\frac{p}{2}} l_n^{\frac{p}{2}} \right) = 2l_n - \frac{(t_1 + 1)(p + 2)}{2} l_n^{\frac{p}{2}} \geq l_n.
\]
which, by the monotonicity of \( f(x) \) and (EC.16), implies that
\[
J(\omega) \leq T_n^{\frac{p}{2n}} = \left( \frac{p+2}{2} \left( \frac{L_g}{2} \right) n p_n^p \left( \frac{3}{2} \alpha n + 1 \right) - 2^{p+2}(t_1 + 1)^{p+2} \right)^{\frac{1}{p+2}}.
\]
Since \(|N(\omega) - n\alpha| \leq t_2 \sqrt{n}\) implied by \( n > n_1 \), it holds that
\[
J(\omega) \leq \left( \frac{p+2}{2} \left( \frac{L_g}{2} \right) n p_n^p \left( \frac{3}{2} \alpha n + 1 \right) - 2^{p+2}(t_1 + 1)^{p+2} \right)^{\frac{1}{p+2}}
\]
\[
\leq \left( \frac{p+2}{2} \left( \frac{L_g}{2} \right) n p_n^p \left( 2\alpha n \right) - 2^{p+2}(t_1 + 1)^{p+2} \right)^{\frac{1}{p+2}}
\]
\[
= \left( \frac{p+2}{2} \left( \alpha L_g \right) \frac{p}{2} n p_n^p \left( 2\alpha n \right) - 2^{p+2}(t_1 + 1)^{p+2} \right)^{\frac{1}{p+2}} + 1
\]
\[
= \left( \frac{p+2}{2} \right)^{\frac{2}{p+2}} \left( \alpha L_g p_0^p \right)^{\frac{p}{2}} n p_n^p \left( 2\alpha n \right) - 2^{p+2}(t_1 + 1)^{p+2} \right)^{\frac{1}{p+2}} + 1
\]
where the second inequality holds since \( n \geq n_{17} \). Observe that \( \frac{2^{p+3}}{p+2} (\alpha L_g p_0^p) \frac{p}{2} n p_n^p \left( 2\alpha n \right) - 2^{p+2}(t_1 + 1)^{p+2} \leq 1 \) when \( n \geq n_{18} \). Using the inequality that \((1 + x)^{\frac{2}{p+2}} \leq 1 + \frac{1}{p+2} x^p \) for \( p \geq 1 \) and \( x \geq -1 \), we have
\[
J(\omega) \leq \left( \frac{p+2}{2} \right)^{\frac{2}{p+2}} \left( \alpha L_g p_0^p \right)^{\frac{p}{2}} n p_n^p \left( 2\alpha n \right) - 2^{p+2}(t_1 + 1)^{p+2} \right)^{\frac{1}{p+2}} + 1
\]
Therefore, for \( n > n_0 = \lceil \max\{n_{11}, n_{14}, n_{15}, n_{16}, n_{17}, n_{18}\} \rceil \),
\[
\mathcal{R}_{p_n, p}(\rho_n) < \frac{J(\omega) + 1}{n} \leq \left( \frac{p+2}{2} \right)^{\frac{2}{p+2}} \left( \alpha L_g p_0^p \right)^{\frac{p}{2}} n p_n^p \left( 2\alpha n \right) - 2^{p+2}(t_1 + 1)^{p+2} \right)^{\frac{1}{p+2}} + 1
\]

**EC.4.2.3. Proofs of Preparatory Results**

**Proof of Lemma EC.10.** Define \( J(\omega) := \max\{1 \leq j \leq N(\omega) : U_j(\omega) \leq G(\delta_1)/2\} \) and \( \delta_2 = \inf\{s > 0 : G(s) = G(\delta_1)/2\} \), recalling \( \delta \) is defined in Assumption 1. Then \( \delta_2 > 0 \) since \( G \) is right-continuous and \( G(\delta_2) = G(\delta_1)/2 > 0 \). When \( J(\omega) \leq J(\omega) \), \( G(s) \leq U_j(\omega) \leq G(\delta_1)/2 \) for all \( j \leq J(\omega) \). When \( J(\omega) > J(\omega) \), for all \( j < j \leq J(\omega) \) we have \( U_j(\omega) > G(\delta_1)/2 = G(\delta_2) \), and thus \( S_j \geq \delta_2 \). Then from (4), we have
\[
\rho_n^p \geq \frac{1}{n} \sum_{j=1}^{J(\omega)} S_j(\omega)^p \geq \frac{1}{n} \sum_{j=1}^{J(\omega)} S_j(\omega)^p \geq \frac{1}{n} \sum_{j=1}^{J(\omega)} \delta_2 ^p,
\]
which implies that
\[
J(\omega) \leq J(\omega) + \frac{n \rho_n^p}{\delta_2 ^p}.
\]
By Lemma EC.5, for \( \omega \in \Omega_0 \),
\[
\mathbb{E}[U_j] - t_1 \sigma_{U_j(\omega)} \leq U_j(\omega) \leq \frac{G(\delta_1)}{2},
\]
which yields that
\[
\frac{J(\omega)}{N(\omega) + 1} - t_1 \frac{\sqrt{J(\omega)}}{N(\omega) + 1} \leq \frac{G(\delta_1)}{2}.
\]
Solving out the inequality yields that

\[ 0 \leq J(\omega) \leq \frac{G(\delta_1)}{2} (N(\omega) + 1) + t_1 \sqrt[2]{\frac{G(\delta_1)}{2} (N(\omega) + 1)} + \frac{t_1^2}{4} + \frac{t_1^2}{2}. \]

It follows that

\[
U_J(\omega) \leq E[U_J] + t_1 \sigma_J(\omega)
\]

\[
\leq \frac{J(\omega)}{N(\omega) + 1} + t_1 \sqrt{\frac{J(\omega)}{N(\omega) + 1}}
\]

\[
\leq \frac{J(\omega) + n \rho p \epsilon_2}{N(\omega) + 1} \leq \frac{J(\omega) + n \rho p \epsilon_2}{N(\omega) + 1}
\]

\[
\leq \frac{G(\delta_1)}{2} + \left(t_1 \sqrt[2]{\frac{G(\delta_1)}{2} (N(\omega) + 1)} + \frac{t_1^2}{4} + \frac{t_1^2}{2} + \frac{n \rho p}{\delta_2} \right) \leq \frac{1}{N(\omega) + 1}.
\]

Denote by \( K_2 \) and \( K_3 \) the second and the third term of the last inequality, respectively. Then, for \( K_2 \), it follows from inequalities that \(|N(\omega) - n\alpha| \leq t_2 \sqrt{n} \) and \( n > n_1 \) that

\[
K_2 = \frac{1}{\sqrt{n(\omega + 1)}} \left(t_1 \sqrt[2]{\frac{G(\delta_1)}{2} (N(\omega) + 1)} + \frac{t_1^2}{4} + \frac{n \rho p}{\delta_2} \right)
\]

\[
\leq \frac{1}{\sqrt{n(\omega + 1)}} \left(t_1 \sqrt[2]{\frac{G(\delta_1)}{2} (N(\omega) + 1)} + \frac{t_1^2}{4} + \frac{n \rho p}{\delta_2} \right)
\]

\[
\leq \frac{1}{\sqrt{\min[\alpha]} \sqrt{n(\omega + 1)}} \left(t_1 \sqrt[2]{\frac{G(\delta_1)}{2} (N(\omega) + 1)} + \frac{t_1^2}{4} + \frac{n \rho p}{\delta_2} \right).
\]

In the last inequality above, observe that when \( 0 < \beta p < \frac{1}{2} \) and \( n \geq n_9 \), it holds that \( t_1 \sqrt[2]{\frac{t_1^2}{4} + \frac{t_1^2}{2}} \leq \frac{\sqrt{2} \rho p}{\delta_2} \sqrt{n} \). Then we can derive that

\[
K_2 \leq \begin{cases} 
\frac{4 \rho p}{\delta_2^2 \alpha \beta p}, & \text{if } 0 < \beta p < \frac{1}{2}, \\
\frac{1}{\sqrt{\min[\alpha]} \sqrt{n(\omega + 1)}} \left(t_1 \sqrt[2]{\frac{t_1^2}{4} + \frac{t_1^2}{2}} + \frac{\sqrt{2} \rho p}{\delta_2} \sqrt{n} \right), & \text{if } \beta p \geq \frac{1}{2}, 
\end{cases}
\]

\[
\leq \frac{1}{\sqrt{\alpha \min[\beta p] \frac{1}{2}}^2} \left(t_1 \sqrt[2]{\frac{t_1^2}{4} + \frac{t_1^2}{2}} + \frac{\sqrt{2 \rho p}}{\delta_2} \right).
\]
For $K_3$, due to $|N(\omega) - na| \leq t_2 \sqrt{n}$ and $n > n_1$, it holds that

$$K_3 = \frac{1}{\sqrt{N(\omega) + 1}} \left( \frac{G(\delta_1)}{2} + t_1 \sqrt{\frac{G(\delta_1)}{2(N(\omega) + 1)} + \frac{t_1^2}{4(N(\omega) + 1)^2} + \frac{t_1^2}{2(N(\omega) + 1)}} + \frac{n^{1-bp}p_0^p}{\delta_2^p (N(\omega) + 1)} \right)^{1/2}$$

$$\leq \frac{1}{\sqrt{n_{a-t} \sqrt{n}}} \left( \frac{1}{2} + t_1 \sqrt{\frac{1}{2(N(\omega) + 1)} + \frac{t_1^2}{4(N(\omega) + 1)^2} + \frac{t_1^2}{2(N(\omega) + 1)}} + \frac{n^{1-bp}p_0^p}{\delta_2^p (n_{a-t} \sqrt{n})} \right)^{1/2}$$

$$\leq \frac{1}{\sqrt{2n_{a}}} \left( \frac{1}{2} + t_1 \sqrt{\frac{1}{2} + \frac{t_1^2}{4} + \frac{2n^{1-bp}p_0^p}{\delta_2^p}} \right)^{1/2}$$

$$\leq \frac{1}{\sqrt{an_{a}}} \left( 1 + t_1 \sqrt{2 + t_1^2 + \frac{4p_0^p}{\delta_2^p}} \right)^{1/2}.$$

Finally, since $n > n_{10}$, we have

$$K_2 + K_3 \leq \frac{1}{\sqrt{an_{\min(bp, t_{1})}}} \left( t_1 \sqrt{1 + t_1^2 + \frac{\sqrt{t_1^2}}{2} + \frac{2n^{1-bp}p_0^p}{\delta_2^p \sqrt{n}}} \right) + \frac{1}{\sqrt{an_{a}}} \left( 1 + t_1 \sqrt{2 + t_1^2 + t_1^2 + \frac{4p_0^p}{\delta_2^p}} \right)^{1/2} < \frac{G(\delta_1)}{2}.$$ 

Therefore, we have shown that $U_j(\omega) \leq E[U_j] + t_1 \sigma_j < G(\delta_1)$ for any $1 \leq j \leq J(\omega)$ and $\omega \in \Omega_0$, which completes the proof.

\[ \tag{EC.17} \]

**Proof of Lemma EC.11.** Recall from the Lemma EC.10 that when $n > \max(n_1, n_9, n_{10})$, $U_j(\omega) \leq G(\delta_1)$ for $1 \leq j \leq J(\omega)$. It follows from Lemma EC.7 that

$$ME[U_j] \leq G^{-1}(E[U_j]) \leq L_{G^{-1}}E[U_j].$$

Using (4) and $S_0 = 0$, it follows that

$$np_0^p < \sum_{j=1}^{J(\omega)+1} G^{-1} \left( U_j(\omega) \right)^p$$

$$\leq \sum_{j=1}^{J(\omega)+1} \left( G^{-1}(E[U_j]) + L_{G^{-1}}t_1 \sigma_j \right)^p$$

$$\leq \sum_{j=1}^{J(\omega)+1} \left( L_{G^{-1}}E[U_j] + L_{G^{-1}}t_1 \sigma_j \right)^p$$

$$\leq \sum_{j=1}^{J(\omega)+1} \left( L_{G^{-1}} \frac{j}{N(\omega) + 1} + L_{G^{-1}}t_1 \frac{\sqrt{j}}{N(\omega) + 1} \right)^p$$

$$\leq \frac{L_{G^{-1}}^p}{(N(\omega) + 1)^p} \sum_{j=1}^{J(\omega)+1} j^p \left( 1 + t_1 \frac{1}{\sqrt{j}} \right)^p$$

$$\leq \frac{L_{G^{-1}}^p}{(N(\omega) + 1)^p} \sum_{j=1}^{J(\omega)+1} j^p$$

$$\leq \frac{L_{G^{-1}}^p}{(N(\omega) + 1)^p} \int_{x=0}^{J(\omega)+2} x^p dx$$

$$= \frac{L_{G^{-1}}^p}{(N(\omega) + 1)^p (p + 1)} (J(\omega) + 2)^{p+1}.$$
Accordingly,
\[
\frac{c_n}{L_{G^{-1}}^p (1+t_1)^p} \leq (J(\omega) + 2)^{p+1},
\]
which implies that
\[
J(\omega) > J_1(\omega) = L_{G^{-1}}^{-\frac{p}{p+1}} (1+t_1)^{-\frac{p}{p+1}} c_n^{-\frac{1}{p+1}} - 2.
\]

Next, we derive the upper bound. Without loss of generality, suppose \(J(\omega) \geq 1\) since otherwise, the upper bound trivially holds. Using (EC.9) (EC.17) and (4), we obtain that
\[
n \rho_n^p \geq \sum_{j=0}^{J(\omega)} (U_j(\omega))^p
\]
\[
\geq \sum_{j=1}^{J(\omega)} \left(G^{-1}(\mathbb{E}(U_j)) - t_1 L_{G^{-1}} \sigma_j\right)^p
\]
\[
\geq \sum_{j=1}^{J(\omega)} (M \mathbb{E}(U_j) - t_1 L_{G^{-1}} \sigma_j)^p
\]
\[
\geq \frac{M^p}{(N(\omega) + 1)^p} \sum_{j=1}^{J(\omega)} j^p \left(1 - \frac{t_1 L_{G^{-1}}}{M} \frac{1}{\sqrt{j}}\right)^p
\]
\[
\geq \frac{M^p}{(N(\omega) + 1)^p} \int_0^{J(\omega)-1} x^p \left(1 - \frac{t_1 L_{G^{-1}}}{M} \frac{1}{\sqrt{x}}\right)^p dx.
\]

It then follows the inequality \((1-x)^p \geq 1-px\) for \(p \geq 1\) and \(x \geq 0\) that
\[
n \rho_n^p \geq \frac{M^p}{(N(\omega) + 1)^p} \int_0^{J(\omega)-1} x^p \left(1 - \frac{t_1 L_{G^{-1}}}{M} \frac{1}{\sqrt{x}}\right)^p dx
\]
\[
\geq \frac{M^p}{(N(\omega) + 1)^p} \int_0^{J(\omega)-1} \left(x^p - p \frac{t_1 L_{G^{-1}}}{M} x^{p-\frac{1}{2}}\right) dx
\]
\[
\geq \frac{M^p}{(N(\omega) + 1)^p} \left(\frac{(J(\omega) - 1)^{p+1}}{p+1} - p \frac{t_1 L_{G^{-1}}}{M} \frac{1}{p + \frac{1}{2}}\right)
\]
\[
\geq \frac{M^p}{(N(\omega) + 1)^p} \left(\frac{(J(\omega) - 1)^{p+1}}{p+1} - p \frac{t_1 L_{G^{-1}}}{M} \frac{1}{p + \frac{1}{2}}\right)
\]
\[
\geq \frac{M^p}{(N(\omega) + 1)^p} \left(\frac{(J(\omega) - 1)^{p+1}}{p+1} - (p + 1) \frac{t_1 L_{G^{-1}}}{M} \frac{1}{\sqrt{J_1(\omega) - 1}}\right)
\]
\[
\geq \frac{M^p}{2(N(\omega) + 1)^p} \frac{(J(\omega) - 1)^{p+1}}{p+1},
\]
where the last inequality holds because \(J_1(\omega) \geq 2\) and \(1 - (p + 1) \frac{t_1 L_{G^{-1}}}{M} \frac{1}{\sqrt{J_1(\omega) - 1}} \geq \frac{1}{2}\) when \(n \geq n_{11}\). As a result,
\[
J(\omega) \leq J_2(\omega) = 2^{\frac{1}{p+1}} M^{-\frac{p}{p+1}} c_n^{-\frac{1}{p+1}} + 1,
\]
which completes the proof. \(\square\)
Proof of Lemma EC.12. For any \( x, y \in [0, G(\delta_1)] \),

\[
(G^{-1})'(x) - (G^{-1})'(y) = \left| \frac{1}{g(G^{-1}(x))} - \frac{1}{g(G^{-1}(y))} \right| \\
= \left| \frac{g(G^{-1}(y)) - g(G^{-1}(x))}{g(G^{-1}(y))g(G^{-1}(x))} \right| \\
\leq \frac{1}{C_1^2} \left| g(G^{-1}(y)) - g(G^{-1}(x)) \right| \\
\leq \frac{L_g}{C_1^2} |G^{-1}(y) - G^{-1}(x)| \\
\leq \frac{L_g}{C_1^2} |x - y| ,
\]

where the first inequality follows that \( 0 < C_1 \leq g(x) \leq C_2 < \infty \) for any \( x \in [0, \delta_1] \); the second inequality is due to Assumption 1 and the last inequality comes from Lemma EC.7.

\[\square\]

Appendix EC.5: Proofs for Section 5.1

Below we show the calculation of \( g_{w,r,y}(0) \) for \( y = 1 \), and the case \( y = -1 \) can be done similarly. We have that

\[ g_{w,r,1}(0) = \lim_{s \downarrow 0} \mathbb{P}_{\text{true}, X|Y=1}(-r/\|w\|_2 < w^\top X/\|w\|_2 \leq -r/\|w\|_2 + s) . \]

Define \( f_{\zeta|Y=1} \) to be the conditional density function of a random variable \( \zeta = w^\top x/\|w\|_2 \) given \( Y = 1 \). Then the right-hand side above equals \( f_{\zeta|Y=1}(-r/\|w\|_2) \). In the following we derive an expression for \( f_{\zeta|Y=1} \). Using properties of the conditional density, for any Borel function \( \phi : \mathbb{R} \rightarrow \mathbb{R} \),

\[ \mathbb{E}[\phi(\zeta)] = \int_{\mathbb{R}} \phi(t) f_{\zeta|Y=1}(t) dt = \int_{\mathbb{R}} \phi(w^\top x/\|w\|_2) f_1(x) dx . \]

Using the change of variable \( x \mapsto (t, v_1, \cdots, v_{d-1}) \), the associated Jacobian matrix is the \( d \times d \) matrix \((w/\|w\|_2, e_1, \cdots, e_{d-1})\) and its determinant is 1 or -1. It follows that

\[ \mathbb{E}[\phi(w^\top x/\|w\|_2)] = \int_{\mathbb{R}^d} \phi(w^\top x/\|w\|_2) f_1(x) dx \\
= \int_{\mathbb{R}^d} \phi \left( \frac{w^\top}{\|w\|_2} \left( t \frac{w}{\|w\|_2} + \sum_{k=1}^{d-1} t_k e_k \right) \right) f_1 \left( \frac{w}{\|w\|_2} + \sum_{k=1}^{d-1} t_k e_k \right) dt dv \\
= \int_{\mathbb{R}} \phi(t) \left( \int_{\mathbb{R}^{d-1}} f_1 \left( \frac{tw}{\|w\|_2} + \sum_{k=1}^{d-1} t_k e_k \right) dv \right) dt \\
= \int_{\mathbb{R}} \phi(t) \left( \int_{\mathbb{R}^{d-1}} f_1 \left( tw/\|w\|_2 + \sum_{k=1}^{d-1} v_k e_k \right) dv \right) dt . \]

Therefore,

\[ f_{\zeta|Y=1}(t) = \int_{\mathbb{R}^{d-1}} f_1 \left( tw/\|w\|_2 + \sum_{k=1}^{d-1} v_k e_k \right) dv , \]

and thus

\[ g_{w,r,y}(0) = \int_{\mathbb{R}^{d-1}} f_{\zeta}( -rw/\|w\|_2^2 + \sum_{k=1}^{d-1} v_k e_k ) dv , \]

for \( w \neq 0 \).
Appendix EC.6: Proof of Appendix A

Proof of Lemma 3. For \( p = \infty \), by Lemma 2, it holds that

\[
\sup_{\mathbb{P} \in \mathcal{P}(\mathcal{Z})} \{ \mathbb{E}_\mathbb{P} [f(Z)] : \mathcal{W}_\infty(\mathbb{P}, \mathbb{Q}) \leq \rho \} = \mathbb{E}_\mathbb{Q} \left[ \sup_{\tilde{z} \in \mathcal{Z}} \{ f(\tilde{z}) : d(\tilde{z}, Z) \leq \rho \} \right].
\]

Since the set \( \mathcal{Z}_{\max}(z) = \arg \max_{\tilde{z} \in \mathcal{Z}} \{ f(\tilde{z}) : d(\tilde{z}, z) \leq \rho \} \) is bounded, it is totally bounded due to our assumption on \( \mathcal{Z} \). Since \( f \) is upper semi-continuous function, the set \( \mathcal{Z}_{\max}(z) \) is measurable and non-empty. It follows from Aumann’s measurable selection theorem [1, Theorem 18.26] that there exists a \((\mathcal{B}_\mathbb{Q}(\mathcal{Z}), \mathcal{B}(\mathcal{Z}))\)-measurable map \( T_* : \mathcal{Z} \rightarrow \mathcal{Z} \) such that \( T_*(z) \in \mathcal{Z}_{\max}(z) \), Q-a.e. Notice that

\[
\mathcal{W}_\infty(\mathbb{P}_*, \mathbb{Q}) = \inf_{\pi \in \Gamma(\mathbb{P}_*, \mathbb{Q})} \pi - \text{ess sup}_{\mathcal{Z} \times \mathcal{Z}} d(\tilde{z}, z)
\]

\[
= \inf_{\pi \in \Gamma(\mathbb{Q}, \mathcal{Q})} \pi - \text{ess sup}_{\mathcal{Z} \times \mathcal{Z}} d(T_*(\tilde{z}), z)
\]

\[
\leq \inf_{\pi \in \Gamma(\mathbb{Q}, \mathcal{Q})} \pi - \text{ess sup}_{\mathcal{Z} \times \mathcal{Z}} (d(T_*(\tilde{z}), \tilde{z}) + d(\tilde{z}, z))
\]

\[
\leq \rho + \inf_{\pi \in \Gamma(\mathbb{Q}, \mathcal{Q})} \pi - \text{ess sup}_{\mathcal{Z} \times \mathcal{Z}} d(\tilde{z}, z)
\]

\[
= \rho.
\]

Moreover,

\[
\mathbb{E}_\mathbb{P}_* [f(Z)] = \mathbb{E}_\mathbb{Q} [f(T_*(Z))] = \mathbb{E}_\mathbb{Q} \left[ \sup_{\tilde{z} \in \mathcal{Z}} \{ f(\tilde{z}) : d(\tilde{z}, Z) \leq \rho \} \right].
\]

This shows that \( \mathbb{P}_* \) is a worst-case distribution.

The proof for \( p \in [1, \infty) \) is given in [19, Corollary 1]. \( \square \)

Appendix EC.7: Additional Numerical Results

Consider the linear classification problem in Section 5.1. Particularly, let \( \mathcal{Z} = (\mathbb{R}^{100}, \| \cdot \|_2) \) and \( E = \{ z \in \mathbb{R}^{100} : w^T z > 0 \} \) and \( w = (1, -1, 2, -2, \ldots, 50, -50)^T \). Let \( p = 1 \). Suppose \( \mathbb{P}_{\text{true}} \) is a Gaussian distribution \( \mathcal{N}((0, \ldots, 0)^T, \Sigma) \) where \( \Sigma = (\sigma_{ij}) \in \mathbb{R}^{100 \times 100} \) and \( \sigma_{ij} = 0.9^{|i-j|} \) for \( 1 \leq i, j \leq 100 \).

Using a similar numerical setup for Example 1, we compare the radius selection rule \( \rho_n = \rho_0/n \) as suggested by Corollary 2 and the \( 1/\sqrt{n} \)-rule, where we vary \( \rho_0 \in \{0.5, 5, 50\} \) for \( \rho_n = \rho_0/n \) and \( \rho_0 \in \{0.01, 0.1, 1\} \) for \( \rho_n = \rho_0/\sqrt{n} \).

The results in Fig. EC.1 are consistent with Fig. 2 — the robust formulation (P) with both scaling schemes yield high-confidence bounds for the true loss, yet the bounds resulting from the \( 1/n \)-radius selection rule suggested by Corollary 2 is tighter.
Figure EC.1  Comparisons between two scaling schemes $\rho_n \sim 1/n$ and $\rho_n \sim 1/\sqrt{n}$, represented by solid lines and dashed lines, respectively.