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Abstract

Many decisions, in particular decisions in a managerial context, are subject to uncertainty. Risk measures cope with uncertainty by involving more than one candidate probability. The corresponding risk averse decision takes all potential, candidate probabilities into account and is robust with respect to all potential probabilities. This paper considers conditional robust decision-making, where decisions are subject to additional, prior knowledge or information. The literature discusses various definitions to characterize the corresponding conditional risk measure, which determines further the decision. The aim of this paper is to compare two different approaches to construction of conditional functionals employed in multistage distributionally robust optimization. As an application we discuss conditional counterparts of a distance between probability measures.
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1 Introduction

Numerous real-world problems in sciences and economics need to build on inaccurate measurements, on uncertain, deviating observations or on uncertainty, which is inherent to the problem at hand. In this situation, summary functionals are used to aggregate and quantify the varying outcomes. The standard example of such summary functional is the expectation.
The expectation balances favorable and non-favorable outcomes. Risk-averse decision makers, in contrast, distinguish satisfactory and unpleasing outcomes. They thus prefer alternative schemes to aggregate the potential outcomes. In financial economics, for example, the Value-at-Risk is one of these functionals, which is well-established and accepted in assessing the random behavior of market returns. Many of these risk assessments allow for an additional interpretation by presuming that the underlying probabilistic model is not known itself. The terms ambiguity, distributional robustness and Knightian uncertainty are associated with this type of uncertainty; the latter term was coined by Knight [10], cf. also Ellsberg [5].

In sequential decision-making (i.e., decision-making in multiple stages or multistage optimization), the assessment of risk involves the history, i.e., the realization already observed. This assessment of risk naturally leads to the composition of risk measures and many related questions such as time and dynamic consistency. In this situation, differing assessments of the risk, conditional on the observed past, are possible. There are two somewhat natural ways for extending risk measures - distributionally robust approaches to the sequential (multistage) setting which were suggested in the literature. One is based on a properly defined maximum of conditional expectations (e.g., Föllmer and Schied [7, p. 306], [21]), while the other employs an approach to construction of conditional coherent risk measures (cf. Riedel [18], Ruszczyński and Shapiro [19]). It was pointed out in Pichler and Shapiro [16] that these two approaches are different from each other.

Distributional Robust Optimization (DRO) is a paradigm, where the distribution governing the data is subject to uncertainty itself. Its origins can be traced to Scarf [20]. For a recent discussion of DRO we can refer, e.g., to Wiesemann et al. [26] and Hanasusanto et al. [8]. DRO often assumes existence of an explicit reference probability measure. Such a measure is, a priori, not present in many discrete settings, as is the case with empirical measures. Convergence is a further aspect, which is studied for distributionally robust optimization problems, cf., Sun and Xu [24], Liu et al. [11]. We refer to the reviews Keith and Ahner [9], Rahimian and Mehrotra [17] for a summary on these perspectives.

This paper is aimed at discussion of the two approaches to construction of conditional distributionally robust functionals and connects them to various concepts of conditional distances between probability measures. Main contributions of this paper can be summarized as follows. We investigate a connection between the conditional expectation counterpart of the distributionally robust functionals and the related conditional risk measures. An initial analysis of this issue was already performed in Pichler and Shapiro [16], where it was discussed mainly from the DRO point of view. Second we relate this analysis to conditional counterparts of a distance between probability measures. In particular, we show how such conditional distances can be used for construction of the corresponding conditional functionals. This can be viewed as an extension of investiga-

\footnote{Different concepts of time consistency were introduced in the literature over the years, it is beyond the scope of this paper to give a fair review of this subject.}
tion of conditional distances between stochastic processes initiated in Pflug [13], Pflug and Pichler [14] (see also Esteban-Pérez and Morales [6]).

For the sake of simplicity we mainly consider the setting where the underlying measurable space is finite. This allows to concentrate on some basic conceptual questions while avoiding delicate questions of measurability. An extension to a general setting is outlined in Section 3.

We use the following terminology and notation throughout the paper. The extended real line \( \mathbb{R} \cup \{-\infty\} \cup \{+\infty\} \) is denoted \( \mathbb{R} \). By \((\Omega, \mathcal{F})\) we denote a measurable space, i.e., \( \mathcal{F} \) is a sigma algebra of subsets of \( \Omega \). By \( \mathfrak{P} \) is denoted the set of all probability measures on the measurable space \((\Omega, \mathcal{F})\). We use the notation \( Q \ll P \) to denote that \( Q \in \mathfrak{P} \) is absolutely continuous with respect to \( P \in \mathfrak{P} \). By the Radon–Nikodym theorem we have that \( Q \ll P \) if there exists a measurable function (density function) \( f: \Omega \to \mathbb{R}_+ \), denoted \( f = dQ/dP \), such that \( Q(A) = \int_A f dP \) for every \( A \in \mathcal{F} \). For \( A, B \in \mathcal{F} \) we denote by \( P(A|B) = P(A \cap B) / P(B) \) the conditional probability (assuming \( P(B) \neq 0 \)). A family of sets \( \{\varpi_i\}_{i \in I} \) is a partition of \( \Omega \) if each \( \varpi_i \in \mathcal{F} \) is nonempty such that \( \Omega = \cup_{i \in I} \varpi_i \) and \( \varpi_i \cap \varpi_j = \emptyset \) for \( i \neq j \in I \). It is said that the partition is finite if the index set \( I \) is finite. By \( Z \) we denote an appropriate linear space of measurable variables \( Z: \Omega \to \mathbb{R} \). If \( \Omega = \{\omega_1, \ldots, \omega_n\} \) is finite, we assume that \( \mathcal{F} \) consists of all subsets of \( \Omega \). In that case any \( Z: \Omega \to \mathbb{R} \) is measurable, and the space \( Z \) consists of all \( Z: \Omega \to \mathbb{R} \).

Also, for any \( P \in \mathfrak{P} \) the corresponding probability vector \( p \), with components \( p_i = p(\omega_i) \), \( i = 1, \ldots, n \), is an element of \( \Delta_n \), where \( p(\omega) = P(\{\omega\}) \), \( \omega \in \Omega \), and \( \Delta_n \subset \mathbb{R}^n \) denotes the \( n \)-dimensional simplex, i.e., \( \Delta_n := \{p \in \mathbb{R}^n : \sum_{i=1}^n p_i = 1\} \). For a process \( \xi_1, \xi_2, \ldots \) we denote by \( \xi_{[t]} = (\xi_1, \ldots, \xi_t) \) its history up to time \( t \).

## 2 General analysis

Let \( \mathfrak{M} \subset \mathfrak{P} \) be a (nonempty) set of probability measures. The distributionally robust functional \( \mathcal{R}: Z \to \mathbb{R} \) associated with \( \mathfrak{M} \) is defined as

\[
\mathcal{R}(Z) := \sup_{Q \in \mathfrak{M}} \left\{ \mathbb{E}_Q[Z] = \int_{\Omega} Z(\omega) dQ(\omega) \right\}. \tag{2.1}
\]

In the literature on distributional robustness the set \( \mathfrak{M} \) is often referred to as the ambiguity set. We assume that for every \( Q \in \mathfrak{M} \) the expectation (integral) \( \mathbb{E}_Q[Z] \) is well-defined and \( \mathcal{R}(Z) \) is finite valued for all \( Z \in Z \), where \( Z \) is an appropriate linear space of measurable variables \( Z: \Omega \to \mathbb{R} \). Given a sigma subalgebra \( \mathcal{G} \) of \( \mathcal{F} \) we would like to construct a conditional counterpart of \( \mathcal{R} \).

There are two somewhat natural ways to define conditional counterparts of distributionally robust functionals, namely the distributionally robust and the risk averse approaches. In both approaches, the respective conditional functional is a \( \mathcal{G} \)-measurable variable. The distributionally robust approach is to consider the conditional expectation counterpart of the distributionally robust functional:

\[
\mathcal{R}^*_G(Z) := \sup_{Q \in \mathfrak{M} \mathcal{G}} \mathbb{E}_Q[Z]. \tag{2.2}
\]
This approach was used by several authors (e.g., Föllmer and Schied [7, p. 306], Shapiro [21]). Recall that the conditional expectation $E_{Q|G}[Z]$ is a $G$-measurable random variable, and that any two versions of $E_{Q|G}[Z]$ can be different from each other on a set $Q$-measure zero. Because of that there are technical issues in defining a precise meaning of the right-hand side of (2.2), we will discuss this later.

Of course, if the set $\mathcal{M} = \{P\}$ is a singleton, then by the definition we have that $R^*_G(\cdot) = E_{P|G}(\cdot)$. In general, $R^*_G$ can be viewed as a somewhat natural counterpart of the distributionally robust functional $R$. However, it turns out that such definition of conditional functionals is different from the one used in the theory of risk measures (this was already pointed out in Pichler and Shapiro [16]). In order to give an intuitive insight, while avoiding delicate technical issues, we assume in the remainder of this section that the sigma algebra $G$ is finite. The general case will be considered in Section 3.

### Finite sigma subalgebra.
Assume that $G$ is finite. Since $G$ is finite, it is generated by a finite partition $\{\varpi_i\}_{i \in I}$ of the set $\Omega$ such that $Z: \Omega \to \mathbb{R}$ is $G$-measurable iff $Z(\cdot)$ is constant on every set $\varpi_i$, $i \in I$. The sets $\varpi_i$, $i \in I$, are atoms (elementary events) of $G$. For a $G$-measurable $Z$ we denote by

$$Z(\varpi_i)$$

its value on $\varpi_i$, which does not depend on the particular choice of $\omega \in \varpi_i$.

Consider a probability measure (distribution) $P \in \mathcal{P}$. The conditional probability $P(\cdot | \varpi_i)$, conditional on the event $\varpi_i$, assuming that $P(\varpi_i) \neq 0$, is

$$P|_{\varpi_i}(A) := P(A|\varpi_i) = \frac{P(A \cap \varpi_i)}{P(\varpi_i)}, \ A \in \mathcal{F}. \quad (2.4)$$

Note that $P|_{\varpi_i}$ is supported on the set $\varpi_i$. The conditional expectation of a random variable $Z: \Omega \to \mathbb{R}$ is a $G$-measurable variable $E_{P|G}[Z]: \Omega \to \mathbb{R}$ taking a constant value on each elementary event $\varpi_i$, $i \in I$, of $G$ with

$$E_{P|G}[Z](\varpi_i) = \frac{1}{P(\varpi_i)} \int_{\varpi_i} Z(\omega) dP(\omega) = \int_{\varpi_i} Z(\omega) dP|_{\varpi_i}(\omega), \text{ for } P(\varpi_i) > 0. \quad (2.5)$$

If $P(\varpi_i) = 0$, then $E_{P|G}[Z]$ can be arbitrary on $\varpi_i$. That is, different versions of $E_{P|G}[Z]$ do coincide on such $\varpi_i$ that $P(\varpi_i) > 0$, and can be arbitrary on $\varpi_i$ when $P(\varpi_i) = 0$. Also, let us observe that the value of $E_{P|G}[Z](\cdot)$ on $\varpi_i$ does not depend on $Z(\omega)$ for $\omega \notin \varpi_i$.

Assume that for every $i \in I$ there exists $Q \in \mathcal{M}$ such that $Q(\varpi_i) \neq 0$. Then the conditional distributionally robust functional is defined for $Z \in Z$, as a $G$-measurable variable $R^*_G(Z): \Omega \to \mathbb{R}$, taking a constant value on each elementary event $\varpi_i$ of $G$, with

$$R^*_G(Z)(\varpi_i) = \sup_{Q \in \mathcal{M}, Q(\varpi_i) \neq 0} \left\{ \frac{1}{Q(\varpi_i)} \int_{\varpi_i} Z(\omega) dQ(\omega) \right\}, \ i \in I. \quad (2.6)$$
Recall that if \( Q(\varpi_i) = 0 \), then \( E_Q[Z](\varpi_i) \) can be arbitrary. Therefore, if \( Q(\varpi_i) = 0 \) for all \( Q \in \mathcal{M} \), then \( R^*_|G|(\varpi_i) \) is not clearly defined, we will try to avoid such cases. For this reason, we make the following assumption.

**Assumption 2.1.** For every \( i \in I \) there exists \( Q \in \mathcal{M} \) such that \( Q(\varpi_i) \neq 0 \).

**Remark 2.1.** In case the set \( \Omega = \{\omega_1, \ldots, \omega_n\} \) is finite, each \( Q \in \mathcal{M} \) can be identified with the respective probability vector \( q \in \Delta_n \), having components \( q_i = Q(\{\omega_i\}) \), \( i = 1, \ldots, n \), and the set \( \mathcal{M} \) can be considered as a subset of the simplex \( \Delta_n \). Without loss of generality we can assume that the set \( \mathcal{M} \subset \Delta_n \) is convex and closed. In terms of convex analysis, the distributionally robust functional \( R \) can be viewed as the support function of the set \( \mathcal{M} \subset \Delta_n \). Therefore, we have that if \( \mathcal{M}, \mathcal{M}' \subset \Delta_n \) are closed convex sets, then the corresponding distributionally robust functionals do coincide iff \( \mathcal{M} = \mathcal{M}' \). This can be extended to infinite dimensional settings with an appropriate definition of topology on the space of measures. \( \square \)

An alternative approach, of conditional risk measures, is the following. For \( i \in I \) consider a (nonempty) set \( \mathcal{A}_i \) of probability measures on \( (\Omega, \mathcal{F}) \) supported on the set \( \varpi_i \). For \( Z \in \mathcal{Z} \) consider the function \( R^*_|G|(Z): \Omega \to \mathbb{R} \) taking a constant value on each elementary event \( \varpi_i \) of \( G \) with

\[
R^*_|G|(Z)(\varpi_i) := \sup_{Q \in \mathcal{A}_i} E_Q[Z], \quad i \in I. \tag{2.7}
\]

Note that each set \( \mathcal{A}_i \) can be assumed to be convex. We can view \( R^*_|G| \) as a conditional risk measure with the right-hand side of (2.7) defining its value conditional on node \( i \in I \) at stage one.

For singleton sets \( \mathcal{A}_i := \{ P_{|\varpi_i} \} \), \( i \in I \), we have that \( R^*_|G|(.): \Omega \to \mathbb{R} \) taking a constant value on each elementary event \( \varpi_i \) of \( G \)

\[
R^*_|G|(\varpi_i) := \sup_{Q \in \mathcal{A}_i} E_Q[Z], \quad i \in I. \tag{2.8}
\]

For sets \( \mathcal{A}_i \) defined in (2.8), \( R^*_|G|(\varpi_i) \) can be written as the supremum in the right-hand side of (2.6), that is for such sets \( R^*_|G|(\cdot) = R^*_|G|(.). \) Conversely, consider conditional risk measure \( R^*_|G| \) determined by the respective (arbitrary, nonempty) sets \( \mathcal{A}_i \). Define

\[
\mathcal{M}_\nu := \sum_{i \in I} \nu_i \mathcal{A}_i, \tag{2.9}
\]

where \( \nu_i > 0 \) are positive probabilities, i.e., \( \sum_{i \in I} \nu_i = 1 \). For such set \( \mathcal{M} = \mathcal{M}_\nu \) we have that each \( \mathcal{A}_i \) coincides with the right-hand side of (2.8). That is, we have the following (cf. Shapiro et al. [23, Section 6.5.1]).

**Proposition 2.1.** For any positive probabilities \( \nu_i, i \in I \), and the conditional distributionally robust functional \( R^*_|G| \) associated with the set \( \mathcal{M} = \mathcal{M}_\nu \) of the form (2.9), we have that \( R^*_|G|(\cdot) = R^*_|G|(\cdot) \).
Remark 2.2. The conditional functional $\mathcal{R}_{\bar{G}}^*$ is determined by the specified set $\mathfrak{M} \subset \mathfrak{P}$ of probability measures, while $\mathcal{R}_{\bar{G}}$ is associated with the specified sets $\mathfrak{A}_p$. To the set $\mathfrak{M}$ correspond sets $\mathfrak{A}_p$ defined by formula (2.8). Conversely, with a family of sets $\mathfrak{A}_p$ we can associate the corresponding set $\mathfrak{M} = \mathfrak{M}_\nu$ by using (2.9) for any vector $\nu \in \Delta_n$ with positive components. Hence, there is a relation between constructions of $\mathcal{R}_{\bar{G}}^*$ and $\mathcal{R}_{\bar{G}}$. The difference between the distributionally robust approach (2.2) and the risk averse approach (2.7) to construction of conditional functionals is a way how the respective ambiguity sets are constructed.

Remark 2.3. As in Remark 2.1, we have that the conditional risk measure $\mathcal{R}_{\bar{G}}^*$ is uniquely determined by the sets $\mathfrak{A}_p$. That is, if $\mathfrak{A}_p$ and $\mathfrak{A}'_p$ are two families of closed convex sets of probability measures supported on $\bar{\omega}_i$, then the respective conditional risk measures $\mathcal{R}_{\bar{G}}^*$ do coincide iff $\mathfrak{A}_p = \mathfrak{A}'_p$, $i \in \mathcal{I}$. On the other hand, it can happen that two different closed, convex set $\mathfrak{M}$, $\mathfrak{M}' \subset \mathfrak{P}$ define the same sets $\mathfrak{A}_p$ via (2.8), and hence the same distributionally robust functional associated with the corresponding ambiguity set $\mathfrak{M}_\nu$ (see Example 3.2 below).

In both constructions the corresponding conditional functionals $\mathcal{R}_{\bar{G}}^*$ and $\mathcal{R}_{\bar{G}}$ satisfy the axioms of coherent risk mappings, i.e., both are subadditive, monotone, translation equivariant and positively homogeneous. The following example from Pichler and Shapiro [16, Example 3.2] demonstrates their possible difference.

Example 2.1. Let $\Omega$ be finite and $P \in \mathfrak{P}$ be a (reference) probability measure with the respective probabilities $p(\omega) > 0$, $\omega \in \Omega$. For $\alpha \in (0, 1)$ let $\mathfrak{M} \subset \mathfrak{P}$ be the set of probability measures $Q$ such that $q(\omega)/p(\omega) \leq \alpha^{-1}$ for $\omega \in \Omega$. This set $\mathfrak{M}$ is the dual set of the Average Value-at-Risk measure

$$\mathcal{R}(Z) := \text{AV}_\tau P(Z) = \inf_{\tau \in \mathbb{R}} \left\{ \tau + \alpha^{-1} E_P[Z - \tau]_+ \right\}. \tag{2.10}$$

Let $\mathcal{G}$ be a subalgebra of $\mathcal{F}$ defined by partition $\{ \omega_i \}_{1 \leq i \leq m}$. Suppose that $\alpha \leq 1 - P(\omega_i)$, $i = 1, \ldots, m$. Then for any $i \in \mathcal{I}$, with $\mathcal{I} = \{1, \ldots, m\}$, and $\bar{\omega} \in \omega_i$, there exists $Q \in \mathfrak{M}$ such that $q(\bar{\omega}) > 0$ and $q(\omega) = 0$ for $\omega \in \omega_i \setminus \{\bar{\omega}\}$. Indeed, take $q(\bar{\omega}) := p(\bar{\omega})$, $q(\omega) = 0$ for $\omega \in \omega_i \setminus \{\bar{\omega}\}$ and $q(\omega) := \kappa p(\omega)$ for $\omega \in \Omega \setminus \omega_i$, where $\kappa := \frac{1-p(\bar{\omega})}{1-P(\omega_i)}$. Note that $p(\bar{\omega}) + \sum_{\omega \notin \omega_i} \kappa p(\omega) = 1$ and $\kappa \leq \alpha^{-1}$ since $\alpha \leq 1 - P(\omega_i)$.

For such $Q \in \mathfrak{M}$ we have that $Q(\omega_i) = q(\bar{\omega})$ and the corresponding conditional probability $q(\bar{\omega})/Q(\omega_i) = 1$. It follows that for every $i \in \mathcal{I}$ the set $\mathfrak{A}_p$ of the form (2.8) consists of all probability measures supported on $\omega_i$, and hence the conditional distributionally robust counterpart of the $\text{AV}_\tau P$ is

$$\text{AV}_\tau \mathcal{R}_{\omega_i}^*(\omega_i) = \max_{\omega \in \omega_i} Z(\omega). \tag{2.11}$$

On the other hand consider the dual sets $\mathfrak{A}_p$ associated with the respective conditional Average Value-at-Risk. That is, for $i \in \mathcal{I}$ consider the conditional probabilities $p'_{\omega_i}(\omega) := P'\{\omega\}|_{\omega_i}$. Then the corresponding set $\mathfrak{A}_p$ is formed by probabilities $Q$ supported on $\omega_i$ such that $q(\omega)/p'_{\omega_i}(\omega) \leq \alpha^{-1}$, $\omega \in \omega_i$. We have that

$$\text{AV}_\tau \mathcal{R}_{\omega_i}^* P(\omega_i) = \inf_{\tau \in \mathbb{R}} \left\{ \tau + \alpha^{-1} E_P[Z(\omega_i) - \tau]_+ \right\}. \tag{2.12}$$
The corresponding set $\mathcal{M}_\nu = \{ Q = \sum_{i \in I} \nu_i Q_i \mid Q_i \in \mathfrak{A}, \ i \in I \}$ is contained in the set $\mathcal{M}$, and hence

$$AV@R_{\alpha,P|G}(Z) \leq AV@R_{\star,P|G}(Z), \quad Z \in Z.$$  \hfill (2.13)

### 3 The general case

We consider now the general case of possibly infinite subalgebra $G$. In order to proceed we make the following assumption.

**Assumption 3.1.** There is a probability measure $P \in \mathfrak{P}$ (viewed as the reference measure) such that every $Q \in \mathcal{M}$ is absolutely continuous with respect to $P$.

In case the space $\Omega$ is finite we can use reference measure with all probabilities of the elementary events being positive. Then any probability measure is absolutely continuous with respect to such reference measure. Of course for a general measurable space the situation is more delicate. Unless stated otherwise we make probabilistic statements with respect to the reference measure $P$. By writing $Z \geq Z'$ for two measurable variables $Z, Z' : \Omega \to \mathbb{R}$ we mean that $Z \geq Z'$ almost surely, i.e., $Z(\omega) \geq Z'(\omega)$ for $P$-almost every $\omega \in \Omega$. Note that if $Z \geq Z'$ almost surely with respect to $P$, then $Z \geq Z'$ almost surely with respect to any measure $Q \in \mathfrak{P}$ absolutely continuous with respect to $P$.

**Definition 3.1.** The essential supremum of a (nonempty) set $X$ of measurable functions $X : \Omega \to \mathbb{R}$, denoted $\text{ess sup} X$, is a measurable function $X^* : \Omega \to \mathbb{R}$ such that: (i) for any $X \in X$ it follows that $X^* \geq X$, (ii) if $Y$ is a measurable function such that $Y \geq X$ for all $X \in X$, then $Y \geq X^*$.

The essential infimum, denoted $\text{ess inf} X$, is defined similarly. The essential supremum (essential infimum) always exists and is uniquely defined in the almost sure sense, i.e., two versions of $\text{ess sup} X$ can be different from each other on a set of $P$-measure zero (e.g., [7, Section A.5]). Note that definition of the essential supremum (essential infimum) depends on the specified probability measure $P$. Also, it is defined for a set of measurable functions, we apply this mainly to $G$-measurable functions.

Let us make the following observation. The distributionally robust functional (2.1) can be written in the following form

$$R(Z) = \inf \{ y \mid y \geq E_{Q[Z]}, \ Q \in \mathcal{M} \}. \hfill (3.1)$$

We use this observation for defining $R^*_G$ in the general setting of possibly infinite $G$. That is

$$R^*_G(Z) := \text{ess inf} \{ Y \mid Y : \Omega \to \mathbb{R} \text{ is } G\text{-measurable, } Y \geq E_{Q[G[Z]}, \ Q \in \mathcal{M} \}. \hfill (3.2)$$

If $G$ is finite, then the corresponding essential infimum becomes the pointwise infimum, and definitions (3.2) and (2.6) are equivalent. The condition $Q(\varpi_i) \neq 0$ ensures that $E_{Q[G[Z]}(\varpi_i)$ is uniquely defined, and Assumption 2.1 ensures that $R^*_G(Z)(\cdot) > -\infty$. In
the general case of possibly infinite $\mathcal{G}$, definition (3.2) of $\mathcal{R}^*_{\mathcal{G}}(Z)$ is equivalent to the one in Pichler and Shapiro [16, Definition 3.9], where it was defined as the essential supremum of the smallest versions of $E_{Q|\mathcal{G}}(Z)$. We can ensure that $\mathcal{R}^*_{\mathcal{G}}(Z) > -\infty$ almost surely by the natural condition that $P \in \mathfrak{M}$.

**Construction of conditional risk averse functionals.** We proceed now to defining the conditional risk measure $\mathcal{R}_{|\mathcal{G}}$. We deal with the following construction. Assume that the measurable space $(\Omega, \mathcal{F})$ is given as the product of measurable spaces $(\Omega_1, \mathcal{F}_1)$ and $(\Omega_2, \mathcal{F}_2)$, i.e., $\Omega = \Omega_1 \times \Omega_2$ and $\mathcal{F} = \mathcal{F}_1 \otimes \mathcal{F}_2$. We denote by $\mathfrak{P}_1$ and $\mathfrak{P}_2$ the sets of probability measures on the respective measurable spaces $(\Omega_1, \mathcal{F}_1)$ and $(\Omega_2, \mathcal{F}_2)$. For a probability measure $Q \in \mathfrak{P}_1$ we denote by $Q_1 \in \mathfrak{P}_1$ the respective marginal probability measure on $(\Omega_1, \mathcal{F}_1)$, that is $Q_1(A) = Q(A \times \Omega_2)$ for $A \in \mathcal{F}_1$. The marginal probability measure $Q_2 \in \mathfrak{P}_2$ is defined in the similar way. We assume that $(\Omega_1, \mathcal{F}_1)$ and $(\Omega_2, \mathcal{F}_2)$ are Polish spaces.

Consider sigma subalgebra $\mathcal{G}$ of $\mathcal{F}$ consisting of the sets $A \times \Omega_2$, $A \in \mathcal{F}_1$, that is

$$\mathcal{G} := \{A \times \Omega_2: A \in \mathcal{F}_1\}. \quad (3.3)$$

It is straightforward to verify that indeed such defined $\mathcal{G}$ satisfies the axioms of sigma algebra. Note that the elements of subalgebra $\mathcal{G}$ are determined by sets (events) $A \in \mathcal{F}_1$, and in that sense $\mathcal{G}$ can be identified with the sigma algebra $\mathcal{F}_1$, we write this as $\mathcal{G} \equiv \mathcal{F}_1$. A random variable $Z(\omega', \omega'')$, $\omega = (\omega', \omega'') \in \Omega_1 \times \Omega_2$, is $\mathcal{G}$-measurable iff $Z(\omega', \cdot)$ is constant on $\Omega_2$ for every $\omega' \in \Omega_1$, and $Z(\cdot, \omega'')$ is $\mathcal{F}_1$-measurable for every $\omega'' \in \Omega_2$. Therefore, with some abuse of the notation, we write a $\mathcal{G}$-measurable variable as a function $Z(\omega')$ of $\omega' \in \Omega_1$. We also use notation $Z_{\omega'}(\omega'') := Z(\omega', \omega'')$ viewed as random variable $Z_{\omega'}: \Omega_2 \to \mathbb{R}$.

**Remark 3.1.** If $\Omega_1$ is finite, then $\mathcal{G}$ is finite with the respective atoms (elementary events) $\{\omega'\} \times \Omega_2$, $\omega' \in \Omega_1$. When both $\Omega_1$ and $\Omega_2$ are finite, this can be viewed as a scenario tree with the nodes $\omega' \in \Omega_1$ at stage one, and the children nodes $(\omega', \omega'')_{\omega'' \in \Omega_2}$, of node $\omega'$, at stage $t = 2$. For a probability measure $Q \in \mathfrak{P}_2$ and $\omega' \in \Omega_1$ we can view $Q(\{\omega'\} \times \{\omega''\})$ as the probability of moving from to node $\omega'$ and from this node further to its child node $(\omega', \omega'')$. Some of these probabilities can be zero, so effectively the number of child nodes of $\omega'$ can be less than the cardinality of $\Omega_2$. \hfill \Box

Suppose that there is a reference probability measure $P_1 \in \mathfrak{P}_1$ with $\text{supp}(P_1) = \Omega_1$. By saying for “a.e. $\omega' \in \Omega_1$” we mean that this holds almost surely with respect to $P_1$. Assume that for a.e. $\omega' \in \Omega_1$, is given a (nonempty) set $\mathcal{A}_{\omega'} \subset \mathfrak{P}_2$ of probability measures. For $Q_{\omega'} \in \mathcal{A}_{\omega'}$, consider the corresponding expectation

$$E_{Q_{\omega'}}[Z_{\omega'}] = \int_{\Omega_2} Z(\omega', \omega'')dQ_{\omega'}(\omega''). \quad (3.4)$$

\footnote{Polish space is a separable complete metric space equipped with its Borel sigma algebra. In particular, any closed subset of $\mathbb{R}^m$ is a Polish space.}
We say that $Q_{\omega'} \in \mathcal{A}_{\omega'}$ is a measurable selection of $\mathcal{A}_{\omega'}$ if, for every $Z \in \mathcal{Z}$, the integral in (3.4) is well-defined and finite for almost every $\omega' \in \Omega_1$, and the mapping (function) $\omega' \mapsto \mathbb{E}_{Q_{\omega'}}[Z_{\omega'}]$ is $\mathcal{F}_1$-measurable. Then we define

$$R_{|\mathcal{G}}(Z) := \text{ess inf} \left\{ Y \mid Y : \Omega_1 \to \mathbb{R} \text{ is measurable, } Y(\omega') \geq \mathbb{E}_{Q_{\omega'}}[Z_{\omega'}] \text{ a.s., and } Q_{\omega'} \text{ is a measurable selection of } \mathcal{A}_{\omega'} \right\},$$  

(3.5)

where ‘measurable’ means with respect to the sigma algebra $\mathcal{F}$ (recall that $\mathcal{G} \subset \mathcal{F}_1$).

If $\mathcal{F}_1$ is finite, then any $Y : \Omega_1 \to \mathbb{R}$ is measurable, any selection $Q_{\omega'} \in \mathcal{A}_{\omega'}$ is measurable (provided the corresponding integral is well-defined and finite), and the essential infimum coincides with the pointwise infimum. Therefore, for finite $\mathcal{F}_1$, definitions (3.5) and (2.7) of $R_{|\mathcal{G}}$ are equivalent (compare (3.4) with (2.5)). In general, we should be careful with verification of existence of measurable selections, we will discuss this later (in particular see Remark 3.3 below).

The relation (2.9) between the sets $\mathfrak{A}_i$ and the corresponding set of probability measures on $(\Omega, \mathcal{F})$ can be extended to the considered setting in the following way.

**Definition 3.2** (Regular Probability Kernel). A function $\mathbb{K} : \mathcal{F}_2 \times \Omega_1 \to [0, 1]$ is said to be a Regular Probability Kernel (RPK) of a probability measure $Q \in \mathfrak{P}$ if the following properties hold: (i) $\mathbb{K}(|\omega'|)$ is a probability measure for $Q_1$-almost every $\omega' \in \Omega_1$, (ii) for every $B \in \mathcal{F}_2$ the function $\mathbb{K}(B|\cdot|$) is $\mathcal{F}_1$-measurable, (iii) for every $A \in \mathcal{F}_1$ and $B \in \mathcal{F}_2$ it follows that

$$Q(A \times B) = \int_A \mathbb{K}(B|\omega')dQ_1(\omega').$$  

(3.6)

In particular, $Q_2(B) = \int_{\Omega_1} \mathbb{K}(B|\omega')dQ_1(\omega')$ is the respective marginal probability measure.

The Disintegration Theorem (e.g. Dellacherie and Meyer [4, III-70]) ensures existence of the RPK for a wide class of measurable spaces, in particular if $(\Omega_1, \mathcal{F}_1)$ and $(\Omega_2, \mathcal{F}_2)$ are Polish spaces. Therefore, we assume existence of the RPK for every $Q \in \mathfrak{P}$. The function $\mathbb{K}(B|\cdot|$) is defined up to $Q_1$-measure zero, and is uniquely determined on the support, $\text{supp}(Q_1)$, of $Q_1$. The RPK is associated with a specified $Q \in \mathfrak{P}$, we sometimes write $\mathbb{K}_Q$ to emphasize this.

**Remark 3.2.** In order to develop an intuition, suppose that $\Omega_1$ is finite consisting of elements (atoms) $\omega'_i$, $i \in I$, with $I$ being a finite index set. Then we can define

$$\mathbb{K}(B|\omega') := Q(\{\omega'\} \times B | \{\omega'\} \times \Omega_2) = \frac{Q(\{\omega'\} \times B)}{Q_1(\{\omega'\})}, \text{ if } Q_1(\{\omega'\}) \neq 0.$$  

(3.7)

That is, $\mathbb{K}(B|\omega')$ is the conditional probability of the event $\{\omega'\} \times B \in \mathcal{F}$ given the event $\{\omega'\} \times \Omega_2 \in \mathcal{G}$. Here the support of $Q_1$ is

$$\text{supp}(Q_1) = \{\omega' \in \Omega_1 : Q_1(\{\omega'\}) \neq 0\},$$

and as it was already mentioned, $\mathbb{K}(B|\cdot|$) is uniquely defined on $\text{supp}(Q_1)$.  
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Consider an atom \( \varpi = \{ \omega' \} \times \Omega_2 \) of the subalgebra \( \mathcal{G} \). In accordance with (2.4) the corresponding probability measure \( Q_{\omega'} \), supported on \( \varpi \), is defined as

\[
Q_{\omega'}(\{ \omega' \} \times B) = \mathbb{K}(B|\omega'), \quad B \in \mathcal{F}_2,
\]
provided that \( Q_1(\{ \omega' \}) \neq 0 \), i.e., \( \omega' \in \text{supp}(Q_1) \).

**Remark 3.3.** For \( Q \in \mathcal{P} \) and \( \omega' \in \text{supp}(Q_1) \) we can define a probability measure \( Q_{\omega'} \in \mathcal{P}_2 \) as

\[
Q_{\omega'}(B) := \mathbb{K}_Q(B|\omega'), \quad B \in \mathcal{F}_2.
\]
We have that\(^3\) (compare with (2.5))

\[
\mathbb{E}_{Q|\mathcal{G}}[Z](\omega') = \int_{\Omega_2} Z(\omega', \omega'')dQ_{\omega'}(\omega''), \quad \omega' \in \text{supp}(Q_1),
\]
and \( \mathbb{E}_{Q|\mathcal{G}}[Z](\omega') \) can be arbitrary for \( \omega' \in \Omega_1 \setminus \text{supp}(Q_1) \). By property (ii) of the RPK we have that if \( Q_{\omega'} \), defined in (3.9), belongs to \( \mathcal{A}_{\omega'} \), \( \omega' \in \Omega_1 \), then \( Q_{\omega'} \) is a measurable selection of \( \mathcal{A}_{\omega'} \).

For \( \nu \in \mathcal{P}_1 \) with \( \text{supp}(\nu) = \Omega_1 \), define

\[
\mathcal{M}_\nu := \{ Q \in \mathcal{P} \mid Q_1 = \nu, \mathbb{K}_Q(\cdot|\omega') \in \mathcal{A}_{\omega'} \text{ for a.e. } \omega' \in \Omega_1 \}.
\]
For finite \( \Omega_1 \) we have that for all \( \omega' \in \Omega_1 \),

\[
\mathcal{A}_{\omega'} = \{ \mathbb{K}_Q(\cdot|\omega') \mid Q \in \mathcal{M}_\nu \},
\]
and (3.11) defines the same set \( \mathcal{M}_\nu \) as in (2.9) (the condition there that all probabilities \( \nu_i \) are positive ensues that the support of the corresponding probability measure coincides with \( \Omega_1 \)). In general suppose that (3.12) holds for a.e. \( \omega' \in \Omega_1 \). Then for \( \mathcal{M} = \mathcal{M}_\nu \) we have that \( \mathcal{R}_{\mathcal{G}}^*(\cdot) = \mathcal{R}_{\mathcal{G}}(\cdot) \) (compare with Proposition 2.1).

**Example 3.1.** Let \( \Omega_1 = \Omega_2 = [0, 1] \) and \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) be the respective Borel sigma algebras. Let the reference measure \( P \) be the uniform probability measure on \([0, 1] \times [0, 1] \). It follows that the marginal distributions \( P_1 \) and \( P_2 \) are given by the uniform probability measure on the interval \([0, 1] \). Suppose that the ambiguity set \( \mathcal{M} \) consists of probability measures \( Q \) absolutely continuous with respect to \( P \) and such that the set of densities \( dQ/dP \leq \alpha^{-1} \) a.s. for some \( \alpha \in (0, 1) \). That is, here the distributionally robust functional \( \mathcal{R} = \mathcal{A} \mathcal{V} \mathcal{R}_a \mathcal{P} \), defined on the space \( Z = L_1(\Omega, \mathcal{F}, P) \) of \( P \)-integrable functions.

For \( Q \in \mathcal{M} \) with the respective density \( f = dQ/dP \), the conditional expectation with respect to \( \mathcal{G} \equiv \mathcal{F}_1 \) is

\[
\mathbb{E}_{Q|\mathcal{G}}[Z](\omega') = \int_0^1 Z(\omega', \omega'')f(\omega', \omega'')d\omega''.
\]
\(^3\)Since \( \mathbb{E}_{Q|\mathcal{G}}[Z] \) is \( \mathcal{G} \)-measurable, we write \( \mathbb{E}_{Q|\mathcal{G}}[Z](\omega') \) as a function of \( \omega' \) as it was mentioned before.
For a given $\omega' \in [0, 1]$ and any measurable set $A \subset [0, 1]$ we can choose $f = dQ/dP$, $Q \in \mathcal{M}$, such that $f(\omega', \omega'') = \alpha^{-1}$ for $\omega'' \in A$, and $f(\omega', \omega'') = 0$ for $\omega'' \in [0, 1] \setminus A$. It follows that (compare with (2.11))

$$AV\mathcal{R}(\mathcal{G})^\ast(Z)(\cdot) = \alpha^{-1} \text{ess sup } Z(\cdot, \omega'').$$

In order to define the conditional $AV\mathcal{R}_{\alpha,P|\mathcal{G}}$, consider the sets

$$A_{\omega'} := \{Q_{\omega'} \ll P_2: dQ_{\omega'}/dP_2 \leq \alpha^{-1} \text{ a.s.}\}.$$ (3.15)

The corresponding set $\mathcal{M}_\nu$ consists of probability measures $Q$ absolutely continuous with respect to $P$ with densities $f = dQ/dP \leq \alpha^{-1}$ such that $\int f(\omega', \omega'')d\omega'' = 1$ for a.e. $\omega'$, and such that $Q_1 = \nu$, i.e., $\nu(A) = \int_A f(\omega', \omega'')d\omega'$, $A \in \mathcal{F}_1$, $\omega'' \in [0, 1]$. We have that $\mathcal{M}_\nu \subset \mathcal{M}$ and the inequality (2.13) holds here as well.

**Rectangularity.** The derivations simplify considerably in the following, so called rectangular, setting. Suppose that the ambiguity set is of the following form $\mathcal{M} = \{Q: \omega \in [0, 1]\}$ follows that in the rectangular case

$$R_{\mathcal{G}}^\ast(Z)(\cdot) = \sup_{Q_2 \in \mathcal{M}_2} \int Z(\omega', \omega'')dQ_2(\omega'').$$

(3.18)

Also in the rectangular case the Regular Probability Kernel $R(\cdot|Z) = Q_2$ is independent of $\omega'$, and the sets $A_{\omega'}$ are given by $A_{\omega'} := \mathcal{M}_2$ for all $\omega'$. It follows that in the rectangular case $R_{\mathcal{G}}^\ast = R_{\mathcal{G}}$. The measurable selections in the definition of $R_{\mathcal{G}}$ are ensured by the respective Regular Probability Kernels.

### 3.1 Strict monotonicity

It follows from the definition (2.1) that the distributionally robust functional $\mathcal{R}$ is monotone,

$$\mathcal{R}(Z') \geq \mathcal{R}(Z).$$

It is said that the distributionally robust functional $\mathcal{R}$ is strictly monotone if $Z' \succeq Z$ and $Z' \neq Z$ implies that $\mathcal{R}(Z') \neq \mathcal{R}(Z)$. In other words if $Z' \succeq Z$ a.s. and $Z' > Z$ with positive probability, then $\mathcal{R}(Z') > \mathcal{R}(Z)$. Similarly, the conditional functional $\mathcal{R}_{\mathcal{G}}^\ast(Z)$ (conditional functional $R_{\mathcal{G}}$) is said to be strictly monotone if $Z' \succeq Z$ and $Z' \neq Z$ implies that $\mathcal{R}_{\mathcal{G}}^\ast(Z') \neq \mathcal{R}_{\mathcal{G}}^\ast(Z)$ (that $R_{\mathcal{G}}(Z') \neq R_{\mathcal{G}}(Z)$).

---

*Recall that the inequality `$\succeq$' is understood in the almost sure sense with respect to the reference measure, and that it is assumed that the ambiguity set $\mathcal{M}$ is convex and closed.*
Strict monotonicity is important in investigation of time consistency and derivation of dynamic equations (cf. Shapiro [22]).

We say that probability measure \( Q \in \mathfrak{P} \) is strictly positive if \( Q(A) > 0 \) for any \( A \in \mathcal{F} \) such that \( P(A) > 0 \), i.e., if \( P \) is absolutely continuous with respect to \( Q \). If \( \Omega \) is finite, this simply means that all probabilities \( q(\omega) = Q(\{\omega\}) \), \( \omega \in \Omega \), are positive. It is known that \( \mathcal{R} \) is strictly monotone iff every \( Q \in \mathfrak{M} \) is strictly positive (cf., [22]) (recall that it is assumed that every \( Q \in \mathfrak{M} \) is absolutely continuous with respect to the reference measure \( P \)). It is shown in [16, Proposition 3.14] that if the distributionally robust functional \( \mathcal{R} \) is strictly monotone, then the corresponding conditional distributionally robust functional \( \mathcal{R}^*_\rho(\cdot) \) is strictly monotone. The converse of that is not true in general, it could happen that \( \mathcal{R}^*_\rho(\cdot) \) is strictly monotone while \( \mathcal{R} \) is not strictly monotone (see Example 3.2 below).

Suppose that \( \Omega \) is finite and every set \( \mathfrak{A}_i \), used in the definition of \( \mathcal{R}^*_\rho(\cdot) \), is convex and closed. Then \( \mathcal{R}_\rho(\cdot) \) is strictly monotone iff for every \( i \in \mathcal{I} \) and every \( Q \in \mathfrak{A}_i \), it holds that \( q(\omega) > 0 \) for every \( \omega \in \varpi_i \). Clearly this condition holds iff, for any positive probabilities \( \nu_i \), every probability measure of the set \( \mathfrak{M}_i = \sum_{\nu \in \mathfrak{A}_i} \nu_i \mathfrak{A}_i \) is strictly positive on \( \Omega \). On the other hand, consider the distributionally robust functional \( \mathcal{R} \) associated with an ambiguity set \( \mathfrak{M} \) of probability measures. Clearly if every \( Q \in \mathfrak{M} \) is strictly positive on \( \Omega \), then the respective conditional probabilities \( Q(\cdot | \varpi_i) \) are strictly positive on \( \varpi_i \). Therefore, we have the following.

**Proposition 3.1.** Let \( \Omega \) be finite. Then the conditional risk functional \( \mathcal{R}_\rho(\cdot) \) is strictly monotone iff, for any positive probabilities \( \nu_i \), the corresponding distributionally robust functional \( \mathcal{R} \), associated with the ambiguity set \( \mathfrak{M} := \mathfrak{M}_\rho \), is strictly monotone.

Let us consider the following simple example.

**Example 3.2.** Suppose that \( \Omega = \{\omega_1, \ldots, \omega_n\} \) is finite, \( \mathcal{G} = \mathcal{F} \) and Assumption 2.1 holds. In that case the corresponding partition is given by the singletons \( \varpi_i = \{\omega_i\} \), \( i = 1, \ldots, n \), with \( |\mathcal{I}| = n \). Here Assumption 2.1 means that for every \( \omega \in \Omega \) there exists \( Q \in \mathfrak{M} \) such that \( q(\omega) \neq 0 \). For such \( Q \) we have that \( E_{Q|\mathcal{G}}[Z](\omega) = Z(\omega) \) for any \( Z \in \mathcal{Z} \). It follows that \( \mathcal{R}^*_\rho(Z) = Z \) for any \( Z \in \mathcal{Z} \), and hence \( \mathcal{R}^*_\rho(Z') \neq \mathcal{R}^*_\rho(Z) \) if \( Z \neq Z' \). It follows that \( \mathcal{R}^*_\rho(Z) \) is strictly monotone, while \( \mathcal{R} \) could not be strictly monotone.

Because of Assumption 2.1 and by (2.8) we have here that \( \mathfrak{A}_i = \{p_i\} \) is the singleton, with \( p_i = 1, i = 1, \ldots, n \). Consequently, the corresponding set \( \sum_{i=1}^n \nu_i \mathfrak{A}_i \), defined in (2.9), is the singleton consisting of the probability vector \( \nu \), and can be different from the above ambiguity set \( \mathfrak{M} \). It follows that \( \mathcal{R}_\rho = E_{\mathfrak{M}_\rho} \) and \( \mathcal{R}_\rho(Z) = Z \) for any \( Z \in \mathcal{Z} \). The distributionally robust functional associated with \( \sum_{i=1}^n \nu_i \mathfrak{A}_i \) is just the expectation corresponding to the probability vector \( \nu \). Since it is assumed that the probabilities \( \nu_i \), \( i = 1, \ldots, n \), are positive, this expectation functional is strictly monotone.

### 3.2 Law invariance

Denote by \( F_Z(z) := P(Z \leq z) \) the cumulative distribution function (cdf) of random variable \( Z \), with respect to the reference measure \( P \). It is said that \( Z, Z' \in \mathcal{Z} \) are
distributionally equivalent if their cdfs do coincide, i.e., \( F_Z(z) = F_{Z'}(z) \) for any \( z \in \mathbb{R} \).

**Definition 3.3.** It is said that a functional \( R : Z \to \mathbb{R} \) is law invariant if \( R(Z) = R(Z') \) for any distributionally equivalent \( Z, Z' \in Z \).

We are going to extend this concept to conditional law invariance. In order to get an insight, while avoiding delicate measurability issues, unless stated otherwise we assume below that \( \Omega \) is finite.

For general probability spaces it makes sense to talk about law invariant risk measures when the reference probability space \((\Omega, \mathcal{F}, P)\) is atomless. For finite space \( \Omega \) it makes sense to consider the law invariance when the reference probability measure assigns equal weights to all elementary events, i.e., \( p(\omega) = 1/n \) for every \( \omega \in \Omega = \{\omega_1, \ldots, \omega_n\} \). In that case \( Z, Z' : \Omega \to \mathbb{R} \) are distributionally equivalent, with respect to the reference probability measure \( P \), iff there exists a permutation \( \pi \) of the set \( \{1, \ldots, n\} \) such that \( Z'(\cdot) = Z(\pi(\cdot)) \).

**Definition 3.4.** We say that the set \( \mathcal{M} \) is permutationally invariant if it satisfies the following property: if \( Q \in \mathcal{M} \) and \( \pi \) is a permutation of the set \( \Omega = \{1, \ldots, n\} \), then \( Q' \in \mathcal{M} \) where \( q'(\cdot) = q(\pi(\cdot)) \). We say that the set \( \mathcal{A}_i \), of probability measures supported on \( \varpi_i \), is permutationally invariant if for any \( Q \in \mathcal{A}_i \) and any permutation \( \pi \) of the elements of \( \varpi_i \), it follows that \( Q' \in \mathcal{A}_i \) where \( q'(\omega) = q(\pi(\omega)) \) for \( \omega \in \varpi_i \).

In the above setting we have that the distributionally robust functional \( R \) is law invariant iff its ambiguity set \( \mathcal{M} \) is permutationally invariant. We can consider conditional law invariance of the conditional functionals.

**Definition 3.5.** It is said that the conditional functional \( R|_{\mathcal{G}} \) is conditionally law invariant if for every \( i \in I \) and any distributionally equivalent \( Z \) and \( Z' \) such that \( Z(\omega) = Z'(\omega) = 0 \) for all \( \omega \not\in \varpi_i \) it follows that \( R|_{\mathcal{G}}(Z) = R|_{\mathcal{G}}(Z') \).

We have that \( R|_{\mathcal{G}} \) is conditionally law invariant iff each set \( \mathcal{A}_i \) is permutationally invariant. The conditional law invariance is a property inherited by conditional counterparts of law invariant risk measures. It could be noted that typically the ambiguity set \( \mathcal{M} \) of the form (2.9) is not permutationally invariant even if each \( \mathcal{A}_i \) is permutationally invariant. On the other hand if the set \( \mathcal{M} \) is permutationally invariant, then every respective set \( \mathcal{A}_i \), defined in (2.8), is permutationally invariant. That is, we have the following.

**Proposition 3.2.** Assume the setting of the reference measure \( p_i = 1/n \), \( i = 1, \ldots, n \), and let the sets \( \mathcal{A}_i \), used in the definition of \( R|_{\mathcal{G}} \), be of the form (2.8). In that setting we have that if the distributionally robust functional \( R \) is law invariant, then its conditional counterpart \( R|_{\mathcal{G}} \) is conditionally law invariant.

Conditional law invariance can be extended to the general setting in the following way. Let \( \mathbb{K}_P \) be the RPK of the reference measure \( P \) and \( P|_{\omega'} = \mathbb{K}_P(\cdot|\omega') \) be the
corresponding probability measure on \((\Omega_2,F_2)\). Then we can define the conditional (on \(G\equiv F_1\)) counterpart of the cdf \(F_Z\) as (compare with (3.9))

\[
F_{Z|\omega'}(z) := P_{\omega'}(Z_{\omega'} \leq z), \quad \text{a.e. } \omega' \in \Omega_1.
\] (3.19)

That is, \(F_{Z|\omega'}\) is the cdf of \(Z_{\omega'}: \Omega_2 \to \mathbb{R}\) associated with the probability measure \(P_{\omega'}\).

Suppose that \(R\) is law invariant. Then it can be considered as a function of the cdf \(F_Z\), i.e., we can view \(R(Z) = R(F_Z)\). We can define the respective (conditionally law invariant) \(R|_G(Z)\) as the corresponding function of the cdf \(F_{Z|\omega'}\), that is

\[
R|_G(Z)(\omega') := R(F_{Z|\omega'}), \quad \text{a.e. } \omega' \in \Omega_1.
\] (3.20)

This definition is in line with the usual approach to defining conditional counterparts of coherent risk measures in the law invariant case. It coincides with the definition (3.5) in the setting of Remark 3.3 when the sets \(A_{\omega'}\) are given in the form (3.12).

### 3.3 Conditional \(\phi\)-divergence

Consider a convex lower semicontinuous function \(\phi:\mathbb{R} \to \mathbb{R}_+\cup\{+\infty\}\) such that \(\phi(1) = 0\) and \(\phi(x) = +\infty\) for \(x < 0\). For probability measures \(Q,P \in \mathfrak{P}\) such that \(Q \ll P\), the \(\phi\)-divergence is defined as (cf. Csiszár [3], Morimoto [12])

\[
D_\phi(Q\|P) := \mathbb{E}_P[\phi(dQ/dP)] = \int \phi(dQ/dP)dP.
\] (3.21)

In particular, for \(\phi(x) := x \log x - x + 1, x \geq 0\), this becomes the Kullback–Leibler (KL) divergence of \(Q\) from \(P\). If \(\Omega\) is finite it can be written as

\[
D_{KL}(Q\|P) = \sum_{\omega \in \Omega} p(\omega) \left( q(\omega)/p(\omega) \right) \log \left( q(\omega)/p(\omega) \right) = \sum_{\omega \in \Omega} q(\omega) \log \left( q(\omega)/p(\omega) \right) = \int q(\omega) \log \left( q(\omega)/p(\omega) \right) d\pi_\omega.
\] (3.22)

Note that \(D_\phi(-\|P)\) is law invariant with respect to \(P\). Assume in the reminder of this section is that \(\Omega\) is finite. As it was pointed out before, for a finite space \(\Omega\) it makes sense to consider law invariance when the reference probability measure assigns equal weights to all elementary events. That is, suppose that \(p(\omega) = 1/n\) for every \(\omega \in \Omega = \{\omega_1, \ldots, \omega_n\}\). Then we have that \(D_\phi(Q'\|P) = D_\phi(Q\|P)\) for \(Q' \ll P\) if there is a permutation \(\pi:\Omega \to \Omega\) such that \(q'(\cdot) = q(\pi(\cdot))\), i.e., if \(Q'\) and \(Q\) are distributionally equivalent with respect to \(P\). This motivates to consider the following conditional counterpart of \(D_\phi(-\|P)\).

**Definition 3.6.** Let \(P \in \mathfrak{P}\) be such that \(P(\omega_i) > 0\) for all \(i \in \mathcal{I}\). The conditional counterpart of \(\phi\)-divergence (3.21), denoted \(D_{\phi|G}(Q\|P)\), is a \(\mathcal{G}\)-measurable variable defined as

\[
D_{\phi|G}(Q\|P)(\omega_i) := D_{\phi}(Q(\omega_i\|P(\omega_i)), \text{ for } Q(\omega_i) > 0, \ i \in \mathcal{I}.
\] (3.23)

If \(Q(\omega_i) = 0\), we set \(D_{\phi|G}(Q\|P)(\omega_i) := +\infty\).

\(^5\)Recall that \(Z_{\omega'}(\cdot) = Z(\omega',\cdot)\).
It could be noted that

$$D_{\phi|G}(Q\|P)(\varpi_i) = \sum_{\omega \in \varpi_i} p'(\omega)\phi(q'(\omega)/p'(\omega)),$$

for $Q(\varpi_i) > 0$, (3.24)

where $p'(\omega) := P(\{\omega\} | \varpi_i)$ and $q'(\omega) := Q(\{\omega\} | \varpi_i)$ are the respective conditional probabilities.

The ambiguity set associated with $D_{\phi}(\cdot \| P)$ is defined as

$$\mathcal{M}_\epsilon := \{Q \in \mathcal{P}: D_{\phi}(Q \| P) \leq \epsilon\}$$

for some $\epsilon \geq 0$. This defines the corresponding distributionally robust functional $R_{\epsilon}$ of the form (2.1). The conditional risk averse counterpart $R_{\epsilon|G}$ is determined by formula (2.7) with the sets $\mathcal{A}_i$ of the form

$$\mathcal{A}_i := \{Q_{|\varpi_i}: D_{\phi|G}(Q \| P)(\varpi_i) \leq \epsilon, Q \in \mathcal{P}\}, i \in I.$$  

(3.26)

This is an approach of “self similarity” to the construction of conditional counterparts of the respective distributionally robust functional. Note that if $Q(\varpi_i) = 0$, then $Q_{|\varpi_i}$ is not included in the set $\mathcal{A}_i$ since in that case $D_{\phi|G}(Q \| P)(\varpi_i) = +\infty$. Note also that $P_{|\varpi_i} \in \mathcal{A}_i$, and hence the sets $\mathcal{A}_i$ are nonempty.

We can also consider the conditional distributionally robust counterpart $R^*_{\epsilon|G}$ determined by formula (2.2) with $\mathcal{M} = \mathcal{M}_\epsilon$. Note that if $Q \in \mathcal{M}_\epsilon$, then $Q_{|\varpi_i}$ belongs to the set $\mathcal{A}_i$, defined in (3.26). That is, the sets determined by formula (2.2) include the sets $\mathcal{A}_i$ determined by (3.26). It follows that for conditional functionals determined by the $\phi$-divergence approach, the following inequality holds for $\epsilon \geq 0$,

$$R_{\epsilon|G}(Z) \leq R^*_{\epsilon|G}(Z), \quad Z \in \mathcal{Z}.$$

(3.27)

For example, for $\alpha \in (0, 1)$ consider function $\phi(x) := 0$ for $x \in [0, \alpha^{-1}]$, and $\phi(x) := +\infty$ otherwise. The corresponding set $\mathcal{M}_\epsilon$, given in (3.25), consists of probability measures $Q \in \mathcal{P}$ such that $dQ/dP \leq \alpha^{-1}$. That is, $\mathcal{M}_\epsilon$ is the dual set of the AV@R$_\alpha$,$P$ risk measure for any $\epsilon > 0$. The conditional counterpart of AV@R$_\alpha$,$P$ is obtained by using formula (2.7) with the sets $\mathcal{A}_i$ of the form (3.26). On the other hand, as it was shown in Example 2.1, $R^*_{\epsilon|G}(Z)(\varpi_i) = \max_{\omega \in \varpi_i} Z(\omega)$ provided $\alpha \leq 1 - P(\varpi_i)$.

**Remark 3.4.** It is possible to extend definition of the conditional risk measure $R_{\epsilon|G}$, associated with the conditional divergence $D_{\phi|G}$, to a general setting. By duality arguments the distributionally robust functional $R_{\epsilon}$ can be written as

$$R_{\epsilon}(Z) = \inf_{\gamma, \lambda > 0} \{\lambda \epsilon + \gamma + \lambda E_P[\phi^*((Z - \gamma)/\lambda)]\},$$

(3.28)

where $\phi^*$ is the conjugate of $\phi$ (cf. Ben-Tal and Teboulle [2], Bayraksan and Love [1]). Then the conditional counterpart of $R_{\epsilon}$ can be written as

$$R_{\epsilon|G}(Z) = \inf_{\Gamma, \Lambda > 0} \{\lambda \epsilon + \Gamma + \lambda E_P[\phi^*((Z - \Gamma)/\Lambda)]\},$$

(3.29)

where $\Gamma$ and $\Lambda$ are $G$-measurable variables now. For the AV@R$_\alpha$ risk measure such approach to defining its conditional counterpart was already used in Ruszczyński and Shapiro [19].
3.4 Conditional distances

In this section we discuss conditional counterparts of a distance between probability measures. In the divergence approach of Section 3.3 it was essential to assume that the probability measure $Q$ is absolutely continuous with respect to the (reference) measure $P$. We do not make this assumption in this section. Let $d(Q,P)$ be a distance (semi-distance) defined on the set $\mathcal{P}$ of probability measures. We do not assume that $Q \ll P$ or $P \ll Q$. Also, the distance $d(\cdot, P)$ does not have to be law invariant. The conditional counterpart of $d(\cdot, \cdot)$ is defined in a way similar to the conditional divergence. Assume in the remainder of this section that the sigma subalgebra $G$ is finite.

**Definition 3.7.** The conditional counterpart of the distance $d(Q,P)$, denoted $d|_G(Q,P)$, is a $G$-measurable variable defined as

$$d|_G(Q,P)(\omega_i) := \begin{cases} d(Q|\omega_i, P|\omega_i) & \text{if } Q(\omega_i) > 0 \text{ and } P(\omega_i) > 0, \\ +\infty & \text{if } Q(\omega_i) = 0 \text{ or } P(\omega_i) = 0, \end{cases} \quad (3.30)$$

$i \in I$.

As in the divergence approach, the respective ambiguity set can be defined as

$$\mathcal{M}_\epsilon := \{Q \in \mathcal{P}: d(Q,P) \leq \epsilon\}, \quad (3.31)$$

for a reference measure $P \in \mathcal{P}$ and $\epsilon \geq 0$. Of course, $P \in \mathcal{M}_\epsilon$ and hence the set $\mathcal{M}_\epsilon$ is nonempty. Suppose further that $P(\omega_i) > 0$ for all $i \in I$. Then the sets

$$\mathcal{A}_i := \{Q|_{\omega_i}: d|_G(Q,P)(\omega_i) \leq \epsilon, Q \in \mathcal{P}\}, \quad i \in I, \quad (3.32)$$

are nonempty, and hence define the corresponding conditional risk functional $R_{\epsilon|_G}$ in accordance with (2.7).

**Remark 3.5.** By the same arguments as in the divergence approach, the inequality (3.27) holds here as well for the respective conditional functionals $R_{\epsilon|_G}$ and $R_{\epsilon^*|_G}$ associated with distance $d$ and $\epsilon \geq 0$. \qed

**Functional distance.** A large class of distances (semi-distances) can be defined as follows. Let $\mathcal{H}$ be a (nonempty) set of (test) measurable functions $h: \Omega \rightarrow \mathbb{R}$, and define

$$d_{\mathcal{H}}(Q,P) := \sup_{h \in \mathcal{H}} \|\mathbb{E}_Q(h) - \mathbb{E}_P(h)\|. \quad (3.33)$$

If the expectations in (3.33) are well-defined and the supremum is finite for any $Q, P \in \mathcal{P}$, then $d_{\mathcal{H}}$ defines a semi-distance on $\mathcal{P}$; if moreover $d_{\mathcal{H}}(Q,P) \neq 0$ for $Q \neq P$, then $d_{\mathcal{H}}$ is a distance. Its conditional counterpart is the $G$-measurable variable defined by (3.30). If $\Omega$ is finite it can be written as

$$d|_G(\mathcal{H}, Q,P)(\omega_i) = \sup_{h \in \mathcal{H}} \left| \sum_{\omega \in \omega_i} (q(\omega) - p(\omega)) h(\omega) \right|, \quad \text{if } Q(\omega_i) > 0 \text{ and } P(\omega_i) > 0, \quad (3.34)$$
\( i \in \mathcal{I} \), where \( p'(\omega) := P(\{\omega\}|\varpi_i) \) and \( q'(\omega) := Q(\{\omega\}|\varpi_i) \) are the respective conditional probabilities. If \( Q(\varpi_i) = 0 \) or \( P(\varpi_i) = 0 \), then \( d_{\varphi|G}(Q,P)(\varpi_i) = +\infty \).

It follows from (3.33) and (3.34) that if \( Z \in \mathfrak{F} \), then for any \( Q, P \in \mathfrak{P} \),

\[
|\mathbb{E}_Q(Z) - \mathbb{E}_P(Z)| \leq d_{\varphi}(Q,P),
\]

(3.35)

and

\[
|\mathbb{E}_{Q|G}(Z) - \mathbb{E}_{P|G}(Z)| \leq d_{\varphi|G}(Q,P).
\]

(3.36)

**Example 3.3** (Wasserstein distance (of order one)). Let \( \rho: \Omega \times \Omega \to \mathbb{R}_+ \) be a metric (distance) on the set \( \Omega \). Define the set \( \mathfrak{H} \) of functions \( h: \Omega \to \mathbb{R} \) as

\[
\mathfrak{H} := \{ h: |h(\omega) - h(\omega')| \leq \rho(\omega,\omega') \text{ for all } \omega,\omega' \in \Omega \}.
\]

(3.37)

By (3.33) this defines the respective distance, denoted \( d_{W_1}(Q,P) \), between \( Q, P \in \mathfrak{P} \). By Kantorovich–Rubinstein theorem this is the dual representation of Wasserstein distance of order one discussed in the next section.

Consider a Lipschitz continuous function \( Z: \Omega \to \mathbb{R} \) modulus \( L > 0 \), i.e.,

\[
|Z(\omega) - Z(\omega')| \leq L \rho(\omega,\omega') \text{ for all } \omega,\omega' \in \Omega.
\]

Then \( L^{-1}Z \in \mathfrak{F} \), and hence we have by (3.35) that \( |\mathbb{E}_Q(L^{-1}Z) - \mathbb{E}_P(L^{-1}Z)| \) is less than or equal to \( d_{W_1}(Q,P) \), and consequently

\[
|\mathbb{E}_Q(Z) - \mathbb{E}_P(Z)| \leq L \cdot d_{W_1}(Q,P).
\]

(3.38)

It follows that for the distributionally robust functional \( R_\epsilon \) associated with the respective ambiguity set \( \mathfrak{M}_\epsilon \) of the form (3.31), the inequality

\[
|R_\epsilon(Z) - \mathbb{E}_P(Z)| \leq L \epsilon
\]

(3.39)

inequality holds for Lipschitz continuous \( Z \) with modulus \( L \).

In accordance with (3.30), consider the conditional counterpart \( d_{\varphi|G} \) of the above distance. Furthermore, assuming that \( P(\varpi_i) > 0 \) for all \( i \in \mathcal{I} \), consider the corresponding sets \( \mathfrak{A}_i \) of the form (3.32) and the associated conditional risk averse functional \( R_\epsilon|G \). Similar to (3.38) and (3.39), we have for Lipschitz continuous \( Z: \Omega \to \mathbb{R} \) with modulus \( L > 0 \), that

\[
|\mathbb{E}_{Q|G}(Z)(\varpi_i) - \mathbb{E}_{P|G}(Z)(\varpi_i) | \leq L \cdot d_{\varphi|G}(Q,P)(\varpi_i), \ i \in \mathcal{I},
\]

(3.40)

and

\[
|R_\epsilon|G(Z)(\varpi_i) - \mathbb{E}_{P|G}(Z)(\varpi_i) | \leq L \epsilon
\]

(3.41)

on every atom \( \varpi_i, \ i \in \mathcal{I}, \) of \( 
\mathcal{G} \).

\( \square \)
3.5 Conditional Wasserstein distances

The general Wasserstein distance allows to assess the difference of probability measures, even for different measurable spaces. That is, consider two (finite) sets \( \Omega = \{\omega_1, \ldots, \omega_n\} \) and \( \Omega' = \{\omega'_1, \ldots, \omega'_{n'}\} \), equipped with the respective sigma algebras \( \mathcal{F} \) and \( \mathcal{F}' \) of all their subsets, and let \( \rho: \Omega \times \Omega' \to \mathbb{R}_+ \) be a non-negatively valued function. Denote by \( \mathfrak{P} \) and \( \mathfrak{P}' \) the corresponding sets of all probability measures on \( (\Omega, \mathcal{F}) \) and \( (\Omega', \mathcal{F}') \). For \( P \in \mathfrak{P} \) and \( P' \in \mathfrak{P}' \) set \( p_i = P(\{\omega_i\}) \) and \( p'_j = P'(\{\omega'_j\}) \), and let \( \Pi(P, P') \) be the set of \( n \times n' \) matrices \( \pi = [\pi_{ij}] \) with non-negative entries \( \pi_{ij} \), such that

\[
\sum_{j=1}^{n'} \pi_{ij} = p_i, \quad i = 1, \ldots, n, \tag{3.42}
\]

\[
\sum_{i=1}^{n} \pi_{ij} = p'_j, \quad j = 1, \ldots, n'. \tag{3.43}
\]

**Definition 3.8 (Wasserstein distance).** The general Wasserstein distance, of order \( s \geq 1 \), between measures \( P \in \mathfrak{P} \) and \( P' \in \mathfrak{P}' \) is defined as

\[
dl_s(P, P') := \left( \inf_{\pi \in \Pi(P, P')} \sum_{i=1}^{n} \sum_{j=1}^{n'} \pi_{ij} \rho(\omega_i, \omega'_j)^s \right)^{1/s}, \tag{3.44}
\]

where \( \pi_{ij} \) satisfies the constraints (3.42) and (3.43).

Note that the measures \( P \) and \( P' \) can be defined on different measurable spaces, in which case \( \dl_s(P, P') \) cannot be symmetric. Therefore, in the standard sense, \( \dl_s \) is not a distance. It becomes a distance if \( \Omega' = \Omega \) and \( \rho \) is a metric (distance) on \( \Omega \) (cf. Villani [25]). Anyway, we can proceed to construction of conditional (nested) counterparts of \( \dl_s \) in the spirit of the previous section. Let \( \mathcal{G} \) and \( \mathcal{G}' \) be subalgebras of \( \mathcal{F} \) and \( \mathcal{F}' \), respectively, generated by the corresponding partitions \( \{\varpi_i\}_{i \in I} \) and \( \{\varpi'_j\}_{j \in I'} \) of \( \Omega \) and \( \Omega' \), respectively.

Consider the partition \( \{\varpi_i \times \varpi'_j\}_{i \in I, j \in I'} \) of \( \Omega \times \Omega' \). This partition generates the corresponding subalgebra \( \mathcal{G} \otimes \mathcal{G}' \) of \( \mathcal{F} \otimes \mathcal{F}' \). As before we can consider the conditional probabilities \( P(\cdot | \varpi_i) \) for \( P \in \mathfrak{P} \) and \( P'(\cdot | \varpi'_j) \) for \( P' \in \mathfrak{P}' \), provided \( P(\varpi_i) \neq 0 \) and \( P'(\varpi'_j) \neq 0 \). The respective probability measures \( P|_{\varpi_i} \) and \( P'|_{\varpi'_j} \) are defined in (2.4). Recall that measures \( P|_{\varpi_i} \) and \( P'|_{\varpi'_j} \) are supported on \( \varpi_i \) and \( \varpi'_j \), respectively, \( i \in I \), \( j \in I' \).

**Definition 3.9 (Conditional Wasserstein distance).** The conditional Wasserstein distance between the measures \( P \in \mathfrak{P} \) and \( P' \in \mathfrak{P}' \) of order \( s \geq 1 \) and with respect to the function \( \rho: \Omega \times \Omega' \to \mathbb{R}_+ \), is a \( (\mathcal{G} \otimes \mathcal{G}') \)-measurable variable, denoted \( \dl_{s|\mathcal{G} \otimes \mathcal{G}'}(P, P') \), taking the values

\[
\dl_{s|\mathcal{G} \otimes \mathcal{G}'}(P, P')(\varpi_i \times \varpi'_j) := \begin{cases} 
\dl_s(P|_{\varpi_i}, P'|_{\varpi'_j}) & \text{if } P(\varpi_i) > 0 \text{ and } P'(\varpi'_j) > 0, \\
+\infty & \text{if } P(\varpi_i) = 0 \text{ or } P'(\varpi'_j) = 0,
\end{cases} \tag{3.45}
\]

\( i \in I, j \in I' \).
That is, let \( \varpi_i \) and \( \varpi'_j \) be such that \( P(\varpi_i) > 0 \) and \( P'(\varpi'_j) > 0 \), and \( m_i := |\varpi_i| \) and \( m'_j := |\varpi'_j| \) be the respective cardinalities. Consider the set \( \Pi(P|\varpi_i, P'|\varpi'_j) \) of \( m_i \times m'_j \) matrices \( \pi = [\pi_{k\ell}] \) with nonnegative entries \( \pi_{k\ell} \) such that
\[
\sum_{\ell=1}^{m'_j} \pi_{k\ell} = P|\varpi_i(\omega_k), \ k = 1, \ldots, m_i, \\
\sum_{k=1}^{m_i} \pi_{k\ell} = P'|\varpi'_j(\omega'_\ell), \ \ell = 1, \ldots, m'_j.
\]
Then the value of \( d_l|G\otimes G'(P, P') \) on the atom (elementary event) \( \varpi_i \times \varpi'_j \) is
\[
d_l|G\otimes G'(P, P')((\varpi_i \times \varpi'_j)) = \left( \inf_{\pi \in \Pi(P|\varpi_i, P'|\varpi'_j)} \sum_{\omega_k \in \varpi_i} \sum_{\omega'_\ell \in \varpi'_j} \pi_{k\ell} \rho(\omega_k, \omega'_\ell)^s \right)^{1/s}.
\]
In particular, if \( G = \{\emptyset, \Omega\} \) and \( G' = \{\emptyset, \Omega'\} \) are trivial, then \( d_l|G\otimes G' \) coincides with the respective Wasserstein distance \( d_l \).

**Remark 3.6.** Suppose that \( \Omega' = \Omega \) and \( \rho \) is a metric (distance) on \( \Omega \). Then, as mentioned before, \( d_l(Q, P) \) defines a distance between measures \( Q, P \in \mathfrak{P} \). Suppose further that the subalgebras \( G = G' \), i.e., the respective partitions do coincide. Then, in accordance with Definition 3.7, we can consider the conditional counterpart, denoted \( d_{W,|G} \), of the distance \( d_l \). That is, \( d_{W,|G}(Q, P) \) is a \( G \)-measurable variable taking value \( d_{W,|G}(Q, P)(\varpi_i) = d_l(Q|\varpi_i, P|\varpi_i) \) on \( \varpi_i \), provided that \( Q(\varpi_i) \) and \( P(\varpi_i) \) are positive. The Wasserstein distance \( d_l(Q|\varpi_i, P|\varpi_i) \) is computed in accordance with (3.44) with matrices \( \pi \in \Pi(Q|\varpi_i, P|\varpi_i) \) consisting of nonnegative elements satisfying the constraints of the form (3.46)–(3.47). We obtain that
\[
d_{W,|G}(Q, P)(\varpi_i) = d_l|G\otimes G'(Q, P)(\varpi_i \times \varpi_i).
\]
In particular, for \( s = 1 \) we have by (3.49) that the conditional distance \( d_{1|G\otimes G'}(\varpi_i \times \varpi_i) \) coincides with the conditional distance \( d_{W,|G}(\varpi_i) \) discussed in Example 3.3. Consequently, by (3.40) the following inequality holds
\[
|E_{Q|G}(Z)(\varpi_i) - E_{P|G}(Z)(\varpi_i)| \leq L \cdot d_{1|G\otimes G'}(Q, P)(\varpi_i \times \varpi_i), \ i = 1, \ldots, m,
\]
for \( Q, P \in \mathfrak{P} \) and Lipschitz continuous modulus \( L \) variables \( Z: \Omega \to \mathbb{R} \).

## 4 Multistage setting

Consider the measurable space \((\Omega, \mathcal{F})\). We assume in this section that \( \Omega \) is finite. Consider a filtration \( \mathcal{G} = \{\mathcal{G}_t\}_{1 \leq t \leq T} \). That is, \( \mathcal{G}_1 \subset \ldots \subset \mathcal{G}_T \) is a sequence of increasing subalgebras\(^6\) of \( \mathcal{F} \) with \( \mathcal{G}_T = \mathcal{F} \). Such filtration defines the corresponding scenario tree. In order for the root of this scenario tree to be deterministic we can assume that \( \mathcal{G}_1 = \{\emptyset, \Omega\} \) is trivial.

---

\(^6\)Since \( \Omega \) is finite, sigma additivity of the subalgebras \( \mathcal{G}_t \) follows from their finite additivity.
4.1 Nested risk functionals

Denote by $Z_t$ the space of $\mathcal{G}_t$-measurable variables $Z : \Omega \to \mathbb{R}$, $t = 1, \ldots, T$, in particular $Z_T = Z$. Consider the distributionally robust functional $\mathcal{R}(\cdot)$, defined in (2.1), associated with the ambiguity set $\mathcal{M} \subset \mathcal{P}$.

In accordance with (2.2), for every $t = 1, \ldots, T$, we can define the conditional distributionally robust counterpart of $\mathcal{R}$, that is

$$
\mathcal{R}^\star_{|\mathcal{G}_t}(Z) := \sup_{Q \in \mathcal{M}} \mathbb{E}_Q[Z|\mathcal{G}_t].
$$

(4.1)

Note that $\mathcal{R}^\star_{|\mathcal{G}_t}(Z)$ is a $\mathcal{G}_t$-measurable variable, and thus $\mathcal{R}^\star_{|\mathcal{G}_t}$ can be viewed as a mapping from $Z_T$ to $Z_t$. Restricted to the space $Z_{t+1}$, this can be viewed as a one-step conditional mapping denoted $\mathcal{R}^\star_{|\mathcal{G}_t} : Z_{t+1} \to Z_t$. Consider the corresponding nested (composite) mapping

$$
\mathcal{R}^\star_{t|\mathcal{G}_t}(Z) := \mathcal{R}^\star_{t|\mathcal{G}_t} \circ \cdots \circ \mathcal{R}^\star_{T-1|\mathcal{G}_{T-1}}(Z).
$$

(4.2)

By the tower property of the expectation operator we have that

$$
\sup_{Q \in \mathcal{M}} \mathbb{E}_Q[Z|\mathcal{G}_t] = \sup_{Q \in \mathcal{M}} \mathbb{E}_Q[\cdots \mathbb{E}_Q[Z_{T-1}]] \leq \sup_{Q \in \mathcal{M}} \mathbb{E}_Q[\cdots \sup_{Q \in \mathcal{M}} \mathbb{E}_Q[Z_T]],
$$

(4.3)

and hence it follows (cf. Shapiro [21]) that

$$
\mathcal{R}^\star_{t|\mathcal{G}_t}(Z) \leq \mathcal{R}^\star_{t|\mathcal{G}_t}(Z), \ t = 1, \ldots, T - 1.
$$

(4.4)

It is also possible to consider risk averse conditional mappings $\mathcal{R}_{|\mathcal{G}_t} : Z_T \to Z_t$, of the form (2.7), for specified respective sets $\mathcal{A}_t$. Restricted to the space $Z_{t+1}$ this becomes a one-step conditional mapping $\mathcal{R}_{t|\mathcal{G}_t} : Z_{t+1} \to Z_t$, and the corresponding nested (composite) mapping is (cf. Shapiro et al. [23, Section 6.7.1])

$$
\mathcal{R}_{t|\mathcal{G}_t}(Z) := \mathcal{R}_{t|\mathcal{G}_t} \circ \cdots \circ \mathcal{R}_{T-1|\mathcal{G}_{T-1}}(Z).
$$

(4.5)

It is interesting to note that the inequality $\mathcal{R}_{t|\mathcal{G}_t}(Z) \leq \mathcal{R}_{t|\mathcal{G}_t}(Z)$, similar to (4.4), is not guaranteed for all $Z \in Z$. Such counterexamples exist, for instance, for the AV@R risk measure (cf. Pflug and Pichler [15]).

Example 4.1 ($\phi$-divergence). For example, it is possible to use the self-similar approach of conditional $\phi$-divergence, discussed in Section 3.3, for construction of the corresponding one-step mappings. That is let $P$ be a reference probability measure on $(\Omega, \mathcal{F})$ and $\epsilon_t \geq 0$, $t = 1, \ldots, T$, be chosen constants. In accordance with (3.26) define sets $\mathcal{A}_t$ associated with $\mathcal{G}_t$ and $\epsilon_t$. This defines the corresponding conditional functional (mapping) $\mathcal{R}_{t|\mathcal{G}_t}$, and hence the respective nested mapping $\mathcal{R}_{t|\mathcal{G}_t}$. □

Similarly to the nested risk functional (4.2), the nested distances constitute a sequence of distances $d = (d_t)_{t=1}^T$, each $d_t$ being measurable with respect to the subalgebra $\mathcal{G}_t$. In this way, nested distances resume the increasing structure of the subalgebras $\mathcal{G}_1 \subset \cdots \subset \mathcal{G}_T$. In the next section we discuss such construction with respect to the Wasserstein distance.
4.2 Nested Wasserstein distances

It is demonstrated above that distances of probability measures interact with risk measures, cf. (3.35) and (3.36). In the same way, conditional distances govern conditional risk measures, cf. (3.40) and (3.41) or (3.50).

In a multistage context, the nested risk measures are defined in (4.2). The corresponding inequalities, which bound the nested risk measures, remain valid by extending the distances to the nested distances. Introduced in Pflug [13], they extend the distances from random variables to distances of stochastic processes. The following section relates them to the conditional, nested risk functionals introduced above.

The multistage setting allows to consider the (general) Wasserstein distance \( d_W(P,P') \) of the probability measures \( P \in \mathcal{P} \) and \( P' \in \mathcal{P}' \) (cf. Definition 3.8). The nested distance takes them into account and provides a process distance and is defined recursively.

**Definition 4.1** (Nested Wasserstein distance). Let \( (\Omega,(\mathcal{G}_t)_{t=1}^T,P) \) and \( (\Omega',(\mathcal{G}'_t)_{t=1}^T,P') \) be filtered probability spaces. The nested distance is the stochastic process

\[
d_{s|\mathcal{G}_t \otimes \mathcal{G}'_t}(P,P'), \quad t = 1, \ldots, T,
\]

where \( d_{s|\mathcal{G}_t \otimes \mathcal{G}'_t}(P,P')(\varpi_t,\varpi'_t) \) is the conditional Wasserstein distance (cf. Definition 3.9) using the distance \( d_{s|\mathcal{G}_{t+1} \otimes \mathcal{G}'_{t+1}}(P,P') \) as the transportation cost function on the next stage \( t+1 \); at the final stage \( T \), the distance is \( d_{s|\mathcal{G}_T \otimes \mathcal{G}'_T} = \rho \).

Assume now that \( \Omega = \Omega' \), \( \mathcal{G}_t = \mathcal{G}'_t \) for all \( t \), and \( \rho \) is a metric (distance) on \( \Omega \). The recursively defined nested distance and the recursive maps \( R_t \) in (4.5) collaborate naturally. It is also possible to use the distance approach discussed in Section 3.4. In particular, consider the setting of Example 3.3. For a reference probability measure \( P \in \mathcal{P} \), consider the sets \( \mathcal{B}_t \) of the form (3.32) associated with conditional distances \( d_{W_1|\mathcal{G}_t} \) and constants \( \epsilon_t \geq 0 \), \( t = 1, \ldots, T \). This defines the respective conditional functionals \( R_{\epsilon_t|\mathcal{G}_t} \), and hence the respective nested mapping \( R_{\epsilon_t|\mathcal{G}_t} \). For the nested risk functional, we have the following regularity result.

**Corollary 4.1** (Wasserstein distance (of order one)). By (3.41) we have that for Lipschitz continuous modulus \( L > 0 \) function \( Z: \Omega \to \mathcal{R} \), the following inequality holds

\[
|R_{\epsilon_t|\mathcal{G}_t}(Z)(\cdot) - \mathbb{E}_{P|\mathcal{G}_t}(Z)(\cdot)| \leq L \epsilon_t,
\]

and hence

\[
|R_{\epsilon_t|\mathcal{G}_t}(Z)(\cdot) - \mathbb{E}_{P|\mathcal{G}_t}(Z)(\cdot)| \leq L(\epsilon_t + \cdots + \epsilon_T). \tag{4.7}
\]

**Proof.** We shall demonstrate the result for \( \mathcal{G} \) at stage \( t = 2 \) first, as it generalizes analogously to all other stages. We have that

\[
R_{\epsilon_1}(R_{\epsilon_2|\mathcal{G}}(Z)) - \mathbb{E}_{P}(Z) = R_{\epsilon_1}(R_{\epsilon_2|\mathcal{G}}(Z)) - R_{\epsilon_1}(\mathbb{E}_{\mathcal{G}}(Z)) + R_{\epsilon_1}(\mathbb{E}_{\mathcal{G}}(Z)) - \mathbb{E}_{P}(\mathbb{E}_{\mathcal{G}}(Z)).
\]

With (3.41) it holds that

\[
|R_{\epsilon_2|\mathcal{G}}(Z)(\varpi_t) - \mathbb{E}_{\mathcal{G}}(Z)(\varpi_t)| \leq L \epsilon_2,
\]

and hence

\[
|R_{\epsilon_2|\mathcal{G}}(Z)(\cdot) - \mathbb{E}_{\mathcal{G}}(Z)(\cdot)| \leq L(\epsilon_2 + \epsilon_3 + \cdots + \epsilon_T).
\]

The result then follows by induction.
and by using monotonicity and translation invariance of $\mathcal{R}(\cdot)$ we conclude that

$$|\mathcal{R}_{\epsilon_1}(\mathcal{R}_{\epsilon_2}(\mathbb{E}_G(Z))) - \mathcal{R}_{\epsilon_1}(\mathbb{E}_G(Z))| \leq L \cdot \epsilon_2.$$  

Further we have that

$$|\mathbb{E}_{P_{\cdot | \varpi_i}}(Z) - \mathbb{E}_{P'_{\cdot | \varpi_i}}(Z)| \leq L \cdot d_{W_1}(P(\cdot | \varpi_i), P'(\cdot | \varpi_i)), \ i = 1, \ldots, n.$$  

That is, the variable

$$\varpi \mapsto \mathbb{E}_{P(\cdot | \varpi)}(Z)$$

is Lipschitz continuous with the constant $L$ with respect to the distance on the atoms $\varpi$ and $\varpi'$, that is, the distance on the subsequent stage. It follows that

$$\mathcal{R}_{\epsilon_1}(\mathbb{E}_G(Z)) - \mathbb{E}_P \mathbb{E}_G(Z) \leq L \cdot \epsilon_1.$$  

The assertion follows from (4.8) by combining the above partial results. \hfill \Box

5 Summary and outlook

The risk averse extension of optimization under uncertainty and stochastic optimization naturally build on risk functionals. The modern theory of risk measures is well-developed and is based on two fundamental assumptions; namely, the existence of the reference probability measure and the absolute continuity, with respect to the reference measure, of all probability measures of the involved ambiguity sets (cf. Föllmer and Schied [7], Shapiro et al. [23]). The nested risk averse approach to stochastic programming was discussed already in Ruszczyński and Shapiro [19]. However, there are important examples in the distributionally robust settings where these basic assumptions do not hold. Without the absolute continuity assumption it is not clear how to define the conditional counterpart of the distributional robust functional (2.1).

This paper resumes the discussion of mathematical properties of the distributionally robust functionals, as their definition – from a mathematical perspective – is not entirely obvious and several versions are plausible. We assumed first that the considered subalgebras are finite, and hence in the nested formulation the corresponding scenario tree is finite. In various applications this is a natural modelling assumption. An extension to a general setting was outlined in Section 3. We demonstrated the connection between nested distributionally robust functionals and conditional formulations of (Wasserstein) distances between probability measures.
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