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Abstract

The optimal design of large-scale energy systems can be found by posing the problem as an integrated multi-period planning and scheduling mathematical programming problem. Due to the complexity of the accompanying mathematical programming problem decomposition techniques are often required but they too are plagued with converge issues. To address these issues we have derived a set of valid inequalities to strengthen the formulation, and we have developed a machine learning framework to identify which subproblems should be solved in each iteration of the decomposition procedure. We illustrate the effectiveness of the valid inequalities and the machine learning framework through the use of a case study wherein we examine the development of an industrial scale hydrogen-based energy system. The results show that when the valid inequalities are applied a priori and the machine learning framework is employed to identify candidate subproblems the computational burden of the procedure is significantly reduced.
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1 Introduction

Globalization, population growth, and urbanization, in quadem with the liberalization of emerging markets is putting extreme stress on raw materials and rapidly increasing the demands for energy related products [1]. Concurrently, there has been a push towards transitioning from traditional
carbon positive energy systems, which predominantly rely upon fossil fuels, towards towards carbon neutral and carbon negative energy systems [27]. Regrettably, solar arrays and wind turbines, which are the predominant energy generators being utilized in this green transition, are plagued with short-term stochastic disturbances and long-term seasonal fluctuations [5]. This in turn, gives rise to the need for both short-term and long-term energy storage technologies, such as lithium-ion battery banks and hydrogen based dense energy carriers (H-DECs) respectively. These energy storage technologies are utilized to guarantee that consumer energy demands can be met, while simultaneously ensuring that the energy system can remain carbon neutral or carbon negative [8, 20, 22, 21]. To complicate matters even further, there has been a recent uptick in unforeseeable political, social, and natural disruptions to global supply chains [29].

To address these aforementioned challenges, there has been a push towards optimally developed and resilient green energy systems [9, 30]. These energy systems typically operate over multiple locations, produce and consume multiple commodities, and are developed over multiple planning periods [14]. Traditionally this class of problem is posed as an integrated infrastructure planning and operational scheduling problem [18, 24, 2]. Depending on how the dynamics of the processes within the energy system are modeled, the resulting mathematical program may be posed as a mixed-integer linear program (MILP), mixed-integer quadratic program (MIQP), or a mixed-integer non-linear program (MINLP) [19]. It should be noted that some researchers have utilized constraint programming (CP) to model the dynamics of processes and have created a solution approach using both CP and MIP [6].

Unfortunately, integrated infrastructure planning and operational scheduling problems are extremely difficult to solve for real-world sized problems even with “state-of-the-art” mixed-integer programming (MIP) solvers. The difficulty arises due to the multiple temporal and spatial scales that are intrinsic to the structure of the problem [3, 31]. Specifically, there are long term infrastructure planning decisions that are made every few years, medium term tactical decisions that are made every few months, and short term operational decisions that are made every hour. Consequently, there has been various iterative solution strategies put forth in the literature to decompose the integrated infrastructure planning and operational scheduling problem to make it more computationally tractable such as but not limited to Benders decomposition and dual decomposition procedures [16, 18, 28, 15].

In typical Benders decomposition approaches, the infrastructure planning decisions are decoupled from the operational scheduling decisions via a single master problem that captures the infrastructure planning decisions and a set of $|P| \cdot |W|$ much smaller subproblems that capture the operational scheduling decisions, where $P$ is the set of planning periods and $W$ is the set of scheduling scenarios. To accomplish this, typically integrality must be relaxed in the Benders subproblems; however, it is well known that for this class of problems that the linear programming relaxation of the partially relaxed problem is extremely tight [17, 4]. At each iteration in the Benders decomposition procedure, the Benders master problem is first solved, then the Benders subproblems are solved sequently or in parallel using the optimal infrastructure planning decisions from the master
problem, and finally the Benders cuts are added to the Benders master. This procedure continues until the convergence criteria is reached [16, 28].

Unfortunately, in the Benders decomposition procedure, when the problem is decomposed the temporally dependent material demands for the energy system, the superstructure of the energy system, and the interdependencies between the processes within the energy system is captured in the Benders subproblems, not in the Benders master problem. This small nuance can cause convergence issues, even with the multi-cut Benders decomposition procedure, due to the fact that the Benders master problem only becomes aware these intrinsic issues through the addition of Benders cuts [16, 28].

Moreover, oftentimes the Benders decomposition procedure waste computational resources solving subproblems that are not sensitive to their input parameters. Consequently, when theses subproblems are solved, the corresponding cuts generated marginally affects the convergence gap of the decomposition procedure. This becomes computationally problematic when the subproblems are solved in serial or in parallel if there are more subproblems than numbers of threads.

To alleviate these aforementioned issues, we have developed a set of valid inequalities and a framework using machine learning to identify which subproblems have a higher probability of affecting the convergence gap. The valid inequalities can be inserted a priori to the Benders decomposition procedure by embedding them directly into the Benders master problem and the machine learning framework can be utilized to select a subset of the subproblems to solve in each iteration that are most probable to improve the convergence gap.

To illustrate the effectiveness of the a priori addition of the valid inequalities and the machine learning framework, we have generated a case study wherein we design a large-scale hydrogen-based energy system utilizing an integrated infrastructure planning and operational scheduling problem. We then conduct a set of computational experiments where we determine the effectiveness of the proposed valid inequalities and the machine learning framework compared to solving the original undecomposed mathematical programming formulation of the problem when it is solved with a “state-of-the-art” mixed-integer programming (MIP) solver: (i) in the first set of experiments, we examine the performance of the multi-cut Benders decomposition procedure; (ii) in the second set of experiments, we examine the performance of the multi-cut Benders decomposition procedure with the a priori addition of the valid inequalities; (iii) in the third set of experiments, we examine the performance of the multi-cut Benders decomposition procedure when the machine learning framework “learns” which subproblems should be solved in every iteration; and (iv) in the final set of experiments, we examine the performance of the multi-cut Benders decomposition procedure when the valid inequalities are added a priori and the machine learning framework “learns” which subproblems should be solved in every iteration.

The outline of the manuscript is as follows: in Section 2, the problem under consideration is formally defined; in Section 3, the fullspace mathematical programming formulation for solving the problem under consideration is presented; in Section 4, the Benders decomposition procedure for decomposing the fullspace mathematical programming formulation is presented; in Section 5, the
valid inequalities are presented; in Section 6, the machine learning framework utilized to identify which subproblems should be solved in each iteration; in Section 7, a case study is presented; in Section 8; the results to a case study wherein we examine the effectiveness of the a priori addition of the valid inequalities and machine learning framework; finally, in Section 9, the closing remarks are given.

2 Problem Definition

Consider a central planner who is trying to develop and or expand an energy system that spans multiple locations, \( \mathcal{L} \), over the course of multiple planning periods, \( \mathcal{P} \). The superstructure of this energy system can be mapped to a network representation captured by the graph \( G_1(V_1, E_1) \). The vertices in the network representation, \( V_1 \), indicate the non-mode based processes, \( \mathcal{C} \), mode based processes, \( \mathcal{D} \), storage units, \( \mathcal{A} \), and transportation mechanisms, \( \mathcal{B} \), that transport commodities between locations in the energy system. The directed edges, \( E_1 \), in the network representation indicate the pathways in which the commodities can flow between processes, storage units, and transportation mechanisms.

The central planner would like to harness an integrated multi-period infrastructure planning and operational scheduling approach for determining the optimal development and or expansion of the energy system. This integrated approach allows the central planner to construct additional components for the energy system, \( V_1 \setminus \mathcal{H} \), in the planning periods and to make operational decisions in the scheduling periods, \( \mathcal{S} \), in each of the representative scheduling scenarios, \( \mathcal{W} \), while simultaneously ensuring that the commodity, \( \mathcal{R} \), demands are met, where \( \mathcal{H} \) is the set of preexisting components.

Specifically, each location in the energy system is comprised of a set of processes and storage units. The processes in the energy system are divided into two categories: (i) those with simple non-mode process dynamics and variable nameplate capacities; and (ii) those with complex mode based process dynamics and fixed nameplate capacities. The commodities utilized in the energy system, be them raw materials, intermediate products, and or final products, can be transported between locations in the energy system via a set of transportation mechanisms, \( \mathcal{B} \). The processes and storage units that can be situated at a location, \( l \in \mathcal{L} \), in the energy system, and the transportation mechanisms that are able to import or export a commodity to or from that location during a planning period, \( p \in \mathcal{P} \), are given by the subset \( V_1(p, l) \subseteq V_1 \). It should be noted, that to always ensure feasibility, there is a slack commodity source and a slack commodity sink at each location in the energy system.

The central planner has the ability to make the following decisions: (i) determine which non-mode based processes, storage units, and transportation mechanisms, are constructed and what their respective nameplate capacity should be; (ii) determine which mode based processes are constructed; (iii) determine the set points and possible operating modes of the components in scheduling subproblems, which includes how the commodities are routed and distributed within the energy system; and (iv) when and where the slack commodity sources and the slack commodity
sinks are utilized.

3 Problem Formulation

In this section, a generic MILP formulation for solving the aforementioned integrated multi-period infrastructure planning and operational scheduling problem is presented.

3.1 Nomenclature

In this subsection, the binary variables, continuous variables, graphs, objective coefficients, parameters, sets, and subsets utilized to construct the MILP formulation of the integrated multi-period infrastructure planning and operational scheduling problem are presented.

Graphs

$G_1(V_1, E_1)$ directed graph that captures the superstructure of the energy system. The vertices, $V_1$, in the graph indicate the processes, storage units, and transportation mechanisms. The edges, $E_1$, in the graph indicate the pathways can flow between processes, storage units, and transportation mechanisms.

$G_2(V_2, E_2)$ fully connected directed graph that captures all of the possible mode transitions between components, where the vertices, $V_2$, are equivalent to the set of operating modes, $M$, and the edges, $E_2$, are equivalent to all the possible combinations of operating modes, $M \times M$.

Sets

$A$ storage units, \( \{ a \mid a \in A \subseteq V_1 \} \)

$B$ transportation linkages, \( \{ b \mid b \in B \subseteq V_1 \} \)

$C$ non-mode based processes, \( \{ c \mid c \in C \subseteq V_1 \} \)

$D$ mode based processes, \( \{ d \mid d \in D \subseteq V_1 \} \)

$H$ preexisting components, \( \{ h \mid h \in H \subseteq V_1 \} \)

$L$ locations, \( \{ l_1, l_2, \ldots, l_{|L|} \} \)

$P$ planning periods, \( \{ p_1, p_2, \ldots, p_{|P|} \} \)

$R$ commodities, \( \{ r_1, r_2, \ldots, r_{|R|} \} \)

$S$ scheduling periods, \( \{ s_1, s_2, \ldots, s_{|S|} \} \)

$T$ component technologies, \( \{ t_1, t_2, \ldots, t_{|T|} \} \)

$W$ sets of representative time periods, \( \{ w_1, w_2, \ldots, w_{|W|} \} \)

Subsets

$B(p, l, r)^-$ transportation linkages, \( B(p, l, r)^- \subseteq B \), that can import a commodity, $r \in R$, into a location, $l \in L$, during a given planning period, $p \in P$. 

---
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Parameters

$\beta_{l,r}$ nominal demand of a commodity, $r \in \mathcal{R}(l)$, a location, $l \in \mathcal{L}$, that must be met during a scheduling period, $s \in \mathcal{S}$, that belongs to a representative time period, $w \in \mathcal{W}$, and a planning period, $p \in \mathcal{P}$

$\gamma_{b,r}$ fractional amount of material, $r \in \mathcal{R}$, that is not lost via the transportation linkage, $b \in \mathcal{B}$

$\delta_{d,o,\bar{o}}^-$ maximum decrease in the operational set point of a component, $d \in \mathcal{D}$, given that it is currently in the operating mode, $\bar{o} \in V_2(d)$, and was previously in the mode, $v \in V_2(d,o)^-$

$\delta_{d,o,\bar{o}}^+$ maximum increase in the operational set point of a component, $d \in \mathcal{D}$, given that it is currently in the operating mode, $\bar{o} \in V_2(d)$, and was previously in the mode, $v \in V_2(d,o)^-$
\[ \epsilon^{p,w,s}_{l,r} \] maximum amount of a commodity, \( r \in \mathcal{R}(l) \), that can be purchased at a location, \( l \in \mathcal{L} \), during a scheduling period, \( s \in \mathcal{S} \), that belongs to a representative time period, \( w \in \mathcal{W} \), and a planning period, \( p \in \mathcal{P} \)

\[ \zeta^{-}_{d,o} \] minimum set point that a component, \( d \in \mathcal{D} \), can operate at while in a given mode, \( o \in V_2(d) \)

\[ \zeta^{+}_{d,o} \] maximum set point that a component, \( d \in \mathcal{D} \), can operate at while in a given mode, \( o \in V_2(d) \)

\[ \eta^{p,w,s}_{c,r} \] conversion factor of a non-mode based component, \( c \in \mathcal{C} \cap V_1(p,l,r) \), for a specific commodity, \( r \in \mathcal{R} \), during a scheduling period, \( s \in \mathcal{S} \), that belongs to a representative time period, \( w \in \mathcal{W} \), and a planning period, \( p \in \mathcal{P} \)

\[ \eta^{p,w,s}_{d,o,r} \] conversion factor of a mode based component, \( d \in \mathcal{D} \cap V_1(p,l,r) \), operating in the mode, \( o \in V_2(d) \), for a specific commodity, \( r \in \mathcal{R} \), during a scheduling period, \( s \in \mathcal{S} \), that belongs to a representative time period, \( w \in \mathcal{W} \), and a planning period, \( p \in \mathcal{P} \)

\[ \lambda^{-}_{n} \] minimum nameplate capacity of a component, \( n \in V_1 \)

\[ \lambda^{+}_{n} \] maximum nameplate capacity of a component, \( n \in V_1 \)

\[ \rho^{p,w,s}_{l,r} \] maximum amount of a commodity, \( r \in \mathcal{R}(l) \), that can be disposed of at a location, \( l \in \mathcal{L} \), during a scheduling period, \( s \in \mathcal{S} \), that belongs to a representative time period, \( w \in \mathcal{W} \), and a planning period, \( p \in \mathcal{P} \)

\[ \sigma_{a,r} \] fractional amount of material, \( r \in \mathcal{R} \), not lost during a scheduling period for a storage unit, \( a \in \mathcal{A} \)

\[ \tau^{-}_{s} \] scheduling period prior to the scheduling period, \( s \in \mathcal{S} \)

\[ \tau^{+}_{s,d,o,o} \] scheduling period subsequent to \( s \), if the component, \( d \in \mathcal{D} \), was operating in the mode, \( \bar{o} \in V_2(d) \), and currently operating in the mode, \( o \in V_2^+(d,\bar{o}) \)

**Binary Variables**

\[ \bar{v}_{n} \] 1 if the component, \( n \in V_1 \), is developed; otherwise, 0

\[ \bar{z}^{p,w,s}_{d,o,o} \] 1 if the component, \( d \in \mathcal{D} \cap V_1(p) \), is operating in the mode, \( o \in V_2(d) \), during a specific planning period, \( p \in \mathcal{P} \), representative time period, \( w \in \mathcal{W} \), scheduling period, \( s \in \mathcal{S} \), and was previously operating in the mode, \( \bar{o} \in V_2(d,o)^- \); otherwise, 0

**Continuous Variables**

\[ n^{p,w,s}_{l,r} \] amount of a commodity, \( r \in \mathcal{R}(l) \), purchased at a location, \( l \in \mathcal{L} \), during specific planning period, \( p \in \mathcal{P} \), representative time period, \( w \in \mathcal{W} \), and scheduling period, \( s \in \mathcal{S} \)

\[ n^{p,w,s}_{l,r} \] amount of a commodity, \( r \in \mathcal{R}(l) \), disposed of at a location, \( l \in \mathcal{L} \), during specific planning period, \( p \in \mathcal{P} \), representative time period, \( w \in \mathcal{W} \), and scheduling period, \( s \in \mathcal{S} \)
nominal operating point of a component, \( n \in V_1 \), during a specific planning period, \( p \in \mathcal{P} \), and representative time period, \( w \in \mathcal{W} \)

nameplate capacity of component, \( n \in V_1 \)

operational set point of a component, \( n \in V_1(p) \setminus \mathcal{D} \), during a specific planning period, \( p \in \mathcal{P} \), representative time period, \( w \in \mathcal{W} \), and scheduling period, \( s \in \mathcal{S} \)

operational set point of a component, \( d \in \mathcal{D} \cap V_1(p) \), if it operating in the mode, \( o \in V_2(d) \), during a specific planning period, \( p \in \mathcal{P} \), representative time period, \( w \in \mathcal{W} \), and scheduling period, \( s \in \mathcal{S} \)

**Objective Coefficients**

\[
\Delta_{l,r}^{p,w,s} \quad \text{variable operational cost to purchase a commodity, } r \in \mathcal{R}(l), \text{ at a location, } l \in \mathcal{L}, \text{ during specific planning period, } p \in \mathcal{P}, \text{ representative time period, } w \in \mathcal{W}, \text{ and scheduling period, } s \in \mathcal{S}
\]

\[
P_{l,r}^{p,w,s} \quad \text{variable operational cost to dispose of a commodity, } r \in \mathcal{R}(l), \text{ at a location, } l \in \mathcal{L}, \text{ during specific planning period, } p \in \mathcal{P}, \text{ representative time period, } w \in \mathcal{W}, \text{ and scheduling period, } s \in \mathcal{S}
\]

\[
V_n \quad \text{variable capital cost of a component, } n \in V_1 \setminus \{ \mathcal{D} \cup \mathcal{H} \}
\]

\[
X_n^{p,w,s} \quad \text{variable operational cost to operate a component, } n \in V_1(p) \setminus \mathcal{D}, \text{ during a specific planning period, } p \in \mathcal{P}, \text{ representative time period, } w \in \mathcal{W}, \text{ and scheduling period, } s \in \mathcal{S}
\]

\[
Y_{d,o}^{p,w,s} \quad \text{variable operational cost to operate a component, } d \in \mathcal{D} \cap V_1(p), \text{ if it operating in the mode, } o \in V_2(d), \text{ during a specific planning period, } p \in \mathcal{P}, \text{ representative time period, } w \in \mathcal{W}, \text{ and scheduling period, } s \in \mathcal{S}, \text{ and was previously operating in the mode, } \bar{o} \in V_2(d, o)^-
\]

**3.2 Mathematical Programming Formulation**

In this subsection, the MILP formulation, \( \mathcal{P} \), utilized to model the integrated multi-period infrastructure planning and operational scheduling problem is presented. This MILP formulation is a reduction of an earlier developed MIQP formulation utilizing for solving integrated multi-period infrastructure planning and operational scheduling problems [3]. The reduction arises from the fact that in this formulation the nameplate capacities of the mode-based process are selected a priori – it should be noted, that while the nameplate capacities are known, whether or not the processes are constructed is not known. This is in turn, removes the need for the bilinear terms that occur in the aforementioned MIQP problem.
\[ P = \min J_1 + J_2 \]

s.t. \[ \sum_{a \in A \cap V_1(p,l,r)} \sigma_{a,r} \cdot x_{a}^{p,w,\tau_s} + \sum_{b \in B(p,l,r)} \gamma_{b,r} \cdot x_{b}^{p,w,\tau_s} + \ldots \] (1)

\[ \sum_{c \in C \cap V_1(p,l,r)} \eta_{c,r} \cdot x_{c}^{p,w,\tau_s} + \sum_{d \in D \cap V_1(p,l,r)} \delta_{d,o} \cdot y_{d,o}^{p,w,\tau_s} + \ldots \] (2)

\[ m_{l,r}^{p,w,\tau_s} = r_{l,r}^{p,w,\tau_s} + m_{l,r}^{p,w,\tau_s} + \sum_{b \in B(p,l,r)} x_{b}^{p,w,\tau_s} + \sum_{a \in A \cap V_1(p,l,r)} x_{a}^{p,w,\tau_s} \quad \forall p \in \mathcal{P}, \ldots \]

\[ w \in \mathcal{W}, \quad s \in \mathcal{S}, \quad l \in \mathcal{L}, \quad r \in \mathcal{R}(l) \]

\[ \sum_{\hat{o} \in V_2(d,o)} z_{d,o}^{p,w,\tau_s} = \sum_{\hat{o} \in V_2(d,o)} z_{d,o}^{p,w,\tau_s} \forall \hat{o} \in \mathcal{P}, \quad w \in \mathcal{W}, \quad s \in \mathcal{S}, \ldots \] (3)

\[ d \in \mathcal{D} \cap V_1(p) \quad o \in V_2(d) \]

\[ y_{d,o}^{p,w,\tau_s} \geq \zeta_{d,o}^{-} \cdot \sum_{\hat{o} \in V_2(d,o)} z_{d,o}^{p,w,\tau_s} \forall \hat{o} \in \mathcal{P}, \quad w \in \mathcal{W}, \quad s \in \mathcal{S}, \quad d \in \mathcal{D} \cap V_1(p), \quad o \in V_2(d) \] (4)

\[ y_{d,o}^{p,w,\tau_s} \leq \zeta_{d,o}^{+} \cdot \sum_{\hat{o} \in V_2(d,o)} z_{d,o}^{p,w,\tau_s} \forall \hat{o} \in \mathcal{P}, \quad w \in \mathcal{W}, \quad s \in \mathcal{S}, \quad d \in \mathcal{D} \cap V_1(p), \quad o \in V_2(d) \] (5)

\[ y_{d,o}^{p,w,\tau_s} - y_{d,o}^{p,w,\tau_s,d,o,o} \leq (\delta_{d,o}^{-} + \zeta_{d,o}^{+}) \cdot z_{d,o}^{p,w,\tau_s} + \zeta_{d,o}^{+} \cdot \bar{v}_{d} \forall \hat{o} \in \mathcal{P}, \quad w \in \mathcal{W}, \quad s \in \mathcal{S}, \ldots \] (6)

\[ d \in \mathcal{D} \cap V_1(p), \quad (\hat{o}, o) \in E_2(d) \]

\[ x_{n}^{p,w,\tau_s} \leq v_{n} \quad \forall \hat{o} \in \mathcal{P}, \quad w \in \mathcal{W}, \quad s \in \mathcal{S}, \quad n \in V_1(p) \setminus \mathcal{D} \] (7)

The objective functions, \( J_1 \) and \( J_2 \), in \( P \) are given by Eqs. (18) and (19). Equation (18) sums the variable cost to: (i) dispose of excess commodities, raw materials, intermediate products, and or final products, at the commodity sinks in the scheduling problems; (ii) purchase additional commodities, raw materials, intermediate products, and or final products, at the commodity sources in the scheduling problems; (iii) construct a component in the energy system; (iv) operate
the non-mode based components in the scheduling problems; and (v) operate the mode based components in the scheduling problems. Equation (19) sums the fixed cost to: (i) construct a mode based component in the energy system; and (ii) operate the mode based components in the scheduling problems.

\[ J_1 = \sum_{p \in P} \sum_{w \in W} \sum_{s \in S} \sum_{l \in L} \sum_{r \in R} \Delta_{l,r} \cdot m^p_{l,r} + \ldots \]
\[ \sum_{p \in P} \sum_{w \in W} \sum_{s \in S} \sum_{l \in L} \sum_{r \in R} \Delta_{l,r} \cdot p^p_{l,r} \cdot n^p_{l,r} + \ldots \]
\[ \sum_{n \in V_1 \setminus \{D,H\}} \bar{V}_f \cdot v_f + \ldots \]
\[ \sum_{p \in P} \sum_{w \in W} \sum_{s \in S} \sum_{n \in V_1(p) \setminus D} X^p_{n} \cdot x^p_{n} + \ldots \]
\[ \sum_{p \in P} \sum_{w \in W} \sum_{s \in S} \sum_{d \in D \cap V_1(p)} \sum_{o \in V_2(d)} \bar{V}^p_{d,o} \cdot y^p_{d,o} \]

\[ J_2 = \sum_{n \in V_1 \setminus \{H\}} \bar{V}_n \cdot \bar{v}_n + \ldots \]
\[ \sum_{p \in P} \sum_{w \in W} \sum_{s \in S} \sum_{d \in D \cap V_1(p)} \sum_{(o,d) \in E_2(d)} \bar{V}^p_{d,o} \cdot z^p_{d,o} \]

The first set of constraints, Eq. (1), in the mathematical programming formulation ensures that the conservation of mass holds in the scheduling problems between sequential scheduling periods for each planning period, representative scheduling scenario, scheduling period, location in the energy system, and commodity. The first set of summations in Eq. (1), \( \sum_{a \in A \cap V_1(p,l,r)} \sigma^{a,r} \cdot x^a_{p,w,\tau_s} \), accounts for the commodities that were in storage in the previous scheduling period. The second set of summations in Eq. (1), \( \sum_{b \in B(p,l,r)} \gamma^{b,r} \cdot x^b_{p,w,\tau_b} \), accounts for the commodities that are imported into the location in the energy system currently under consideration. The third set of summations in Eq. (1), \( \sum_{c \in C \cap V_1(p,l,r)} \eta^{c,r} \cdot x^c_{p,w} \), accounts for the commodities produced and or consumed by the non-mode based processes. The fourth set of summations in Eq. (1), \( \sum_{d \in D \cap V_1(p,l,r)} \sum_{o \in V_2(d)} \delta_{d,o} \cdot y_{d,o} \), accounts for the commodities produced and or consumed by the mode based processes. The fifth set of summations in Eq. (1), \( \sum_{b \in B(p,l,r)} x^b_{p,w} \), accounts for the commodities that are exported out of the current location under consideration. The sixth and final set of set of summations in Eq. (1), \( \sum_{a \in A \cap V_1(p,l,r)} \sigma^{a,r} \cdot x^a_{p,w,\tau_s} \), accounts for the commodities that are in storage in the current scheduling period.

**Illustrative Example 1** To elucidate the concept of mode based process dynamics, assume that a process in the energy system has a minimum down time of 2 scheduling periods, a minimum up time of 2 scheduling periods, and a maximum up time of 3 scheduling periods. Figure 1 is a “time-mode” network representation that captures the mode based transitions of the aforementioned process when the scheduling horizon, \( \{s_1, s_2, \ldots, s_9\} \), that spans 9 scheduling periods. In this example there are 4 operating modes, \( \{m_1, m_2, m_3, m_4\} \) – it should be noted that the “time-mode” network representation is analogous to the “time-space” network representation captured in traditional routing problems.
Operating mode decisions
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Figure 1: “Time-mode” network representation utilized to capture the complex mode based process dynamics.

The first operating mode, $m_1$, is utilized to indicate that the process is “offline”, the second operating mode, $m_2$, is utilized to indicate that the process has been “online” for 1 scheduling period, the third operating mode, $m_3$, is utilized to indicate that the process has been “online” for 2 scheduling periods, and the forth and final operating mode, $m_4$, is utilized to indicate that the process has been “online” for 3 scheduling periods. The edges in the network representation ensure that the process is “offline” for a minimum of 2 scheduling periods, “online” for a minimum of 2 scheduling periods, and “online” for a maximum of 3 scheduling periods.

The second set of constraints given by Eq. (2), ensure that the proper sequence of mode transitions between for the processes is followed throughout the scheduling problems. The third set of constraints given by Eq. (3), ensure that a mode based process can only be in at most one operating mode during a scheduling period. The forth and fifth sets of constraints given by Eq. (4) and Eq. (5) respectively, ensure that a mode based process must operate between its operational bounds. The sixth and seventh sets of constraints given by Eq. (6) and Eq. (7) respectively, bound the changes in set points between sequential scheduling periods and operating modes.

The eighth set of constraints given by Eq. (8), acts as an upper bound on the operating set point of the non-mode based components in the energy system. The ninth and tenth set of constraints given by Eq. (9) and Eq. (10) bound the nameplate capacity of the components in the energy system. It should be highlighted, if the component, $n \in V_1$, under consideration is a mode-based process then $\lambda_n^+ = \lambda_n^-$, which ensures that the nameplate capacity of the component is either 0 or $\lambda_n^+$.

Equations (11) and (12) describe the continuous variables that are utilized to track the amount of commodities disposed at a commodity sinks and the amount of commodities purchased from the commodity sources. Equation (13) describes the continuous variables that are utilized to track the nameplate plate capacities of the components in the energy system. Equations (14) and (15) describe the continuous variables that are utilized to track the operating set points of the non-mode based components and mode-based components respectively. Equation (16) describes the
binary variables that are utilized to track if a component utilized in the energy system or not. Equation (17) describes the binary variables that are utilized to operating modes of the mode based processes.

4 Benders Decomposition Procedure

In this section, a Multi-cut Benders decomposition procedure is presented to decompose the fullspace MILP formulation of the integrated multi-period infrastructure planning and operational scheduling problem Li et al. [16]. This method decouple the infrastructure planning problem from the operational scheduling problems, which in turn results into $|\mathcal{P}| \cdot |\mathcal{W}| + 1$ much smaller problems.

4.1 Benders Master Problem – Infrastructure Planning Problem

The Benders master problem to the integrated multi-period infrastructure planning and operational scheduling problem in its iterative form is given by $B_k(\cdot, \cdot, \cdot)$. The Benders master problem is a function of three inputs. The first input, $\hat{\ddot{v}}$, stores the past $k$ sets of solutions to the infrastructure planning problem. The second input, $\hat{\theta}$, stores the past $k$ sets of solutions to the operational scheduling problems. The third and final input, $\hat{\mu}$, stores the past $i$ sets of solutions to the dual variables that were generated by solving the Benders subproblems.

$$B_k(\hat{\ddot{v}}, \hat{\theta}, \hat{\mu}) = \min \sum_{n \in \mathcal{V}_1 \setminus \mathcal{H}} V_n \cdot v_n + \sum_{n \in \mathcal{V}_1 \setminus \mathcal{H}} \bar{V}_n \cdot \bar{v}_n + \sum_{p \in \mathcal{P}} \sum_{w \in \mathcal{W}} \theta_{p,w}$$

s.t. $\theta_{p,w} \geq \hat{\ddot{v}}_{p,w}^k + \sum_{n \in \mathcal{V}_1 \setminus \mathcal{H}} \hat{\ddot{v}}_{n}^k - v_n \forall p \in \mathcal{P}, w \in \mathcal{W}, \hat{k} \in \mathcal{K}$

$$\theta_{p,w} \in (-\infty, \infty) \forall p \in \mathcal{P}, w \in \mathcal{W}$$

Eqs. (9), (10), (13), (16)

The objective function in the Benders master problem captures the fixed and variable capital costs to construct additional components in the supply chain and the operational costs of all of the Benders subproblems. The first set of constraints in the Benders master problem, Eq. (20), are the valid Benders cuts that were generated in the last $k$ iterations, where the set $\{1, 2, \ldots, k\}$ is given by $\mathcal{K}$. It should be highlighted, that due to the addition of the slack commodity sources and sinks in each of the operational scheduling subproblems, there is no need for the addition of feasibility cuts. Equation (21) describe the continuous variables that act as an upper bound to the objective values for the Benders subproblems.

At any point in the iterative Benders procedure, an upper bound to the integrated multi-period infrastructure planning and operational scheduling problem can be computed via the following trivial problem.

$$B(\hat{\ddot{v}}, \hat{\theta}) = \min_{k \in \mathcal{K}} \left\{ \sum_{n \in \mathcal{V}_1 \setminus \mathcal{H}} v_n \hat{v}_{n}^k + \sum_{p \in \mathcal{P}} \sum_{w \in \mathcal{W}} \hat{\theta}_{p,w} \right\}$$
4.2 Benders Subproblem – Operational Scheduling Problem

The full-space mathematical programming formulation for the Benders subproblem, $S_{p,w}(\tilde{v})$, for a given planning period, $p \in \mathcal{P}$, and scheduling scenario, $w \in \mathcal{W}$, is given below. The Benders subproblem, $S_{p,w}(\cdot)$, is a function of the infrastructure planning decisions, $\tilde{v}$, made in the Benders master problem.

\[
S_{p,w}(\tilde{v}) = \min \ J_3 + J_4 \\
\text{s.t.} \sum_{a \in A \cap V_1(p,l,r)} \sigma_{a,r} \cdot x_{a}^{p,w,r} - \sum_{b \in B(p,l,r)} \gamma_{b,r} \cdot x_{b}^{p,w,r} + \ldots \tag{22}
\]

\[
\sum_{c \in C \cap V_1(p,l,r)} \eta_{c}^{p,w,s} \cdot x_{c}^{p,w,s} + \sum_{d \in D \cap V_1(p,l,r)} \sum_{o \in V_2(d)} \eta_{d,o}^{p,w,s} \cdot y_{d,o}^{p,w,s} + \ldots
\]

\[
m_{r,t}^{p,w,s} = \beta_{r,t}^{p,w,s} + n_{r,t}^{p,w,s} + \sum_{b \in B(p,l,r)} x_{b}^{p,w,s} + \sum_{a \in A \cap V_1(p,l,r)} x_{a}^{p,w,s} \ldots
\]

\[\forall s \in S, l \in \mathcal{L}, r \in \mathcal{R}(l)\]

\[
\sum_{d,o} \tilde{z}_{d,o}^{p,w,s} = \sum_{d,o} \tilde{z}_{d,o}^{p,w,s} \quad \forall \ s \in S, \ d \in \mathcal{D} \cap V_1(p), \ldots
\]

\[
o \in V_2(d) \tag{23}
\]

\[
\sum_{(\bar{d},o) \in E_2(d)} \tilde{z}_{d,o}^{p,w,s} \leq 1 \quad \forall \ s \in S, \ d \in \mathcal{D} \cap V_1(p) \tag{24}
\]

\[
y_{d,o}^{p,w,s} \geq \zeta_{d,o}^{p,w,s} \sum_{d,o} \tilde{z}_{d,o}^{p,w,s} \quad \forall \ s \in S, \ d \in \mathcal{D} \cap V_1(p), \ o \in V_2(d) \tag{25}
\]

\[
y_{d,o}^{p,w,s} \leq \tilde{z}_{d,o}^{p,w,s} \sum_{d,o} \tilde{z}_{d,o}^{p,w,s} \quad \forall \ s \in S, \ d \in \mathcal{D} \cap V_1(p), \ o \in V_2(d) \tag{26}
\]

\[
y_{d,o}^{p,w,s} - y_{d,o}^{p,w,s} \geq \tilde{z}_{d,o}^{p,w,s} - \tilde{z}_{d,o}^{p,w,s} \quad \forall \ s \in S, \ d \in \mathcal{D} \cap V_1(p), \ o \in V_2(d) \tag{27}
\]

\[
d \in \mathcal{D} \cap V_1(p), (\bar{d}, o) \in E_2(d) \tag{28}
\]

\[
x_{n}^{p,w,s} \leq v_{n} \quad \forall \ s \in S, \ n \in V_1(p) \setminus \mathcal{D} \tag{29}
\]

\[
v_{n} \geq \lambda_{n}^{p,w,s} \cdot \tilde{v}_{n} \quad \forall \ n \in V_1(p) \tag{30}
\]

\[
v_{n} \leq \lambda_{n}^{p,w,s} \cdot \tilde{v}_{n} \quad \forall \ n \in V_1(p) \tag{31}
\]

\[
v_{n} = \tilde{v}_{n} \quad \forall \ n \in V_1(p) \tag{32}
\]

\[
m_{r,t}^{p,w,s} \in [0, \infty) \quad \forall \ s \in S, \ l \in \mathcal{L}, r \in \mathcal{R}(l) \tag{33}
\]

\[
n_{r,t}^{p,w,s} \in [0, \infty) \quad \forall \ s \in S, \ l \in \mathcal{L}, r \in \mathcal{R}(l) \tag{34}
\]

\[
v_{n} \in [0, \lambda_{n}^{p,w,s}] \quad \forall \ n \in V_1(p) \tag{35}
\]

\[
x_{n}^{p,w,s} \in [0, \lambda_{n}^{p,w,s}] \quad \forall \ s \in S, \ n \in V_1(p) \setminus \mathcal{D} \tag{36}
\]

\[
y_{d,o}^{p,w,s} \in [0, \lambda_{d,o}^{p,w,s}] \quad \forall \ s \in S, \ d \in \mathcal{D} \cap V_1(p), \ o \in V_2(d) \tag{37}
\]

\[
\tilde{v}_{n} \in [0, 1] \quad \forall \ n \in V_1(p) \tag{38}
\]

\[
z_{d,o}^{p,w,s} \in [0, 1] \quad \forall \ s \in S, \ d \in \mathcal{D} \cap V_1(p), \ (\bar{d}, o) \in E_2(d) \tag{39}
\]
The objective functions $J_3$ and $J_4$ are given by Eq. (40) and Eq. (41) respectively. Equation (40) sums the variable cost to: (i) dispose of excess commodities, raw materials, intermediate products, and or final products, at the the commodity sinks; (ii) purchase additional commodities, raw materials, intermediate products, and or final products, at the the commodity sources; and (iii) operate the non-mode based processes, storage units, and the transportation mechanisms. Equation (41) sums the fixed and variable cost to operate the mode based processes.

$$J_3 = \sum_{s \in S} \sum_{l \in L} \sum_{r \in R(l)} \Delta_{s,r} \cdot m_{l,r}^{p,w,s} + \ldots$$
$$J_4 = \sum_{s \in S} \sum_{d \in D \cap V_1(p)} \sum_{o \in V_2(d)} \frac{p,w,s}{d,o} \cdot y_{d,o}^{p,w,s} + \ldots$$

The first set of constraints, Eq. (22), are analogous to the material balance constraints, Eq. (1), in the fullspace formulation, $P$. The second set of constraints, Eqs. (25), (26), (27), (28), and (29) correspond to the operational bounding and ramping constraints, Eqs. (4), (5), (6), (7), and (8), respectively in the fullspace formulation, $P$. The third set of constraints, Eq. (30) and Eq. (31), correspond to the indicator constraints, Eq. (9) and Eq. (10), respectively in the fullspace formulation, $P$. The final constraint, Eq. (32), fixes the name plate capacity of the components to the value passed into the operational scheduling subproblem. Similarly, Eqs. (33) - (39) correspond to Eqs. (8), (11) - (17) respectively in the fullspace formulation, $P$; however, it should be highlighted that Eq. (38) and Eq. (39) are relaxed.

5 Valid Inequalities

Due to the nature of the Benders decomposition procedure the temporally dependent material demands for the energy system, the superstructure of the energy system, and the interdependencies between the processes within the energy system are not explicitly captured in the Benders master problem and only becomes indirectly apparent through the addition of Benders cuts. Unfortunately, this can cause an extremely weak an initial upper and lower bounds to the respective procedures. Depending on the size of the problem and values of the parameters utilized in the problem these effects can linger through the entire respective iterative procedure. To that end, to following assumption is utilized to construct a set of valid inequalities to tighten the lower bounds of the procedures.

Assumption 1 The central planner would rather on average throughout the scheduling scenarios utilize the components within the supply chain to meet the commodity demands from sinks and
processes rather than purchasing them from the slack commodity sources – if the commodity under consideration has an associated strictly positive objective coefficient for its corresponding slack source.

The valid inequality, as shown in Eq. (42), can be derived by aggregating all the possible components, \( V_1(p,l) \setminus A \), that can consume, export, import, and produce a commodity, \( r \in R \), during a planning period, \( p \in \mathcal{P} \), scheduling scenario, \( w \in \mathcal{W} \), at a specific location, \( l \in \mathcal{L} \), for a given commodity, \( r \in \mathcal{R}(l) \), assuming that the commodity under consideration cannot be purchased from a slack source for free.

\[
\sum_{n \in V_1(p,l) \setminus A} \eta_{n,l,r}^{p,w} \cdot u_{n}^{p,w} \geq \tilde{\beta}_{l,r}^{p,w} \forall p \in \mathcal{P}, w \in \mathcal{W}, l \in \mathcal{L}, r \in \{ \bar{r} \in \mathcal{R}(l) | \Delta_{\bar{r}}^{p,w} \neq 0 \} \quad (42)
\]

For processes, \( n \in V_1 \setminus \{ A \cup B \} \), that produce a commodity, \( r \in R \), the parameter, \( \eta_{n,l,r}^{p,w} \), is equal to maximum efficiency of that process across modes that the process can operate in and across all scheduling periods that the process can operate in during a planning period, \( p \in \mathcal{P} \), and scheduling scenario, \( w \in \mathcal{W} \), where \( l \) is the location, \( l \in \mathcal{L} \), the process is located in. Similarly, for processes, \( n \in V_1 \setminus \{ A \cup B \} \), that consume a commodity, \( r \in R \), the parameter, \( \eta_{n,l,r}^{p,w} \), is equal to the minimum strictly negative efficiency of that process across modes that the process can operate in and across all scheduling periods that the process can operate in during a planning period, \( p \in \mathcal{P} \), and scheduling scenario, \( w \in \mathcal{W} \), where \( l \) is the location, \( l \in \mathcal{L} \), the process is located in. For transportation linkages, \( n \in V_1 \cap B \), that transport a commodity, \( r \in R \), the parameter, \( \eta_{n,l,r}^{p,w} \), is equal to \(-1\) if the location \( l \) is the ingress location for the transportation linkage or it is equal to the fractional amount of material not lost in transport if the location \( l \) is the egress location for a planning period, \( p \in \mathcal{P} \), and scheduling scenario, \( w \in \mathcal{W} \). For each commodity, \( r \in \mathcal{R}(l) \), the parameter, \( \beta_{l,r}^{p,w} \), is equal to the average demand of the commodity across all scheduling periods during a planning period, \( p \in \mathcal{P} \), scheduling scenario, \( w \in \mathcal{W} \), at a given location, \( l \in \mathcal{L} \).

For each component that does not act as a storage unit, \( n \in V_1 \setminus A \), an auxiliary continuous positive variable is created, \( u_{n}^{p,w} \), that is indexed by planning period, \( p \in \mathcal{P} \), and scheduling scenario, \( w \in \mathcal{W} \). This variable, Eq. (43), acts as the average set point of the component, \( n \in V_1 \setminus A \), during the scheduling scenario, \( w \in \mathcal{W} \), for a given planning period, \( p \in \mathcal{P} \),

\[
u_{n}^{p,w} \in [0, \lambda_{n}^{+}] \forall p \in \mathcal{P}, w \in \mathcal{W}, n \in V_1(p) \setminus A \quad (43)
\]

The constraint given in Eq. (44) integrates these new axillary variables with the infrastructure planning variables.

\[
u_{n}^{p,w} \leq v_{n} \forall p \in \mathcal{P}, w \in \mathcal{W}, n \in V_1(p) \setminus A \quad (44)
\]

6 Machine Learning Framework

In this section, the machine learning framework utilized to increase the computational performance of the Benders decomposition procedure is presented. The basic premise behind the machine learning framework is that in each iteration of the Benders decomposition procedure not all of the
subproblems need to be solved – the only ones that need to be solved are the ones that have not converged to their optimal value. This is especially true when there are more subproblems than threads on the machine that is solving the optimization problem due to the fact that subproblems that have already converged are being resolved unnecessarily. Therefore, in each iteration of the Benders decomposition procedure, the goal of the machine learning framework is to first identify the subproblems that have to yet to fully converge and then to select a subset of these subproblems to be solved in the current iteration based upon the historical variance of their respective objective function evaluations.

The Benders decomposition procedure with the accompanying machine learning framework is presented in Algorithm 1. The approach is a function of the convergence tolerance of the Benders decomposition procedure, the maximum number of historical objective evaluations utilized to compute the variance within the subproblems objective function, the number of candidate subproblems that should be generated in each iteration of the Benders decomposition procedure, and a parameter that controls the frequency in which all the subproblems are solved, which in turn allows a feasible upper bound to be computed. The approach returns the optimal solution the Benders master procedure, which is equivalent to the optimal infrastructure planning decisions for the original infrastructure planning and operational scheduling problem. In the first phase of the framework, as seen in lines 2, 3, and 4 in Algorithm 1, the data structures for the Benders decomposition procedure are initialized – it should be noted, that for the first iteration of the Benders decomposition procedure all of the candidate subproblems are solved.

### Algorithm 1: Benders decomposition procedure with the machine learning framework

**input**:
- `convergeTol` – convergence tolerance
- `lenOfVar` – maximum number of objective value evaluations considered
- `numOfCanidates` – number of candidate subproblems generated
- `modBase` – divisor utilized to control the frequency of computing upper bounds

**output**: `v_k` – optimal solution to the master problem

```plaintext
1 Function BendersProcedure(convergeTol, lenOfVar, numOfCanidates, modBase):
2     k ← 0
3     v_k, θ_k, μ_k ← ∅, ∅, ∅
4     candidateSubproblems ← P × W
5     repeat
6         v_{k+1} ← solution to the Benders master problem, B_k(v, θ, μ)
7            /* This step is parallelizable */
8            foreach (p, w) ∈ candidateSubproblems do
9                θ_{p,w}^{k+1}, μ_{p,w}^{k+1} ← solution to the Benders subproblem, S_{p,w}(v_{k+1})
10               if isZero(mod(k, modBase)) then
11                   candidateSubproblems ← P × W
12               else
13                   candidateSubproblems ← ComputeCandidates(θ, lenOfVar, numOfCanidates)
14     k ← k + 1
15     until ∥θ_k − θ_{k-1}∥ ≤ convergeTol
16     return v_k
```
In the second of the phase of the algorithm, as seen in lines 5 through 13, the iterative Benders decomposition procedure is conducted until the convergence criteria is met – it should be highlighted, that the convergence proof, proving that if the objective values of each subproblem in two sequential iterations of the procedure is identical convergence has been reached, is omitted and interested readers can see [7]. In first part of phase of the iterative procedure, as seen in line 6, the Benders master problem as a function of the historical solutions to the master problem, objective values of the subproblems, and the dual variables generated by the subproblems is solved. After that, in lines 7 and 8, each of the candidate subproblems are solved – these subproblems can be solved in serial or parallel depending on how the algorithm is implemented. Once the candidate subproblems have been solved using the most recent solution to the Benders master problem, the a new set of candidate subproblems are generated by the function, ComputeCandidates(·,·,·). This function utilizes the historical objectives value evaluations of the subproblems to generate a set of numOfCanidates new candidate subproblems.

Algorithm 2: Machine learning procedure utilized to compute candidate subproblems

\[
\text{Algorithm 2: Machine learning procedure utilized to compute candidate subproblems}
\]

\begin{align*}
\text{input} &: \theta \quad \text{– historical objective value evaluation of the subproblems} \\
&\quad \text{lenOfVar} \quad \text{– maximum number of objective value evaluations considered} \\
&\quad \text{numOfCanidates} \quad \text{– number of candidate subproblems generated} \\
\text{output:} &\quad \text{candidateSubproblems} \quad \text{– candidate subproblems}
\end{align*}

1 Function ComputeCandidates(\theta, \text{lenOfVar}, \text{numOfCanidates}):

2 \quad \omega \leftarrow \text{Dict()}

3 \quad \text{foreach} \ (p, w) \in \mathcal{P} \times \mathcal{W} \ \text{do}

4 \quad \omega_{p,w} \leftarrow \text{Variance}\{\theta_{p,w}^k | k \in \{(\text{Length}(\theta_{p,w}^k) - \text{lenOfVar})...\text{Length}(\theta_{p,w}^k))\}\}

5 \quad \text{candidateSubproblems} \leftarrow \text{Sample}(\mathcal{P} \times \mathcal{W}, \text{numOfCanidates}, \omega)

6 \quad \text{return} \ \text{candidateSubproblems}

The machine learning procedure utilized to compute the candidate subproblems, as seen in Algorithm 2, is a function of the historical objective value evaluations of the subproblems, the number of number historical objective value evaluations of each subproblem utilized to compute its respective variance, and the number of candidate subproblems that should be generated in each iteration of the Benders decomposition procedure. In the first phase of the procedure, as seen in line 2, an empty data structure is created to store the variance for each of the subproblems. In the second phase of the procedure, as seen in lines 3 and 4, the variances for each of the subproblems are computed. And in the final phase of the procedure, as seen in line 5, a subset of the candidate subproblems with a cardinality of numOfCanidates is randomly computed with weights of each subproblem being selected being based upon their historical variance, via the Sample(·,·,·) function.

Once the new candidate subproblems have been randomly selected based upon their historical variances, the iterative procedure repeats itself until the convergence criteria is met.

7 Case Study

In this section, we present a case study to illustrate the effectiveness of the proposed solution strategy. Consider a central planner who is trying to develop an energy system that spans multiple
locations, Beaumont, TX, Corpus Christi, TX, Long Beach, CA, and Toms River, NJ, over the course of multiple planning periods, 2025 to 2030, 2030 to 2035, 2035 to 2040, and 2040 to 2045. The central planner would like to develop an energy system that produces electricity, via solar and wind farms, for electrical utility markets and to provide power to chemical plants that produce H-DECs that can act as fuels for transportation markets. A location agnostic process flow-sheet for the energy system is given in Figure 2. In the flow-sheet triangular arrow heads indicate that material can flow into the component, square arrow heads indicate that material can either flow into or out of the component, and no arrow heads indicate that material can flow out of the component.

The conversions factors, cost functions, and ramping limitations for the components were taken from [18].

Figure 2: Generic superstructure of the energy system.
Table 1: Chemical and Energy Demands in Long Beach and Toms River

<table>
<thead>
<tr>
<th>Location</th>
<th>Material</th>
<th>2025 – 2030</th>
<th>2030 – 2035</th>
<th>2035 – 2040</th>
<th>2040 – 2045</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long Beach, CA</td>
<td>Electricity [GW]</td>
<td>1.00</td>
<td>1.17</td>
<td>1.33</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td>H₂ [MT/hr]</td>
<td>0.10</td>
<td>0.22</td>
<td>0.46</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>NH₃ [MT/hr]</td>
<td>10.0</td>
<td>13.3</td>
<td>16.7</td>
<td>20.0</td>
</tr>
<tr>
<td>Toms River, NJ</td>
<td>Electricity [GW]</td>
<td>1.00</td>
<td>1.17</td>
<td>1.33</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td>H₂ [MT/hr]</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>NH₃ [MT/hr]</td>
<td>5.00</td>
<td>8.33</td>
<td>11.7</td>
<td>15.0</td>
</tr>
</tbody>
</table>

from an earlier case study in the literature, Allen et al. [3]. The hourly capacity factors for the solar and wind farms where taken from the SIND Toolkit[13] and WIND toolkit[10] respectively. The scheduling scenarios where generated from the temporal dependent capacity factors and material demands via k-means clustering using the Scikit-learn toolbox [23]. We refer the reader to an earlier work, Allen et al. [3], which describes in detail how the scheduling scenarios, which will henceforth be referred to as representative days.

8 Computational Experiments

In this section, we illustrate the effectiveness of the proposed valid inequalities and the machine learning framework in the context of the aforementioned case study. Specifically, we conduct a set of 6 computational experiments wherein we solve the aforementioned case study: (i) in the first set of experiments, we solve the fullspace MILP formulation, given by $P$, with integrality relaxed in the operational scheduling problems; (ii) in the second set of experiments, we solve the fullspace MILP formulation, given by $P$, with the a priori addition of the valid inequalities and with integrality relaxed in the operational scheduling problems; (iii) in the third set of experiments, we examine the performance of the multi-cut Benders decomposition procedure; (iv) in the forth set of experiments, we examine the performance of the multi-cut Benders decomposition procedure with the a priori addition of the valid inequalities; (v) in the fifth set of experiments, we examine the performance of the multi-cut Benders decomposition procedure with integrated machine learning framework, which selects the subproblems to be solved in each iteration; and (vi) in the sixth and final set of experiments we examine the performance of the multi-cut Benders decomposition procedure with the a priori addition of the valid inequalities and integrated machine learning framework.

In each solution procedure we parameterize the number of scheduling scenarios, that act as representative days each with 24 hourly time periods, embedded within the optimization problem to be between 1 and 10, which in turn gives rise to a total of 60 different test instances – 10 for each solution procedure. For each of the solution procedures the convergence tolerance, $\text{convergenceTol}$ was set to 1.0 [%] and the maximum time limit, $\text{timeLimit}$, was set for a 1000 [seconds], where the formula for computing the convergence tolerance is given by: $(\text{upperBound} - \text{lowerBound})/\text{upperBound}$. Moreover, for the solution procedures that utilize the
machine learning framework, we have set: (i) the maximum number of objective value evaluations considered, \texttt{lenOfVar}, to be equal to 5; (ii) the number of candidate subproblems generated in each iteration, \texttt{numOfCandidates}, to be equal to 10; and (iii) the divisor utilized to control the frequency of computing upper bounds, \texttt{modBase}, to be equal to 10.

Table 2 summarizes the number of linear algebraic constraints, binary variables, and continuous variables in the fullspace mathematical programming model as a function of the number of scheduling scenarios. It should be noted, that the number of linear algebraic constraints, binary variables, and continuous variables are all in thousands. For instance, when the fullspace problem is solved using 2 scheduling scenarios there are approximately 166,200 linear algebraic constraints, 27,000 binary variables, and 50,700 continuous variables.

<table>
<thead>
<tr>
<th>Type</th>
<th>Number of Representative Scheduling Scenarios [Days]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1     2     3     4     5     6     7     8     9     10</td>
</tr>
<tr>
<td>Constraints</td>
<td>83.3  166.2 249.2 332.1 415.1 498.0 580.9 663.9 746.8 829.8</td>
</tr>
<tr>
<td>Binary variables</td>
<td>13.6  27.0  40.5  53.9  67.4  80.8  94.2 107.7 121.1 134.6</td>
</tr>
<tr>
<td>Continuous variables</td>
<td>25.4  50.7  75.9 101.2 126.4 151.7 176.9 202.2 227.4 252.6</td>
</tr>
</tbody>
</table>

The mathematical programming models where constructed utilizing the JuMP toolbox in Julia and where solved utilizing Gurobi version 9.5 [11, 26]. The experiments were performed on a machine with an Intel i7-11850H Processor, 32 GBs of RAM, and a maximum number of available processors of 10.

8.1 Performance of the Solution Procedures

In this subsection, the results to the 6 sets of computational experiments are presented. Figure 3 is a conglomeration of 6 different sub-figures, where each sub-figure is utilized to illustrate how the run time in seconds and the number of representative scheduling scenarios in days affects the MIP gap [%] of the respective set of computational experiments. In each of these sub-figures, the color of the bar represents the MIP gap [%] as a function of the number of representative scheduling scenarios and the run time. It should be noted, that the bar is colored black, when: (i) either the lower bound to problem has yet to be calculated; (ii) the upper bound has yet to be calculated; or (iii) the MIP gap [%] between the two is greater than 100 [%].

The top left sub-figure in Fig. 3, illustrates the computational performance of Gurobi 9.5 when it solves the fullspace formulation with integrality relaxed in the operational scheduling subproblems. From inspection of this sub-figure, it is clear that the “state-of-the-art” MIP solver is only able to close the MIP gap [%] to a value less than 100 [%] for the 2 smallest test instances and is only able to solve the smallest of the 2 to the desired optimality gap of 1.0 [%].
Figure 3: Convergence plots for the 6 sets of computational experiments.

The sub-figure in the top right of Fig. 3 illustrates the computational performance of “state-of-the-art” MIP solver when it solves the fullspace formulation with integrality relaxed in the operational scheduling subproblems and the inclusion of the valid inequalities to the formulation. From inspection of this sub-figure, it is evident that the valid inequalities slightly improve the computational performance the MIP solver. Specifically the inclusion of the valid inequalities allow for solutions of 3 of the 10 test instances to be found that have an optimality gap of less than 1 [%]
within the desired time limit of 1000 [seconds].

The sub-figure in the center left of Fig. 3 illustrates the computational performance of the Benders decomposition procedure. It is evident in this sub-figure that the Benders decomposition procedure is able to close the MIP gap to less than 1 [%] for 9 out of the 10 test instances within the desired time limit of 1000 [seconds].

The sub-figure in the center right of Fig. 3 illustrates the computational performance of the Benders decomposition procedure with the inclusion of the valid inequalities applied to the Benders master problem. From inspection of this sub-figure, it is clear that the a priori addition of the valid inequalities allow for all of the 10 test instances for be solved to optimality. Furthermore, each test instance converges faster when the Benders decomposition procedure includes the valid inequalities as opposed to excluding them.

The sub-figure in the bottom left of Fig. 3 illustrates the computational performance of the Benders decomposition procedure with the inclusion of the machine learning framework. In all but two of the test instances, the inclusion of the machine learning framework allows the procedure to converge faster than it would have otherwise. Moreover, for the 5 largest test instances with 6 or more representative scheduling scenarios, the machine learning framework outperforms the a priori inclusion of the valid inequalities.

Table 3: Percent decrease in run time for a given solution procedure to reach a specified MIP gap [%] for a given number of scheduling when compared to the Benders decomposition procedure.

<table>
<thead>
<tr>
<th>Solution procedure</th>
<th>MIP Gap [%]</th>
<th>Number of Representative Scheduling Scenarios [Days]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1 2 3 4 5 6 7 8 9 10</td>
</tr>
<tr>
<td>Benders decomposition</td>
<td>1</td>
<td>45.7 48.1 29.9 29.0 49.9 29.4 13.3 30.4 8.8 8.4</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>54.0 49.5 24.3 42.2 57.6 35.7 44.5 34.6 12.1 49.3</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>57.9 54.7 20.0 39.3 56.9 34.0 57.0 36.6 8.3 54.0</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>58.8 62.2 33.9 48.0 72.0 57.8 52.5 44.7 32.4 56.8</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>61.1 62.2 53.6 55.6 70.1 60.1 65.1 55.8 31.6 54.8</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>64.7 74.2 50.2 57.4 67.8 69.1 75.4 71.0 34.6 67.8</td>
</tr>
<tr>
<td>Benders decomposition</td>
<td>1</td>
<td>5.9 -0.9 -7.1 64.1 42.4 49.3 36.2 36.1 39.1 31.6</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>5.8 1.4 -57.9 65.5 54.0 40.1 40.3 49.3 42.9 29.6</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>5.7 2.9 -29.8 67.8 54.7 37.3 46.3 41.7 53.9 30.0</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>5.7 4.9 -91.3 66.9 52.2 44.5 43.4 46.7 54.7 30.2</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>5.8 5.1 -100.8 64.9 49.8 35.3 50.8 44.6 40.7 28.4</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>5.7 5.1 -56.6 65.1 45.3 44.8 51.7 64.0 65.0 40.8</td>
</tr>
<tr>
<td>Benders decomposition</td>
<td>1</td>
<td>48.2 40.5 3.9 56.8 64.4 49.9 50.5 48.2 34.7 -8.4</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>55.8 40.6 18.8 57.2 64.5 50.9 52.1 53.6 49.7 26.5</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>59.5 46.7 5.9 58.5 76.7 60.8 59.2 56.5 59.5 46.9</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>60.3 55.0 -0.9 59.2 76.6 57.7 62.3 61.3 69.9 64.6</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>62.7 55.0 24.9 60.7 72.7 60.1 63.9 69.2 66.1 64.4</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>66.0 69.7 51.5 72.4 80.0 70.3 74.4 76.0 76.6 80.8</td>
</tr>
</tbody>
</table>

The sub-figure in the bottom right of Fig. 3 illustrates the computational performance of the
Benders decomposition procedure with the inclusion of the machine learning framework and the a priori addition of the valid inequalities. From inspection of this sub-figure, the by incorporating both the machine and the valid inequalities allow dramatically increases the computational performance of the Benders decomposition procedure.

Figure 4: Normalized convergence plots with 95 [%] confidence intervals for the 4 sets of solution procedures that utilize Benders decomposition.
Table 3 illustrates how including the valid inequalities to the Benders master problem, incorporating the machine learning framework, or some combination thereof increases the computational performance of the Benders decomposition procedure, when compared to the Benders decomposition procedure without these add ons. From inspection of the table, it is clear than the inclusion of the valid inequalities allow an initial solution feasible solution to be found on average approximately 63 [%] times faster. Moreover, an optimal solution with a MIP gap of less 1 [%] can be found approximately 29 [%] times faster. When the machine learning framework is applied to the test instances with 6 or more representative scheduling scenarios a solution with a MIP gap of less 1 [%] can be found approximately 38 [%] times faster. Moreover, when both the valid inequalities and the machine learning framework is integrated into the Benders decomposition procedure an initial solution with a MIP gap of 100 [%] can be found approximately 72 [%] times faster and a solution with a MIP gap of 5 [%] can be found approximately 47 [%] faster.

Figure 4 illustrates how the 4 solution frameworks that employ the Benders decomposition procedure converge utilizing different methods to compute their respective MIP gap. To ensure an apples to apples comparison, the run times for each set of test instances for each of the 4 solution frameworks have been normalized to their respective time that they take to reach an optimality gap of less than 1 [%]. Then for each of the solution procedures, the mean percentage of the MIP gap closed of the 10 test instances is plotted along with its respective confidence interval.

In the top sub-figure in Fig. 4 the MIP gap for each of the 4 solution frameworks is computed by utilizing the standard equation, \((\text{upperBound}(\cdot) - \text{lowerBound}(\cdot))/\text{upperBound}(\cdot)\), where \(\text{upperBound}(\cdot)\) is the best feasible solution found at the time under consideration and \(\text{lowerBound}(\cdot)\) is the tightest relaxed solution found at the time under consideration. From inspection of this sub-figure, it is clear that the valid inequalities effect the closure of the MIP gap more so than the machine learning framework.

In the middle sub-figure in Fig. 4 the MIP gap for each of the 4 solution frameworks is computed by the augmenting the standard equation, \((\text{bestUpperBound} - \text{lowerBound}(\cdot))/\text{bestUpperBound}\), by replacing \(\text{upperBound}(\cdot)\) with \(\text{bestUpperBound}\), where \(\text{bestUpperBound}\) is the best known upper bound to the problem. This in turn, allows for a clearer idea of how the lower bounds for each of the 4 solution frameworks converge to the optimal solution, given by \(\text{bestUpperBound}\). From inspection of this sub-figure, it is clear that when the valid inequalities included the machine learning framework is able to slightly decrease the time that it takes to converge to the optimal solution.

In the bottom sub-figure in Fig. 4 the MIP gap for each of the 4 solution frameworks is computed by the augmenting the standard equation, \((\text{upperBound}(\cdot) - \text{lowerBound}(\cdot))/\text{upperBound}(\cdot)\), by replacing \(\text{lowerBound}(\cdot)\) with \(\text{bestLowerBound}\), where \(\text{bestLowerBound}\) is the best known lower bound to the problem. By altering the equation in this manner, allows for a clearer picture as to how the upper bounds for each of the 4 solution frameworks converge to the optimal solution. From inspection of this sub-figure, it is evident that the valid inequalities allow for the MIP Gap to be closed by approximately immediately.
8.2 Convergence of the Machine Learning Framework

In this subsection, the manner in which the subproblems converge utilizing the machine learning framework is presented. Figure 5 illustrates how each of the subproblems converge for the test instance utilizing 4 scheduling scenarios.

Figure 5: Convergence of the Benders subproblems using the machine learning framework.

In each of the sub-figures in Fig. 5 the x-axis represents the iteration in the Benders decomposition procedure and the y-axis represents the normalized objective value evaluation of the subproblem under consideration. The objective value was normalized by utilizing by dividing the current objective value by its rolling maximum value. The color of the line indicates whether or not the
subproblem was resolved during the respective iteration of the Benders decomposition procedure. For instance, in the 1st scheduling scenario of the 1st planning period the scheduling subproblem was not solved in the last iteration of the Benders decomposition procedure, while in the 4th scheduling scenario of the 4th planning period the scheduling subproblem was solved. The is clear from the fact that the line is blue at the 50th iteration in the former case and red at the 50th iteration in the later case. The width of the upper and lower filled regions surrounding the line indicating the normalized normalized objective value evaluation signifies the rolling 95 [%] confidence interval. It should be noted that the number of historical iterations utilized in computing the rolling maximum value and the rolling 95 [%] confidence interval was set to 5, which corresponds to lenOfVar in Algorithm 1 and Algorithm 2.

9 Concluding Remarks

In this work, we present a solution framework for developing large-scale energy systems that can be expanded over the course of multiple planning periods. Traditionally, these problems are posed as integrated infrastructure planning and operational scheduling problems and solved via MIP solvers. Unfortunately, this class of problems is extremely computational difficult to solve even with a “state-of-the-art” MIP solver. Therefore, many practitioners utilize decomposition strategies such as the Benders decomposition. However, when these problems are decomposed they are still computationally difficult to solve.

Consequently, we have derived a set of valid inequalities that can be applied a priori to the Benders master problem, and we have developed a machine learning framework to identify which Benders subproblems should be solved in each iteration of the Benders decomposition procedure. To illustrate the effectiveness of the two different frameworks we have generated a case study and ran a set of computational experiments. The case study centers around a green energy system that produces hydrogen based fuels and H-DECs for transportation markets and utilities markets respectively in regions with high renewable energy potentials and transports them to regions with low renewable energy potentials or regions that contain other characteristics that make generating green fuels and green electricity locally uneconomical. The results show that the valid inequalities significantly strengthens the initial bounds to the problem and that the machine learning framework is able to identify the subproblems that should be solved more aggressively, while simultaneously identifying the subproblems whose solutions marginally affect and or improve the convergence of the Benders decomposition procedure.
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