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Abstract

In this paper, we study a method for finding robust solutions to multiobjective optimization problems under uncertainty. We follow the set-based minmax approach for handling the uncertainties which leads to a certain set optimization problem with the strict upper type set relation. We introduce, under some assumptions, a reformulation using instead the strict lower type set relation without sacrificing the compactness property of the image sets. This allows to apply vectorization results to characterize the optimal solutions of these set optimization problems as optimal solutions of a multiobjective optimization problem. We end up with multiobjective semi-infinite problems which can then be studied with classical techniques from the literature.
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1 Introduction

In real-world applications of optimization, it is usually the case that the problem to solve involves the minimization of different competing objectives simultaneously. Even more, the data defining the problem is most of the time obtained through methods that have known sources of errors, like the results of experiments or the measurements of some technical equipment. As a consequence, the problem is, in these cases, not completely available to the decision maker at optimization time. Traditionally, the fields of multiobjective and robust optimization have dealt with these two difficulties independently, namely the minimization of multiple objectives and the uncertainty in the data, respectively. However, because of practical relevance, the combination of techniques from both areas have received a lot of attention during the last decade.
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In robust optimization, the uncertainty of the data is modeled by identifying the uncertain problem as a parametric family of (deterministic) optimization problems, where every such problem is associated to one possible value of the uncertain vector of parameters in the model. This space of possible parameters is usually called the uncertainty set and must be specified before any optimization process can take place. Most of the research in this area then focuses on the definition of suitable optimality concepts and algorithms for finding solutions corresponding to those concepts. Typically, the main ingredient in the definition of an optimality concept is the construction of a deterministic optimization problem that represents, according to some specific criteria, the parametric family already modeled. These problems are referred in the literature as robust counterpart problems, and their solutions are called the robust solutions of the uncertain problem (in the sense of the corresponding robust counterpart). Thus, the robust counterpart problem plays a fundamental role as it completely specifies a concept of robust solution.

For single-objective optimization problems under uncertainty, perhaps the most popular concept is the one coming from the worst case or minmax approach [4]. There, roughly speaking, the robust counterpart problem attempts to minimize the supremum of the objective function over the uncertainty set while satisfying all possible constraints associated to all possible values of the vector of uncertain parameters. Throughout the years, two main extensions of this concept from the scalar case to the multiobjective setting have been proposed in the literature, namely the so called point-based minmax approach [15] and the set-based minmax approach [5]. In the point-based minmax approach, the robust counterpart problem minimizes the supremums over the uncertainty set of every objective function individually. However, by doing this, the fact that every objective function depends on a common number of uncertain parameters is missed and, as a consequence, the obtained robust solutions may be too conservative to be employed in practice. For a discussion on the price of robustness see [20]. This modelling drawback is somewhat alleviated with the set-based minmax approach. There, the robust counterpart problem is a set-valued optimization problem [13] in which a set-valued mapping associating to every decision a set of possible vector costs is minimized, therefore giving greater flexibility to the decision maker. However, because of the set-valued nature of the robust counterpart in this case, finding robust solutions w.r.t. this approach is computationally more challenging. This is precisely the topic of this paper.

Except for the branch and bound scheme described in [6] for the specific setting of decision uncertainty, algorithms for uncertain multiobjective optimization are based on some type of scalarization, see for instance [5, 9, 10, 12, 19]. The main drawback of the scalarization-based methods is that, in general, they are not able to recover all the solutions of the set optimization problem. In fact, the $\epsilon$-constraint method, which is known to overcome this difficulty in standard multiobjective optimization, will fail in this setting. Thus, algorithms that are able to deal with this problem are of interest.

Our main contribution to this aim is a generalization of the epigraphical reformulation known from single-objective uncertain optimization to the multiobjective setting. This approach consists of replacing the robust counterpart by a family of semi-infinite multiobjective optimization problems. In particular, we show that by doing this the structural difficulties of the set-valued robust counterpart are removed and, as a consequence, in a second step the decision maker can tackle these problems by combining classical techniques from multiobjective optimization and semi-infinite programming.
The paper is organized as follows. In Section 2 we collect the preliminaries including the required concepts from multiobjective and from set optimization, and we recall the vectorization results from [7] which are a main ingredient for our approach. Moreover, we formulate the uncertain multiobjective optimization problem. In Section 3 we find an equivalence between the different types of set relations which allows to make use of the mentioned vectorization results. As a consequence, we can formulate in Section 4 the epigraphical reformulation and we can provide results on the relation between the optimal solution sets of the reformulation and the uncertain multiobjective problem. Under some additional assumptions we even guarantee exactness of the approximation. We then conclude the paper in Section 5 with some final remarks.

2 Preliminaries

We begin this section by introducing the notation that will be used throughout the paper. We write \([p]\) for \(\{1, \ldots, p\}\) for any \(p \in \mathbb{N}\). For a set \(A \subseteq \mathbb{R}^m\), \(|A|, \text{cl } A, \text{ int } A, A^c\) denote the cardinality, the closure, the interior and the complement of \(A\), respectively. We denote by \(e\) the all-one vector of appropriate dimensions. \(|| \cdot ||\) denotes, unless otherwise stated, the Euclidean norm. Inequalities between vectors, i.e., \(\leq\) and \(<\), are understood in a component-wise sense, and if \(f: \mathbb{R}^n \to \mathbb{R}^m\), we denote by \(f_j\) the \(j^{th}\)-component of \(f\).

2.1 Multiobjective Optimization

We now start by recalling the notion of a multiobjective optimization problem, together with some of its optimal solution concepts. Let a nonempty set \(\Omega \subseteq \mathbb{R}^n\) and a vector-valued function \(f: \Omega \to \mathbb{R}^m\) be given. Then, the multiobjective optimization problem associated to this data is defined as

\[
\min_{x} f(x) \quad \text{s.t. } x \in \Omega. \tag{MP}
\]

We say that \(\bar{x} \in \Omega\) is a weakly efficient solution of \((MP)\) if there exists no \(x \in \Omega\) with \(f(x) < f(\bar{x})\) and we denote the set of weakly efficient solutions by \(\text{wargmin } (MP)\). We say that \(\bar{x} \in \Omega\) is an efficient solution of \((MP)\) if there exists no \(x \in \Omega\) with \(f(x) \leq f(\bar{x})\) and \(f(x) \neq f(\bar{x})\). Moreover, we say that \(\bar{x} \in \Omega\) is a strongly efficient solution of \((MP)\) if it holds for all \(x \in \Omega\) that \(f(\bar{x}) \leq f(x)\).

Closely related, for a set \(A \subseteq \mathbb{R}^m\), we will denote by \(\text{Min}(A, \mathbb{R}^m)\) the set of all efficient solutions of the multiobjective optimization problem

\[
\min_{y} y \quad \text{s.t. } y \in A.
\]

Moreover, from the practical point of view it is important to consider different notions of approximate solutions to multiobjective problems. For weakly efficient solutions, the following concept was introduced by Kutateladze [16] and will be often used in our results:

**Definition 2.1** Let \(\varepsilon \geq 0\) be given. We say that \(\bar{x} \in \Omega\) is an \(\varepsilon\)-weakly efficient solution of \((MP)\) if

\[
\exists x \in \Omega : f(x) < f(\bar{x}) - \varepsilon e.
\]

The set of \(\varepsilon\)-weakly efficient solutions is denoted by \(\varepsilon\)-wargmin \((MP)\).
2.2 Set Optimization

Next we recall a class of problems that generalize multiobjective problems, and that is referred in the literature as set optimization problems. There, we deal with the minimization of set-valued mappings. This class of problems is of particular interest to us because of two main reasons. On the one hand, they provide a unified way to define the solutions of the uncertain multiobjective optimization problem \((\text{UP})\), see page 6, that we will treat in this paper. On the other hand, previous results derived for set optimization problems will be a main tool in our work.

A distinctive feature of set optimization is the use of binary relations in order to compare the images of the set-valued objective mapping. Therefore, we first need to define those that will be used in our context. For these binary relations and the further basic concepts of set optimization we refer to the recent book [13].

**Definition 2.2** The following binary relations are defined on the class of nonempty subsets of \(\mathbb{R}^m\), i.e. for arbitrary nonempty sets \(A, B \subseteq \mathbb{R}^m\):

1. \(A \lessdot B \iff B \subseteq A + \text{int} \mathbb{R}_+^m\),
2. \(A \lessdot u B \iff B \subseteq A + \mathbb{R}_+^m\),
3. \(A \lessdot l B \iff A \subseteq B - \text{int} \mathbb{R}_+^m\),
4. \(A \lessdot u B \iff A \subseteq B - \mathbb{R}_+^m\).

We write \(A \lessdot u B\) and \(A \lessdot l B\) if the inequalities \(A \lessdot B\) and \(A \lessdot u B\) are not satisfied, respectively. In a similar way, we write \(A \lessdot l B\) and \(A \lessdot u B\).

The binary relations \(\lessdot l, \lessdot, \lessdot u, \lessdot u\) in Definition 2.2 are referred in the literature as the lower type, strict lower type, upper type, and strict upper type set relations, respectively. It is well known that \(\lessdot l\) and \(\lessdot u\) are preorder relations, but that they are not necessarily antisymmetric. Likewise, \(\lessdot l\) and \(\lessdot u\) are transitive, but in general fail to be reflexive or antisymmetric.

Let now \(\Omega \subseteq \mathbb{R}^n\) be a nonempty closed set and \(F : \Omega \rightarrow \mathbb{R}^m\) be a given set-valued mapping with \(F(x)\) nonempty for all \(x \in \Omega\). Then, the set optimization problem corresponding to this data is

\[
\min_{x \in \Omega} F(x) \tag{(SP)}
\]

**Definition 2.3** Let \(\bar{x} \in \Omega\) and let \(* \in \{l, u\}\). We say that \(\bar{x}\) is a \(*\)-weakly efficient solution of \((SP)\) if there exists no \(x \in \Omega\) with \(F(x) <^* F(\bar{x})\). The set of \(*\)-weakly efficient solutions of \((SP)\) is denoted by \(\text{wargmin}^*(SP)\).

In [7], the authors introduced a vectorization scheme for finding \(l\)-weakly efficient solutions of \((SP)\). There, for \(p \in \mathbb{N}\), the multiobjective optimization problem

\[
\min_{x,y^1,...,y^p} \begin{pmatrix} y^1 \\ \vdots \\ y^p \end{pmatrix} \tag{\(\mathcal{VP}_p\)}
\]

s.t. \(y^i \in F(x)\) for each \(i \in [p]\),
\(x \in \Omega\)
is considered. Some of the main results in that reference that will be employed by us are summarized in the theorem below. There, for \( \varepsilon \geq 0 \), the projection of the set \( \varepsilon \)-wargmin \((\mathcal{VP}_p)\) onto \( \mathbb{R}^n \) is denoted by \( \varepsilon \)-wargmin \(_x \) \((\mathcal{VP}_p)\), i.e.,

\[
\varepsilon \text{-wargmin}_x \ (\mathcal{VP}_p) := \{ x' \in \mathbb{R}^n \mid \exists y^1, \ldots, y^p \in F(x') : (x', y^1, \ldots, y^p) \in \varepsilon \text{-wargmin} \ (\mathcal{VP}_p) \}.
\]

We recall here Prop. 3.1(i), Theorem 3.5(i), Cor. 3.8(i), Theorem 4.4 and 4.5 from [7]:

**Theorem 2.4** Suppose that the set-valued mapping \( F \) is compact-valued. Then, the following statements hold:

(i) For every \( \varepsilon \geq 0 \), the sequence \( \{ \varepsilon \text{-wargmin}_x \ (\mathcal{VP}_p) \}_{p \geq 1} \) is monotonically increasing in \( p \) with respect to inclusion, i.e.,

\[
p_1 \leq p_2 \implies \varepsilon \text{-wargmin}_x \ (\mathcal{VP}_{p_1}) \subseteq \varepsilon \text{-wargmin}_x \ (\mathcal{VP}_{p_2}).
\]

(ii) The following approximation property is true:

\[
\bigcup_{p \in \mathbb{N}} \varepsilon \text{-wargmin}_x \ (\mathcal{VP}_p) \subseteq \text{wargmin}^l \ (\mathcal{SP}) = \bigcap_{\varepsilon > 0} \bigcup_{p \in \mathbb{N}} \varepsilon \text{-wargmin}_x \ (\mathcal{VP}_p).
\]

Furthermore, if \( F \) \((\text{wargmin}^l \ (\mathcal{SP}))\) is bounded, then for each \( \varepsilon > 0 \) we can find \( p \in \mathbb{N} \) such that

\[
\text{wargmin}_x \ (\mathcal{VP}_p) \subseteq \text{wargmin}^l \ (\mathcal{SP}) \subseteq \varepsilon \text{-wargmin}_x \ (\mathcal{VP}_p).
\]

(iii) Suppose that \( |\Omega| < +\infty \) or that \( \max_{x \in \Omega} |\text{Min}(F(x), \mathbb{R}^m)| < +\infty \). Then, there exists \( p \in \mathbb{N} \) such that

\[
\text{wargmin}_x \ (\mathcal{VP}_p) = \text{wargmin}^l \ (\mathcal{SP}). \tag{2.1}
\]

Furthermore, in the first case (2.1) holds with \( p = |\Omega| - 1 \); in the second case with \( p = \max_{x \in \Omega} |\text{Min}(F(x), \mathbb{R}^m)| \).

The existence of \( p \in \mathbb{N} \) such that (2.1) holds is known as the weakly minimal finite dimensional vectorization property, see [7]. A version of this property will be introduced in our context later on. The following theorem from [7, Theorem 3.9] is another result on the approximation quality of \( \text{wargmin}_x \ (\mathcal{VP}_p) \) which we need in the following.

**Theorem 2.5** Suppose that \( \Omega \) is compact, the mapping \( F \) is compact-valued, the set \( F(\Omega) \) is bounded, and \( \text{gph} \ F \) is closed. Then,

\[
\forall x \in \Omega, \exists \bar{x} \in \text{cl} \left( \bigcup_{p \in \mathbb{N}} \text{wargmin}_x \ (\mathcal{VP}_p) \right) : F(\bar{x}) \preceq F(x).
\]

### 2.3 The Uncertain Multiobjective Problem

In the final part of this section, we introduce the main problem of the paper. This will be done under the following setup:

**Assumption A** Let \( \Omega \subseteq \mathbb{R}^n \) and \( U \subseteq \mathbb{R}^k \) be nonempty and closed sets, with \( U \) compact. Furthermore, let \( f : \Omega \times U \to \mathbb{R}^m \) be a given continuous vector-valued function.
Under Assumption A, we study the uncertain multiobjective optimization problem

\[
\left\{ \min_x f(x, u) \quad \text{s.t. } x \in \Omega \mid u \in \mathcal{U} \right\}.
\]

(UP)

Thus, (UP) is formally represented as a parametric family of multiobjective optimization problems, where there is one such problem for each possible scenario \( u \in \mathcal{U} \). The parameter \( u \) in this case represents those in a model which are not available at optimization time, but for which we have as information that they belong to the uncertainty set \( \mathcal{U} \). In a more general setting, there are also uncertainties in the constraints.

As mentioned in the introduction, the main ingredient needed in order to define solution concepts for (UP) by using the robust approach is the so called robust counterpart problem. In this paper we follow the min-max set-based approach introduced in [5] and consider the associated set-valued mapping \( F_u : \Omega \rightrightarrows \mathbb{R}^m \) defined as

\[
F_u(x) := \{ f(x, u) \mid u \in \mathcal{U} \}.
\]

(2.2)

For every \( x \in \Omega \), the set \( F_u(x) \) represents the set of all possible vector costs associated to the decision \( x \). The robust counterpart of (UP) is then the set optimization problem

\[
\min_x F_u(x) \quad \text{s.t. } x \in \Omega.
\]

(RC)

**Definition 2.6** ([5, Definition 3.1]) Let Assumption A hold and let \( \bar{x} \in \Omega \). We say that \( \bar{x} \) is a robust weakly efficient solution of (UP) if it is a \( u \)-weakly efficient solution of (RC), i.e.,

\[
\exists x \in \Omega : F_u(x) \subseteq F_u(\bar{x}) - \text{int } \mathbb{R}^m,
\]

or, equivalently,

\[
\forall x \in \Omega : F_u(x) \nsubseteq^u F_u(\bar{x}).
\]

The set of robust weakly efficient solutions of (UP) will be denoted by \( \text{wargmin} \ (UP) \).

Note that, by definition, we have \( \text{wargmin} \ (UP) = \text{wargmin}^u \ (RC) \). It is worth mentioning that further concepts of robust efficiency and robust strict efficiency exist, but they are out of the scope of this work. For a discussion on different concepts see, for instance, [11, 20].

We concentrate here only on robust weakly efficient points as they have richer theoretical properties, and we hope that a more detailed analysis for the other concepts can be later pursued.

**Remark 2.7** In the single-objective case, i.e., for \( m = 1 \), it can be shown that \( \bar{x} \in \text{wargmin} \ (UP) \) if and only if \( \bar{x} \) is an optimal solution of the problem

\[
\min_x \sup_{u \in \mathcal{U}} f(x, u) \quad \text{s.t. } x \in \Omega.
\]

(2.3)

Problem (2.3) is well known as the classical robust counterpart problem of (UP) in this case, see [4]. Thus, (RC) is truly an extension of the min-max approach to the multiobjective setting.
3 A Connection between Set Relations

The results in [7] are based on comparing sets with the lower type set relation and they cannot be extended to other binary relations for sets in a straightforward way. For robust weak efficiency, see Definition 2.6, we work with the upper type set relation.

For that reason we provide in this section results which give equivalent characterizations of $A \triangleleft u B$ by using the set relation $\triangleleft l$. In [2, Proposition 3.1] it was shown that for any nonempty sets $A, B \subseteq \mathbb{R}^m$ the equivalence

$$A \triangleleft u B \iff (A - \mathbb{R}^m_+)^c \triangleleft l (B - \mathbb{R}^m_+)^c$$

holds.

However, we need an equivalent reformulation which is still based on comparing compact sets as this is required for applying Theorem 2.4. For that reason we need more complicated constructions in this section by introducing suitable intersections. For the proofs we make use of the following functional.

To any nonempty compact set $A \subseteq \mathbb{R}^m$, we define the functional

$$\psi_A : \mathbb{R}^m \to \mathbb{R}$$

by

$$\psi_A(y) := \min_{a \in A} \max_{j \in [m]} \{y_j - a_j\},$$

which is related to minimizing a special case of the well-known Tammer-Weidner functional [21]. We need this functional and its properties for proving our results on the binary relations for sets. Note that, in particular, we have $\psi_{\{0\}}(y) = \max_{j \in [m]} \{y_j\}$. For simplicity, we will write $\psi$ in place of $\psi_{\{0\}}$. Furthermore, it is clear that

$$\begin{align*}
-\mathbb{R}^m_+ &= \{y \in \mathbb{R}^m | \psi(y) \leq 0\}, \\
\text{int } \mathbb{R}^m_+ &= \{y \in \mathbb{R}^m | \psi(y) < 0\}.
\end{align*}$$

Lemma 3.1 Let $A \subseteq \mathbb{R}^m$ be nonempty and compact, and consider the associated functional $\psi_A$ given in (3.1). Then, the following statements hold:

(i) $\psi_A$ is Lipschitz continuous on $\mathbb{R}^m$, i.e., there exists a constant $L > 0$ such that

$$\forall y^1, y^2 \in \mathbb{R}^m : |\psi_A(y^1) - \psi_A(y^2)| \leq L\|y^1 - y^2\|,$$

(ii) $\psi_A$ is $\mathbb{R}^m_+$-monotone, i.e., $\forall y^1, y^2 \in \mathbb{R}^m : y^1 \preceq y^2 \implies \psi_A(y^1) \leq \psi_A(y^2)$,

(iii) $\psi_A$ satisfies the translation invariance property with respect to $e$, i.e.,

$$\forall y \in \mathbb{R}^m, t \in \mathbb{R} : \psi_A(y + te) = \psi_A(y) + t,$$

(iv) $A - \mathbb{R}^m_+ = \{y \in \mathbb{R}^m | \psi_A(y) \leq 0\}$,

(v) $\text{cl } (A - \mathbb{R}^m_+)^c = \{y \in \mathbb{R}^m | \psi_A(y) \geq 0\}$,

Proof. (i), (ii), (iii) If $A = \{0\}$, it is easy to see that $\psi$ satisfies the properties. For the general case we can take into account that $A$ is compact to deduce these properties from those of the functional $\psi$.

(iv) Let $y \in A - \mathbb{R}^m_+$. Then, $y = a - k$ for some $a \in A$ and $k \in \mathbb{R}^m_+$. Taking into account (3.2), we now deduce that

$$\psi_A(y) \leq \psi(y - a) = \psi(-k) \leq 0.$$
Thus, \( A - \mathbb{R}^m_+ \subseteq \{ y \in \mathbb{R}^m \mid \psi_A(y) \leq 0 \} \).

Suppose now that \( y \in \mathbb{R}^m \) is given with \( \psi_A(y) \leq 0 \). Then, because \( A \) is compact and \( \psi \) is continuous, there exists \( a \in A \) such that \( \psi_A(y) = \psi(y - a) \). Therefore, we get \( \psi(y - a) \leq 0 \), which implies \( y \in \{ a \} - \mathbb{R}^m_+ \subseteq A - \mathbb{R}^m_+ \) according to (3.2).

(v) From statement (iv), we have \( \overline{\{ A - \mathbb{R}^m_+ \}^c} = \overline{\{ y \in \mathbb{R}^m \mid \psi_A(y) > 0 \}} \). Therefore, in order to finish the proof, we just need to show that

\[
\overline{\{ y \in \mathbb{R}^m \mid \psi_A(y) > 0 \}} = \{ y \in \mathbb{R}^m \mid \psi_A(y) \geq 0 \}.
\]

The inclusion \( \overline{\{ y \in \mathbb{R}^m \mid \psi_A(y) > 0 \}} \subseteq \{ y \in \mathbb{R}^m \mid \psi_A(y) \geq 0 \} \) follows from the continuity of \( \psi_A \) in statement (i). In order to see the second inclusion, fix \( \bar{y} \in \mathbb{R}^m \) such that \( \psi_A(\bar{y}) \geq 0 \). If \( \psi_A(\bar{y}) > 0 \) there is nothing to prove. Suppose now that \( \psi_A(\bar{y}) = 0 \). Then, according to statement (iii), for every \( t > 0 \) we have

\[
\psi_A(\bar{y} + te) = \psi_A(\bar{y}) + t = t > 0.
\]

Thus, \( \bar{y} + te \in \{ y \in \mathbb{R}^m \mid \psi_A(y) > 0 \} \) for any \( t > 0 \). By letting \( t \to 0 \), we deduce that \( \bar{y} \in \overline{\{ y \in \mathbb{R}^m \mid \psi_A(y) > 0 \}} \), as desired. \( \square \)

By using sublevel sets of this functional we can give a first reformulation for the set relation \( <^u \).

**Lemma 3.2** Let \( A, B \subseteq \mathbb{R}^m \) be nonempty compact sets. Then,

\[
A <^u B \iff \exists \varepsilon > 0 : A - \mathbb{R}_+^m \subseteq \{ y \in \mathbb{R}^m \mid \psi_B(y) \leq -\varepsilon \}.
\]

**Proof.** Suppose first that \( A <^u B \) and set \( \varepsilon := -\sup_{a \in A} \psi_B(a) \). We claim that \( \varepsilon > 0 \). Indeed, because \( A \) is compact and \( \psi_B \) is continuous according to Lemma 3.1 (i), there exists an element \( \bar{a} \in A \) such that

\[
\psi_B(\bar{a}) = \sup_{a \in A} \psi_B(a).
\]

(3.3)

Now, since \( A <^u B \), we can find an element \( \bar{b} \in B \) such that \( \bar{a} < \bar{b} \). It then follows from (3.3) and (3.2) that

\[
\varepsilon = -\psi_B(\bar{a}) = -\min_{b \in \bar{B}} \psi(\bar{a} - b) \geq -\psi(\bar{a} - \bar{b}) > 0.
\]

Next, by the definition of \( \varepsilon \), we get that \( A \subseteq \{ y \in \mathbb{R}^m \mid \psi_B(y) \leq -\varepsilon \} \). Using the \( \mathbb{R}_+^m \)-monotonicity of \( \psi_B \) from Lemma 3.1, we then deduce that

\[
A - \mathbb{R}_+^m \subseteq \{ y \in \mathbb{R}^m \mid \psi_B(y) \leq -\varepsilon \}.
\]

(3.4)

Conversely, assume that for some \( \varepsilon > 0 \) the inclusion (3.4) holds and fix \( a \in A \). Then, from Lemma 3.1 (iii) and (3.4) we find that

\[
\psi_B(a + \varepsilon e) = \psi_B(a) + \varepsilon \leq -\varepsilon + \varepsilon = 0.
\]

(3.5)

According to Lemma 3.1 (iv), the inequality in (3.5) now implies that \( a + \varepsilon e \in B - \mathbb{R}_+^m \). Thus, we obtain that

\[
a = a + \varepsilon e - \varepsilon e \subseteq B - \mathbb{R}_+^m - \{ \varepsilon e \} \subseteq B - \text{int} \mathbb{R}_+^m.
\]

(3.6)

Since \( a \) was arbitrarily chosen in \( A \), the inclusion (3.6) proves that \( A <^u B \). \( \square \)
In the rest of the paper, for a closed, convex, pointed and solid cone $C \subseteq \mathbb{R}^m$ and arbitrary elements $y^1, y^2 \in \mathbb{R}^m$, we define the sets
\[
[y^1, y^2]_C := \left(\{y^1\} + C\right) \cap \left(\{y^2\} - \mathbb{R}^+_m\right),
\]
and
\[
(y^1, y^2)_C := \left(\{y^1\} + \text{int } C\right) \cap \left(\{y^2\} - \text{int } \mathbb{R}^+_m\right).
\]
Recall that a set $C \subseteq \mathbb{R}^m$ is a cone if $\lambda \geq 0$ and $c \in C$ imply $\lambda c \in C$. It is called pointed if $C \cap (-C) = \{0\}$ and solid if int $C \neq \emptyset$. For the cone $C$ we will make use of a set which is strictly contained in the ordering cone $\mathbb{R}^+_m$ in the sense that $C \setminus \{0\} \subseteq \text{int } \mathbb{R}^+_m$. As a consequence, the above sets satisfy $[y^1, y^2]_C \subseteq (y^1, y^2)_C \subseteq (y^1, y^2) \subseteq \{y \in \mathbb{R}^m | y^1 \leq y \leq y^2\}$ and $(y^1, y^2)_C \subseteq \{y \in \mathbb{R}^m | y^1 < y < y^2\}$.

**Lemma 3.3** Let $A \subseteq \mathbb{R}^m$ be nonempty and compact, and $C \subseteq (\text{int } \mathbb{R}^+_m) \cup \{0\}$ be a closed, convex, pointed and solid cone. Suppose that the elements $\ell b, ub(A) \in \mathbb{R}^m$ are such that $A \subseteq (\ell b, ub(A))_C$. Then,
\[
\cl(A - \mathbb{R}^+_m)^c \cap (\{\ell b\} + C) \subseteq \left(\cl(A - \mathbb{R}^+_m)^c \cap [\ell b, ub(A)]_C\right) + \mathbb{R}^+_m.
\]

**Proof.** Let $y \in \cl(A - \mathbb{R}^+_m)^c \cap (\{\ell b\} + C)$. Then, we have $v := y - \ell b \in C$ and, according to Lemma 3.1 (v), that $\psi_A(y) \geq 0$. Furthermore, since $A \subseteq \{\ell b\} + \text{int } C$ and $A$ is nonempty, we can take an element $a \in A$ to deduce that
\[
\psi_A(y - v) = \psi_A(\ell b) \leq \psi(\ell b - a) < 0,
\]
where the last inequality follows from (3.2) and the fact that int $C \subseteq \text{int } \mathbb{R}^+_m$. Applying now the intermediate value theorem, we get the existence of $\bar{t} \in [0, 1)$ such that $\bar{y} := y - \bar{t} v$ satisfies $\psi_A(\bar{y}) = 0$. Thus, from Lemma 3.1 (v), we obtain that $\bar{y} \in \cl(A - \mathbb{R}^+_m)^c$. Applying also Lemma 3.1 (iv), we get that $\bar{y} \in A - \mathbb{R}^+_m \subseteq \{ub(A)\} - \mathbb{R}^+_m$. Furthermore, because $\bar{t} < 1$, we find that
\[
\bar{y} - \ell b = y - \bar{t} v - \ell b = y - \bar{t}(y - \ell b) - \ell b = (1 - \bar{t})(y - \ell b) = (1 - \bar{t})v \in C.
\]
This shows that $\bar{y} \in \cl(A - \mathbb{R}^+_m)^c \cap [\ell b, ub(A)]_C$. The statement then follows from the fact that $y - \bar{y} = \bar{t} v \in C$ and $C \subseteq \mathbb{R}^+_m$. \hfill \fbox

**Proposition 3.4** Let $A \subseteq \mathbb{R}^m$ be nonempty and compact. Then,
\[
\cl(A - \mathbb{R}^+_m)^c = (A - \text{int } \mathbb{R}^+_m)^c.
\]

**Proof.** First, from $A - \text{int } \mathbb{R}^+_m \subseteq A - \mathbb{R}^+_m$ we deduce that $(A - \mathbb{R}^+_m)^c \subseteq (A - \text{int } \mathbb{R}^+_m)^c$. Therefore, by taking the closure on both sides of this inclusion we obtain
\[
\cl(A - \mathbb{R}^+_m)^c \subseteq (A - \text{int } \mathbb{R}^+_m)^c.
\]
In order to see the other inclusion, take any $y \in (A - \text{int } \mathbb{R}^+_m)^c$ and consider the sequence $\{y + k^{-1}e\}_{k \in \mathbb{N}}$. Then, $\{y + k^{-1}e\}_{k \in \mathbb{N}} \subseteq (A - \mathbb{R}^+_m)^c$. Otherwise, for some $k \in \mathbb{N}$ we have $y + k^{-1}e \in A - \mathbb{R}^+_m$, which would imply $y \in A - \mathbb{R}^+_m - \{k^{-1}e\} \subseteq A - \text{int } \mathbb{R}^+_m$, a contradiction. Since $y = \lim_{k \to \infty} y + k^{-1}e$ and $y$ was chosen arbitrarily, it follows that $(A - \text{int } \mathbb{R}^+_m)^c \subseteq \cl(A - \mathbb{R}^+_m)^c$. \hfill \fbox
The next theorem gives the desired reformulation of the binary relation $<^u$ by using $<^l$, for compact sets $A$ and $B$ for which a strict common lower bound $\ell b \in \mathbb{R}^m$ w.r.t. $C$ exists in the sense that $A \subseteq \{\ell b\} + \text{int } C$ and $B \subseteq \{\ell b\} + \text{int } C$. The existence of upper bounds $ub(A)$ and $ub(B)$ with $A \subseteq \{ub(A)\} - \text{int } \mathbb{R}^m_+$ and $B \subseteq \{ub(B)\} - \text{int } \mathbb{R}^m_+$ is not restrictive, as the sets $A$ and $B$ have been assumed to be compact and one can take for $ub(A)$, for instance, a point $u \in \mathbb{R}^m$ which is component-wise defined by $u_j := (\max_{a \in A} a_j) + \gamma$ for $j \in [m]$ and some $\gamma > 0$. For an illustration of the equivalence of the strict binary relations of sets from the next theorem see Figure 1.

**Theorem 3.5** Let $A, B \subseteq \mathbb{R}^m$ be nonempty compact sets. Suppose that there exists a closed, convex, pointed and solid cone $C \subseteq (\text{int } \mathbb{R}^m_+) \cup \{0\}$, together with elements $\ell b, ub(A), ub(B) \in \mathbb{R}^m$, such that $A \subseteq (\ell b, ub(A))_C$ and $B \subseteq (\ell b, ub(B))_C$. Then, the following statements are equivalent:

(i) $A <^u B$,

(ii) $\text{cl } (A - \mathbb{R}^m_+)^c \cap [\ell b, ub(A)]_C <^l \text{cl } (B - \mathbb{R}^m_+)^c \cap [\ell b, ub(B)]_C$.

**Proof.** Note that from Lemma 3.1 (v) we have

$$\text{cl } (B - \mathbb{R}^m_+)^c \cap [\ell b, ub(B)]_C = \{y \in \mathbb{R}^m \mid \psi_B(y) \geq 0\} \cap [\ell b, ub(B)]_C.$$  \hspace{1cm} (3.8)

We start by showing that (i) implies (ii) and hence we suppose that $A <^u B$. Then, according to Lemma 3.2, we can find $\varepsilon > 0$ such that $A - \mathbb{R}^m_+ \subseteq \{y \in \mathbb{R}^m \mid \psi_B(y) \leq -\varepsilon\}$. Taking complements and closure in this inclusion, we get

$$\text{cl } \{y \in \mathbb{R}^m \mid \psi_B(y) > -\varepsilon\} \subseteq \text{cl } (A - \mathbb{R}^m_+)^c.$$  \hspace{1cm} (3.9)

Furthermore, arguing similarly to the proof of Lemma 3.1 (v), we find that

$$\text{cl } \{y \in \mathbb{R}^m \mid \psi_B(y) > -\varepsilon\} = \{y \in \mathbb{R}^m \mid \psi_B(y) \geq -\varepsilon\}.$$
Thus, (3.9) is equivalent to the inclusion
\[ \{ y \in \mathbb{R}^m \mid \psi_B(y) \geq -\varepsilon \} \subseteq \text{cl} \left( A - \mathbb{R}_+^m \right)^c, \] (3.10)
which implies
\[ \{ y \in \mathbb{R}^m \mid \psi_B(y) \geq -\varepsilon \} \cap [\ell b, ub(A)]_C \subseteq \text{cl} \left( A - \mathbb{R}_+^m \right)^c \cap [\ell b, ub(A)]_C. \] (3.11)
Fix now \( y \in \text{cl} \left( B - \mathbb{R}_+^m \right)^c \cap [\ell b, ub(B)]_C \), and the element \( v := y - \ell b \in C \). Then, because \( B \subseteq \{ \ell b \} + \text{int} \ C \), it is clear that \( \ell b \in B - \text{int} \mathbb{R}^m_+ \). As \( y \in \text{cl} \left( B - \mathbb{R}_+^m \right)^c \), we have by Proposition 3.4 that \( v \neq 0 \), and, as \( v \in C \subseteq \left( \text{int} \mathbb{R}_+^m \right) \cup \{0\} \), that \( v \in \text{int} \mathbb{R}_+^m \).

Now, according to (3.8), we know that \( \psi_B(y) \geq 0 \). Therefore, using the continuity of \( \psi_B \) by Lemma 3.1 (i), we deduce the existence of \( \check{t} \in (0,1) \) such that the vector \( \check{y}' := y - \check{t}v \) satisfies \( \psi_B(\check{y}') \geq -\varepsilon \). On the other hand, for such \( \check{t} \), we also get
\[ \check{y}' - \ell b = y - \check{t}(y - \ell b) - \ell b = (1 - \check{t})v \in C. \] (3.12)
Thus, the element \( \check{y}' \) satisfies \( \psi_B(\check{y}') \geq -\varepsilon \) and \( \check{y}' \in \{ \ell b \} + C \). Taking into account (3.10), we then obtain
\[ \check{y}' \in \text{cl} \left( A - \mathbb{R}_+^m \right)^c \cap (\{ \ell b \} + C). \] (3.13)
We can now apply Lemma 3.3 to find an element \( \bar{y} \in \text{cl} \left( A - \mathbb{R}_+^m \right)^c \cap [\ell b, ub(A)]_C \) such that \( \bar{y} \leq \check{y}' \). Since \( v \in \text{int} \mathbb{R}_+^m \), this then implies \( \bar{y} \leq \check{y}' < y \), as desired. As \( y \) was chosen arbitrarily we are done with showing that (i) implies (ii).

It remains to show that (ii) implies (i). For doing so, we prove that \( A \nless^u B \) implies that (ii) is not satisfied. If \( A \nless^u B \), it is possible to find \( a \in A \) such that \( a \notin B - \text{int} \mathbb{R}_+^m \).

Thus, by Proposition 3.4, we have \( a \in \text{cl} \left( B - \mathbb{R}_+^m \right)^c \cap (\{ \ell b \} + C) \). Applying now Lemma 3.3, we find \( \bar{a} \in \text{cl} \left( B - \mathbb{R}_+^m \right)^c \cap [\ell b, ub(B)]_C \) such that \( \bar{a} \leq a \). In order to finish the proof, it suffices to show that
\[ \bar{a} \notin \text{cl} \left( A - \mathbb{R}_+^m \right)^c \cap [\ell b, ub(A)]_C + \text{int} \mathbb{R}_+^m. \]
This is indeed the case, as otherwise there exists \( \bar{y} \in \text{cl} \left( A - \mathbb{R}_+^m \right)^c \cap [\ell b, ub(A)]_C \) such that \( \bar{y} \leq \bar{a} \). Therefore, we can find a sequence \( \{ y^k \}_{k \in \mathbb{N}} \subseteq \left( A - \mathbb{R}_+^m \right)^c \) such that \( y^k \to \bar{y} \).

Because \( \bar{y} < \bar{a} \), we then have that \( y^k < \bar{a} \) for \( k \) large enough. We then deduce that
\[ y^k \in \{ \bar{a} \} - \text{int} \mathbb{R}_+^m \leq \{ a \} - \mathbb{R}_+^m - \text{int} \mathbb{R}_+^m \leq A - \mathbb{R}_+^m, \]
a contradiction. The proof is complete. \( \square \)

The following example shows that the use of a cone \( C \subseteq (\text{int} \mathbb{R}_+^m) \cup \{0\} \) is essential for the result in Theorem 3.5.

**Example 3.6** For \( A = \{ y \in \mathbb{R}^2 \mid \| y - (-1,0)^T \|_2 \leq 1 \} \) and \( B = \{ y \in \mathbb{R}^2 \mid \| y - (2,0)^T \|_2 \leq 2 \} \) it holds \( A \nless^u B \). For \( C = \mathbb{R}_+^m \) and \( \ell b = (-2.1, -2.1)^T \), \( ub(A) = (0.1, 1.1)^T \), and \( ub(B) = (4.1, 2.1)^T \) we have that \( A \subseteq (\ell b, ub(A))_C \) and \( B \subseteq (\ell b, ub(B))_C \), but only \( \text{cl} \left( A - \mathbb{R}_+^m \right)^c \cap [\ell b, ub(A)]_C \leq^l \text{cl} \left( B - \mathbb{R}_+^m \right)^c \cap [\ell b, ub(B)]_C \), and not \( \text{cl} \left( A - \mathbb{R}_+^m \right)^c \cap [\ell b, ub(A)]_C \leq^l \text{cl} \left( B - \mathbb{R}_+^m \right)^c \cap [\ell b, ub(B)]_C \).
4 Epigraphical Reformulations

This section is devoted to the formalization of an epigraphical reformulation for (UP) and the description of its main properties. As a motivation we start by recalling that for uncertain single-objective optimization problems we have that

$$\min_{x,y} \quad y \quad \text{s.t.} \quad f(x,u) \leq y \quad \forall \ u \in \mathcal{U}, \quad x \in \Omega \quad (4.1)$$

is an equivalent formulation of the already discussed (single-objective) robust counterpart (2.3). This is meant in the sense that some point $\bar{x}$ solves (2.3) if and only if there exists some $\bar{y} \in \mathbb{R}$ such that $(\bar{x}, \bar{y})$ solves (4.1). Considering (4.1) instead of (2.3) has the important theoretical advantage that semi-infinite methods can be applied in general nonconvex settings. Moreover, in case of convexity, reformulations of the semi-infinite constraints are possible and already well studied, see for example [3, 4].

Thus, such an epigraphical reformulation is very attractive from the computational point of view. The issue is that (RC) is now a set optimization problem and it is not clear what the epigraphical reformulation is in this more general case. In order to extend (4.1) to deal with the more general robust counterpart (RC) in the multiobjective setting, the following concept of proper boundedness will be important for being able to apply the results from Theorem 3.5.

**Definition 4.1** Let Assumption A hold. We say that the function $f$ is properly lower bounded on $\Omega \times \mathcal{U}$ if there exists $\ell_b \in \mathbb{R}^m$ and a closed, convex, pointed and solid cone $C$ such that $C \subseteq (\text{int } \mathbb{R}^m_+) \cup \{0\}$ and $f(\Omega \times \mathcal{U}) \subseteq \{\ell_b\} + \text{int } C$. In that case, we also say that $f$ is properly lower bounded on $\Omega \times \mathcal{U}$ with respect to $\ell_b$ and $C$.

**Remark 4.2** There are already boundedness concepts for functions which are related to the above definition of proper boundedness. The function $f$ is called lower bounded on $\Omega \times \mathcal{U}$ if there exists a point $\ell_b \in \mathbb{R}^m$ such that $f(\Omega \times \mathcal{U}) \subseteq \{\ell_b\} + \text{int } \mathbb{R}^m_+$. Moreover, the function $f$ is said to be bounded on $\Omega \times \mathcal{U}$ if the set $f(\Omega \times \mathcal{U})$ is a bounded subset of $\mathbb{R}^m$.

It is then easy to verify that it holds under our assumptions that:

(i) If the function $f$ is properly lower bounded on $\Omega \times \mathcal{U}$, then it is also lower bounded.

(ii) If the function $f$ is bounded on $\Omega \times \mathcal{U}$, then it is properly lower bounded. In particular, if $\Omega$ is compact, then $f$ is properly lower bounded on $\Omega \times \mathcal{U}$.

(iii) If $m = 1$, then the concepts of lower boundedness and proper lower boundedness of $f$ on $\Omega \times \mathcal{U}$ coincide.

In this section we work under the following assumption.

**Assumption B** In addition to Assumption A, let $\ell_b \in \mathbb{R}^m$ and a closed, convex, pointed, solid cone $C \subseteq \text{int } \mathbb{R}^m_+ \cup \{0\}$ be given, and suppose that $f$ is properly lower bounded on $\Omega \times \mathcal{U}$ with respect to $\ell_b$ and $C$.
Next we consider the vector-valued map $ub : \Omega \to \mathbb{R}^m$ defined by

$$ub(x) := \begin{pmatrix} \sup_{u \in U} f_1(x, u) \\ \vdots \\ \sup_{u \in U} f_m(x, u) \end{pmatrix} + e \quad (4.2)$$

and the set-valued mapping $F : \Omega \rightrightarrows \mathbb{R}^m$ defined by

$$F(x) := \text{cl} \left( F_U(x) - \mathbb{R}^m_+ \right) \cap [lb, ub(x)]_C. \quad (4.3)$$

**Remark 4.3** It is worth mentioning that the map $ub(\cdot)$ already plays an important role in the context of robust multiobjective optimization when choosing the point-based minmax approach. There, more concretely, the map $\tilde{ub}(\cdot) := ub(\cdot) - e$ completely defines the associated robust counterpart problem, see [15]. In the setup of this paper however, $ub(\cdot)$ is used only as an upper bound map for constructing an appropriate compact-valued set-valued mapping.

Note that, due to the continuity of $f$ and the compactness of $U$, the map $ub$ is well defined. Consequently, the mapping $F$ in (4.3) is well defined. Moreover, from the proper boundedness of $f$, the definition of $F_U$ in (2.2) and of $F$ in (4.2), it follows that

$$\forall x \in \Omega : F_U(x) \subseteq (lb, ub(x))_C. \quad (4.4)$$

We can then introduce the following parametric family of multiobjective problems indexed by $p \in \mathbb{N}$ which will be our epigraphical reformulation as we discuss next.

$$\begin{array}{ll}
\min & y_1 \\
\text{s.t.} & \min_{j \in [m]} \{ f_j(x, u) - y_j \} \leq 0 \quad \forall u \in U, \ i \in [p], \\
& y_i - lb \in C, \quad \forall i \in [p], \\
& x \in \Omega.
\end{array} \quad (\mathcal{MP}_p)$$

In the single-objective case, i.e., $m = 1$, we have, for $p = 1$ and $C = \mathbb{R}_+$, that $(\mathcal{MP}_p)$ is equivalent to (4.1). Thus, the parametric family $\{(\mathcal{MP}_p)\}_{p \in \mathbb{N}}$ extends (4.1) to the multiobjective setting. However, as we will see throughout the remaining of the section, unlike for uncertain single-objective problems, just considering $(\mathcal{MP}_p)$ for $p = 1$ may not be enough in the general case.

### 4.1 Approximation Properties

We start by collecting some basic properties of the auxiliary set-valued mapping $F$ from (4.3).

**Proposition 4.4** Let Assumption $B$ hold. Then for $F$ as defined in (4.3) it holds

(i) $F(x)$ is nonempty and compact for all $x \in \Omega$,

(ii) if $\tilde{\Omega} \subseteq \Omega$ is nonempty and $f(\tilde{\Omega} \times U)$ is bounded, then $F(\tilde{\Omega})$ is bounded,
(iii) \( \text{gph } F \) is closed,

(iv) \( \forall x, x' \in \Omega : F_{uv}(x) <^u F_{uv}(x') \iff F(x) <^l F(x') \),

(v) \( \forall x, x' \in \Omega : F(x) <^l F(x') \implies F_{uv}(x) \leq^u F_{uv}(x') \).

Proof. Statement (i) follows immediately from the definition.

For (ii), if \( f(\bar{\Omega} \times U) \) is bounded, we can find in particular a vector \( \bar{z} \in \mathbb{R}^m \) such that \( f(\bar{\Omega} \times U) \subseteq \{ \bar{z} \} - \mathbb{R}^m_+ \). By taking into account the definition of \( F \) and the definition of \( \text{ub}(x) \) in (4.2), it then follows that

\[
F(\bar{\Omega}) \subseteq (\{ \ell b \} + \mathbb{R}^m_+) \cap (\{ \bar{z} + e \} - \mathbb{R}^m_+) ,
\]

which is a bounded set. Thus, \( F(\bar{\Omega}) \) is bounded.

In order to show (iii), i.e. the closedness of \( \text{gph } F \), we fix a sequence \( \{(x^k, y^k)\}_{k \in \mathbb{N}} \subseteq \text{gph } F \) such that \( \lim_{k \to \infty} (x^k, y^k) = (\bar{x}, \bar{y}) \). Then, by the definition of \( F \), we have for all \( k \in \mathbb{N} \) that \( y^k \in [\ell b, \text{ub}(x^k)]_C \). By Proposition 3.4, we further have for all \( k \in \mathbb{N} \) that \( y^k \notin F_{uv}(x^k) - \text{int } \mathbb{R}^m_+ \) and thus for all \( u \in U \) that \( y^k \notin f(x^k, u) \). Now, since \( \Omega \) is closed, in particular \( \bar{x} \in \Omega \). Moreover, because of Berge’s Maximum Theorem [1, Theorem 17.31], we have that \( \text{ub} \) is continuous. This, combined with the closedness of \( C \), allows us to take the limit in \( y^k \in [\ell b, \text{ub}(x^k)]_C \) for \( k \to \infty \) to obtain

\[
\bar{y} \in [\ell b, \text{ub}(\bar{x})]_C .
\]

Now we consider \( y^k \notin f(x^k, u) \) for all \( u \in U \). First, fix some \( u \in U \). We have for all \( k \in \mathbb{N} \) that there exists at least one \( i \in [m] \) with \( f_i(x^k, u) \leq y^k_i \). By taking suitable subsequences and the continuity of \( f \) into account, we obtain for at least one \( i \in [m] \) that \( f_i(\bar{x}, u) \leq \bar{y}_i \). As a consequence, for all \( u \in U \), we have \( \bar{y} \notin F_{uv}(\bar{x}) - \text{int } \mathbb{R}^m_+ \). According to Proposition 3.4, this is now equivalent to \( \bar{y} \in \text{cl}(F_{uv}(\bar{x}) - \mathbb{R}^m_+) \). From this and (4.5), it then follows that \( \bar{y} \in F(\bar{x}) \), which shows the closedness of \( F \).

To see (iv) note that from the continuity of \( f \) and the compactness of \( U \), it is clear that \( F_{uv} \) is compact-valued. The statement is then an immediate consequence of (4.4) and Theorem 3.5.

In order to see (v), fix \( x, x' \in \Omega \) such that \( F(x) \leq^l F(x') \). Suppose now that \( F_{uv}(x) \nless^u F_{uv}(x') \). Then, there exists \( y \in F_{uv}(x) \cap (F_{uv}(x') - \mathbb{R}^m_+)^c \). Therefore, according to (4.4), we have that \( y \in (\{ \ell b \} + \text{int } C) \cap (F_{uv}(x') - \mathbb{R}^m_+)^c \), an open set. Consequently, we can find some small \( t > 0 \) such that \( y - te \in (\{ \ell b \} + \text{int } C) \cap (F_{uv}(x') - \mathbb{R}^m_+)^c \). It follows now from Lemma 3.3 the existence of \( y' \in F(x') \) such that \( y' \leq y - te \). Moreover, since \( F(x) \leq^l F(x') \), there exists \( z \in F(x) \) such that \( z \leq y' \). Thus, in particular, \( z \leq y - te \). However, this would imply that

\[
z \in F_{uv}(x) - \{ te \} - \mathbb{R}^m_+ \subseteq F_{uv}(x) - \text{int } \mathbb{R}^m_+ ,
\]

which, taking into account Proposition 3.4, contradicts the fact that \( z \in F(x) \). The statement follows.

The following proposition shows an important connection between (SP) (from now on with \( F \) given by (4.3)) and the robust weakly efficient solutions of (UP).

**Proposition 4.5** Let Assumption B hold and \( F \) be given by (4.3). Then it holds that \( \text{wargmin}(\text{UP}) = \text{wargmin}^l(\text{SP}) \).
Proof. It is an immediate consequence of Proposition 4.4 (iv). □

Proposition 4.5 opens the door to apply the results from Theorem 2.4 to our context. The first step in this direction is the following lemma.

**Lemma 4.6** Let Assumption B hold. Then,

\[
\forall x \in \Omega : \text{cl} \left( F_\mathcal{U}(x) - \mathbb{R}^m_+ \right)^c = \left\{ y \in \mathbb{R}^m \mid \min_{j \in [m]} \{ f_j(x, u) - y_j \} \leq 0 \quad \forall u \in \mathcal{U} \right\}.
\]

**Proof.** Fix \( x \in \Omega \). Then, taking into account that \( F_\mathcal{U}(x) \) is compact, Lemma 3.1 (v), (3.1) and the definition of \( F_\mathcal{U} \) in (2.2), we deduce

\[
\text{cl} \left( F_\mathcal{U}(x) - \mathbb{R}^m_+ \right)^c = \left\{ y \in \mathbb{R}^m \mid -\psi_{F_\mathcal{U}(x)}(y) \leq 0 \right\} = \left\{ y \in \mathbb{R}^m \mid \min_{y \in F_\mathcal{U}(x)} \psi(y - y') \leq 0 \right\} = \left\{ y \in \mathbb{R}^m \mid \min_{u \in \mathcal{U}} \psi(y - f(x, u)) \leq 0 \right\} = \left\{ y \in \mathbb{R}^m \mid \max_{u \in \mathcal{U}} -\psi(y - f(x, u)) \leq 0 \right\} = \left\{ y \in \mathbb{R}^m \mid -\psi(y - f(x, u)) \leq 0 \quad \forall u \in \mathcal{U} \right\},
\]

as desired. □

For our analysis in the rest of the section, we will follow the notation employed in Theorem 2.4 for the projections of the sets \( \varepsilon \)-weakly efficient (projected onto \( \mathbb{R}^n \)) of the multiobjective optimization problems \((MP_p)\) (our epigraphical reformulation) and \((VP_p)\) (from the vectorization scheme) coincide.

**Lemma 4.7** Let Assumption B hold. For \( p \in \mathbb{N} \), consider the multiobjective optimization problem \((VP_p)\) associated to the set-valued mapping \( F \) given by (4.3). Then,

\[
\forall \varepsilon \geq 0 : \varepsilon \text{-weakmin}_x (MP_p) = \varepsilon \text{-weakmin}_x (VP_p).
\]

**Proof.** Because of the particular structure of the set-valued mapping \( F \), we can apply Lemma 4.6 to obtain that \((VP_p)\) can be rewritten as

\[
\min_{x,y^1,\ldots,y^p} \begin{pmatrix} y^1 \\ \vdots \\ y^p \end{pmatrix}
\text{ s.t. } \min_{j \in [m]} \{ f_j(x, u) - y^i_j \} \leq 0 \quad \forall u \in \mathcal{U}, \ i \in [p],
\]

\[ y^i \in [ub(x)]_C, \ \forall i \in [p], \]

\[ x \in \Omega. \]

The only difference to \((MP_p)\) are the additional constraints \( y^i \leq ub(x) \) for \( i \in [p] \).
Now, let $\bar{x} \in \varepsilon$-wargmin$_x(\mathcal{MP}_p)$, and choose $\{\bar{y}^1, \ldots, \bar{y}^p\} \subseteq \mathbb{R}^m$ such that
\[
(\bar{x}, \bar{y}^1, \ldots, \bar{y}^p) \in \varepsilon$-wargmin $(\mathcal{MP}_p).$
(4.6)
Taking into account Lemma 4.6, the feasibility of $(\bar{x}, \bar{y}^1, \ldots, \bar{y}^p)$ for $(\mathcal{MP}_p)$ is equivalent to
\[
\forall i \in [p]: \bar{y}^i \in \text{cl} \left( F_U(x) - \mathbb{R}^m_+ \right) \cap (\ell b + C) .
\]
Applying now Lemma 3.3, we obtain for all $i \in [p]$ that $\bar{y}^i = z^i + \bar{k}^i$ with $\bar{k}^i \in \mathbb{R}^m$ and
\[
z^i \in \text{cl} \left( F_U(\bar{x}) - \mathbb{R}^m_+ \right) \cap [\ell b, ub(\bar{x})]_C .
\]
In particular, for all $i \in [p]$ we have $\bar{z}^i \leq ub(\bar{x})$ and $(\bar{x}, \bar{z}^1, \ldots, \bar{z}^p)$ is feasible for $(\mathcal{MP}_p)$. Indeed, otherwise we can find $(x, y^1, \ldots, y^p)$ feasible for $(\mathcal{MP}_p)$ (and thus feasible for $(\mathcal{MP}_p)$) such that
\[
\forall i \in [p]: y^i < z^i - \varepsilon e \leq \bar{y}^i - \varepsilon e .
\]
This would then contradict (4.6).

Suppose now that $\bar{x} \in \varepsilon$-wargmin$_x(\mathcal{MP}_p)$, and take elements $\bar{y}^1, \ldots, \bar{y}^p \in \mathbb{R}^m$ such that
\[
(\bar{x}, \bar{y}^1, \ldots, \bar{y}^p) \in \varepsilon$-wargmin $(\mathcal{MP}_p).$
(4.7)
We claim that $(\bar{x}, \bar{y}^1, \ldots, \bar{y}^p) \in \varepsilon$-wargmin $(\mathcal{MP}_p)$. Indeed, otherwise we can find $(x, y^1, \ldots, y^p)$ feasible for $(\mathcal{MP}_p)$ such that
\[
\forall i \in [p]: y^i < \bar{y}^i - \varepsilon e .
\]
Similarly to above, we can apply Lemma 4.6 to obtain
\[
\forall i \in [p]: y^i \in \text{cl} \left( F_U(x) - \mathbb{R}^m_+ \right) \cap (\ell b + C) .
\]
Applying next Lemma 3.3, we get for $i \in [p]$, as above, $z^i \in \mathbb{R}^m$ with $z^i \leq y^i$ and $z^i \leq ub(\bar{x})$ and $z^i \in \text{cl} \left( F_U(x) - \mathbb{R}^m_+ \right) \cap (\ell b + C)$. This would then imply that $(x, z^1, \ldots, z^p)$ is feasible for $(\mathcal{MP}_p)$. This, together with (4.8) and $z^i \leq y^i$, implies for all $i \in [p]$ that $z^i < \bar{y}^i - \varepsilon e$, which contradicts (4.7).

We can now establish the main results of this section for our epigraphical reformulation. They are applications of Theorems 2.4 and 2.5, respectively, which have been made possible by the preceding results from this section.

**Theorem 4.8** Let Assumption B hold. Then,

(i) For every $\varepsilon \geq 0$ and $p_1, p_2 \in \mathbb{N}$ we have:
\[ p_1 \leq p_2 \implies \varepsilon$-wargmin$_x(\mathcal{MP}_{p_1}) \subseteq \varepsilon$-wargmin$_x(\mathcal{MP}_{p_2}). \]

(ii) The following approximation property is true:
\[
\bigcup_{p \in \mathbb{N}} \varepsilon$-wargmin$_x(\mathcal{MP}_p) \subseteq \text{wargmin}(U\mathcal{P}) \equiv \bigcap_{\varepsilon > 0} \bigcup_{p \in \mathbb{N}} \varepsilon$-wargmin$_x(\mathcal{MP}_p).
\]
Furthermore, if $f(\text{wargmin}(U\mathcal{P}) \times \mathcal{U})$ is bounded, then for each $\varepsilon > 0$ we can find $p \in \mathbb{N}$ such that
\[
\varepsilon$-wargmin$_x(\mathcal{MP}_p) \subseteq \text{wargmin}(U\mathcal{P}) \equiv \varepsilon$-wargmin$_x(\mathcal{MP}_p).
\]
Proof. Statement (i) follows directly from combining Lemma 4.7 and Theorem 2.4 (i). The first part of statement (ii) follows by combining Lemma 4.7, Theorem 2.4 (ii) and Proposition 4.5. The second part of (ii) follows by Proposition 4.4 (ii), Theorem 2.4 (ii), Proposition 4.5 and Lemma 4.7.

Remark 4.9 Theorem 4.8 (ii) together with the first inclusion in Theorem 4.8 (i) shows that the sets \( \{ \text{wargmin}_x (\mathcal{M}p) \}_{p \in \mathbb{N}} \) form a parametric family of inner approximations of \( \text{wargmin} (\mathcal{U}P) \). The quality of the approximation improves for higher values of \( p \). On the other hand, the equality in the right hand side of Theorem 4.8 (ii) indicates that, if all \( \varepsilon \)-weakly efficient solutions can be computed, then every robust weakly efficient solution of \( \mathcal{U}P \) can be captured if we solve \( \mathcal{M}p \) for \( p \) high enough. Under additional assumptions, the second part of Theorem 4.8 (ii) then establishes that this value of \( p \) can be chosen independently of the robust solution being considered.

Our last result shows that it is possible to focus only on computing robust weakly efficient solutions of \( \mathcal{U}P \) that come from the epigraphical reformulations. The reason is that, image space-wise, no quality solutions are being lost by this procedure.

Theorem 4.10 Let Assumption B hold and suppose in addition that \( \Omega \) is compact. Then,

\[
\forall x \in \Omega, \exists \bar{x} \in \text{cl} \left( \bigcup_{p \in \mathbb{N}} \text{wargmin}_x (\mathcal{M}p) \right) : F_{\Omega}(\bar{x}) \preceq^u F_{\Omega}(x).
\]

Proof. Because of the continuity of \( f \) and the compactness of \( \Omega \times \mathcal{U} \), we have in particular that \( f(\Omega \times \mathcal{U}) \) is bounded. Therefore, according Proposition 4.4 (ii), \( F(\Omega) \) is bounded. Moreover, from Proposition 4.4 (iii) we have that \( \text{gph} F \) is closed. Thus, we can apply Theorem 2.5 and take into account Lemma 4.7 to obtain

\[
\forall x \in \Omega, \exists \bar{x} \in \text{cl} \left( \bigcup_{p \in \mathbb{N}} \text{wargmin}_x (\mathcal{M}p) \right) : F(\bar{x}) \preceq^1 F(x). \tag{4.9}
\]

The statement thus follows from (4.9) and Proposition 4.4 (v).

4.2 Exactness of the Approximation

Under Assumption B we have that for any \( p \in \mathbb{N} \) it holds that \( \text{wargmin}_x (\mathcal{M}p) \subseteq \text{wargmin} (\mathcal{U}P) \). In this part of the section we show that in certain cases there is even a finite \( p \) for which equality holds. This means that in these cases all robust weakly efficient solution can be found by solving a certain multiobjective optimization problem.

Definition 4.11 Let Assumption B hold. We say that \( \mathcal{U}P \) satisfies the weakly efficient finite dimensional vectorization property (wFDVP) if there exists some \( p \in \mathbb{N} \) such that

\[
\text{wargmin}_x (\mathcal{M}p) = \text{wargmin} (\mathcal{U}P).
\]

In the scalar case, i.e., when \( m = 1 \), \( \mathcal{U}P \) satisfies (wFDVP) with \( p = 1 \) as in this case the epigraphical reformulation (4.1) is equivalent to (2.3). However, for uncertain multiobjective problems, considering just \( p = 1 \) is in general not sufficient which motivates our definition above.
First, for our forthcoming proofs, we need to construct a polyhedral cone which replaces the cone \( C \) from Assumption B. For \( \alpha > m - 1 \), we consider the cone

\[
C^\alpha := \{ y \in \mathbb{R}^m \mid M^\alpha y \leq 0 \},
\]

(4.10)

where

\[
M^\alpha := \begin{pmatrix}
-\alpha & 1 & \ldots & 1 & 1 \\
1 & -\alpha & \ldots & 1 & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
1 & 1 & \ldots & -\alpha & 1 \\
1 & 1 & \ldots & 1 & -\alpha
\end{pmatrix} \in \mathbb{R}^{m \times m}.
\]

For instance, for \( m = 2 \) and \( \alpha > 2 \) we get the cones \( C^\alpha = \{ y \in \mathbb{R}^2 \mid \frac{1}{\alpha}y_1 \leq y_2 \leq \alpha y_1 \} \).

**Proposition 4.12** The following statements hold:

(i) For any \( \alpha > m - 1 \), the set \( C^\alpha \) is a closed, convex, pointed and solid cone.

(ii) \( \bigcup_{\alpha > m - 1} C^\alpha = \text{int} \, \mathbb{R}_+^m \cup \{0\} \).

(iii) The family \( \{ C^\alpha \}_{\alpha > m - 1} \) is monotonically increasing in \( \alpha \) with respect to inclusion, i.e., \( \alpha_1 \leq \alpha_2 \Rightarrow C^{\alpha_1} \subseteq C^{\alpha_2} \).

(iv) If \( C \subseteq \text{int} \, \mathbb{R}_+^m \cup \{0\} \) is a closed cone, then there exists \( \alpha \in \mathbb{R} \) such that \( C \subseteq C^\alpha \).

**Proof.** (i) The closedness, convexity, and pointedness of \( C^\alpha \) are clear from the definition. The solidness is an immediate consequence of the fact that \( M^\alpha e < 0 \), which implies \( e \in \text{int} \, C^\alpha \).

(ii) Let \( \alpha > m - 1 \) and \( y \in C^\alpha \). Then,

\[
\forall i \in [m] : \sum_{j \neq i} y_j \leq \alpha y_i.
\]

Adding these inequalities over \( i \in [m] \) we get \( \sum_{j = 1}^{m} y_j \leq \alpha \sum_{i = 1}^{m} y_i \), or equivalently, \( 0 \leq (\alpha - (m - 1)) \sum_{j = 1}^{m} y_j \). This, together with the fact that \( \alpha > m - 1 \), implies for all \( i \in [m] \)

\[
0 \leq \sum_{j = 1}^{m} y_j = y_i + \sum_{j \neq i} y_j \leq y_i + \alpha y_i = (\alpha + 1)y_i.
\]

Thus, \( y \geq 0 \). Suppose that \( y_i = 0 \) for some \( i \in [m] \). Then, from (4.11) we find that \( \sum_{j \neq i} y_j \leq \alpha y_i = 0 \) and therefore \( y = 0 \). This shows that \( y \in \text{int} \, \mathbb{R}_+^m \cup \{0\} \).

Take now any \( y \in \text{int} \, \mathbb{R}_+^m \cup \{0\} \). Note that if \( y = 0 \) there is nothing to prove. Thus, suppose that \( y > 0 \) and define

\[
\alpha := \max \left\{ m, \max_{i \in [m]} \left( \frac{\sum_{j \neq i} y_j}{y_i} \right) \right\}.
\]

It is then straightforward to check that (4.11) holds, and therefore \( y \in C^\alpha \).

(iii) This follows from (4.11).

(iv) Assume this is not true. Then, there exists a sequence \( \{ e^k \}_{k \in \mathbb{N}} \subseteq C \) such that \( \| e^k \| = 1 \) and \( e^k \notin C^{m+k} \) for each \( k \in \mathbb{N} \). In particular \( e^k \in \text{int} \, \mathbb{R}_+^m \) for all \( k \). Since \( \{ e^k \}_{k \in \mathbb{N}} \) is bounded, we can assume without loss of generality that it is convergent. Let
\[ \bar{c} := \lim_{k \to \infty} c^k. \] Then, by the closedness of \( C \), we have that \( \bar{c} \in C \). Further, \( \bar{c} \neq 0 \) as \( \|\bar{c}\| = 1 \) and hence, in particular, \( \bar{c} \in \text{int} \ \mathbb{R}^m_+ \). On the other hand, since \( c^k \notin C^{m+k} \) for every \( k \in \mathbb{N} \), we can assume, without loss of generality, the existence of \( i \in [m] \) such that

\[ \forall k \in \mathbb{N} : \sum_{j \neq i} c^k_j > \alpha c^k_i > (m + k)c^k_i. \] (4.12)

Then, taking the limit in (4.12) for \( k \to \infty \) we obtain, as \( \bar{c}_i > 0 \),

\[ \sum_{j \neq i} \bar{c}_j \geq \lim_{k \to \infty} (m + k)c^k_i = \infty, \]
a contradiction.

The important consequence of Proposition 4.12 (iv) is that we can restrict ourselves to consider proper boundedness of functions only with respect to cones in the parametric family \( \{C^\alpha\}_{\alpha > m-1} \):

**Proposition 4.13** Let Assumption A hold. Then, \( f \) is properly lower bounded on \( \Omega \times U \) if and only if there exists \( \ell b \in \mathbb{R}^m \) and \( \alpha > m - 1 \) such that \( f \) is properly lower bounded on \( \Omega \times U \) with respect to \( \ell b \) and \( C^\alpha \).

We can now make use of the special structure of \( C^\alpha \). The next lemma prepares a result which is required for the proof of Lemma 4.15. That again is needed for applying Theorem 2.4 (iii) to our setting.

**Lemma 4.14** For \( \alpha > m - 1 \), consider the cone \( C^\alpha \) given by (4.10). Let \( a, b \in \mathbb{R}^m \) be such that \( a < b \), and consider elements \( \ell, \bar{z} \in B := (\{a\} + C^\alpha) \cap (\{b\} - \mathbb{R}^m_+) \) such that \( \ell < \bar{z} \). Then, for each \( i \in [m] \), the multiobjective optimization problem

\[
\begin{align*}
\min_y \quad & y \\
\text{s.t.} \quad & y_i = \bar{z}_i \\
& y \in B \cap (\{\ell\} + \mathbb{R}^m_+) \\
\end{align*}
\]

has a strongly efficient solution.

**Proof.** Fix \( i \in [m] \). Then, taking into account the structure of \( M^\alpha \), \( (P_i(\ell, \bar{z})) \) takes the form

\[
\begin{align*}
\min_y \quad & y \\
\text{s.t.} \quad & y_i = \bar{z}_i \\
& \sum_{j \neq k} (y_j - a_j) \leq \alpha(y_k - a_k), \quad \forall \ k \in [m] \\
& \ell \leq y \leq b. \\
\end{align*}
\]

(\( P_i(\ell, \bar{z}) \))

Consider now the mapping \( T : \mathbb{R}^m \to \mathbb{R}^m \) defined by

\[
\forall \ y \in \mathbb{R}^m, k \in [m] : (T(y))_k := \begin{cases} 
\max \left\{ \ell_k, \frac{\sum_{j \neq k} (y_j - a_j)}{\alpha} \right\} 
& \text{if } k \neq i, \\
\bar{z}_i 
& \text{if } k = i.
\end{cases}
\]

We divide the rest of the proof in several steps. First, as step 1, we show that

\( y \) feasible for \( (P_i(\ell, \bar{z})) \) \( \implies \) \( T(y) \) feasible for \( (P_i(\ell, \bar{z})) \) and \( T(y) \leq y \).
We start by proving the inequality
\[
T(y) \leq y. \tag{4.13}
\]
Indeed, because of the feasibility of \( y \) for \( (\mathcal{P}_i(\ell, \bar{z})) \), for \( k = i \) we have \( (T(y))_k = \bar{z}_i = y_k \). Similarly, the feasibility of \( y \) for \( (\mathcal{P}_i(\ell, \bar{z})) \) implies
\[
\forall k \in [m] \setminus \{i\} : \sum_{j \neq k} (y_j - a_j) \leq \alpha(y_k - a_k) \text{ and } \ell_k \leq y_k. \tag{4.14}
\]
From (4.14) it follows that
\[
\forall k \in [m] \setminus \{i\} : y_k \geq \max \left\{ \ell_k, a_k + \frac{\sum_{j \neq k} (y_j - a_j)}{\alpha} \right\} = (T(y))_k.
\]
This proves (4.13).

Next, we show that \( T(y) \) is feasible for \( (\mathcal{P}_i(\ell, \bar{z})) \). Indeed, by the definition of \( T \), we have \( (T(y))_i = \bar{z}_i \) and \( \ell \leq T(y) \). Moreover, from (4.13) it follows \( T(y) \leq y \leq b \). It thus remains to show that
\[
\forall k \in [m] : \sum_{j \neq k} ((T(y))_j - a_j) \leq \alpha((T(y))_k - a_k). \tag{4.15}
\]
In order to see this note that, for \( k = i \), the inequality (4.13) and the feasibility of \( y \) for \( (\mathcal{P}_i(\ell, \bar{z})) \) imply
\[
\sum_{j \neq k} ((T(y))_j - a_j) \leq \sum_{j \neq k} (y_j - a_j) \leq \alpha(y_i - a_i) = \alpha(\bar{z}_i - a_i) = ((T(y))_k - a_k).
\]
Similarly, (4.13) implies for all \( k \in [m] \setminus \{i\} \)
\[
\sum_{j \neq k} ((T(y))_j - a_j) \leq \sum_{j \neq k} (y_j - a_j) = \alpha \left( a_k + \frac{\sum_{j \neq k} (y_j - a_j)}{\alpha} - a_k \right) \leq \alpha \left( \max \left\{ \ell_k, a_k + \frac{\sum_{j \neq k} (y_j - a_j)}{\alpha} \right\} - a_k \right) = \alpha((T(y))_k - a_k).
\]
The feasibility of \( T(y) \) follows.

Second, as step 2, we show that the mapping \( T \) has a unique fixed point \( \ell_i \). This will be an immediate consequence of Banach’s fixed point theorem, see, for example, [14, Theorem 5.1-2]. Thus, we proceed to show that \( T \) is a contraction, i.e., there exists a constant \( \gamma < 1 \) such that for all \( y^1, y^2 \in \mathbb{R}^m \) we have \( \|T(y^1) - T(y^2)\|_1 \leq \gamma \|y^1 - y^2\|_1 \).

Indeed, fix \( y^1, y^2 \in \mathbb{R}^m \). Then,
\[
\|T(y^1) - T(y^2)\|_1 = \sum_{k \neq i} \max \left\{ \ell_k, a_k + \frac{\sum_{j \neq k} (y^1_j - a_j)}{\alpha} \right\} - \max \left\{ \ell_k, a_k + \frac{\sum_{j \neq k} (y^2_j - a_j)}{\alpha} \right\}
\leq \frac{1}{\alpha} \sum_{k \neq i} \sum_{j \neq k} (y^1_j - y^2_j) \leq \frac{1}{\alpha} \sum_{k \neq i} \sum_{j \neq k} |y^1_j - y^2_j|
\leq \frac{1}{\alpha} \sum_{k \neq i} \|y^1 - y^2\|_1 = \left( \frac{m-1}{\alpha} \right) \|y^1 - y^2\|_1.
\]
Therefore, taking into account that \( \alpha > m - 1 \), the mapping \( T \) is a contraction with 
\( \gamma := \frac{m-1}{\alpha} \). Applying now Banach’s fixed point theorem, we obtain the desired point \( \ell^i \).

Finally, as step 3, we show that \( \ell^i \) is a strong minimizer of \((P_i(\ell, z))\). Indeed, as a consequence of Banach’s fixed point theorem, the feasibility of \( \bar{z} \) for \((P_i(\ell, \bar{z}))\) and the statement proved in Step 1, we have that:

- \( \ell^i = \lim_{r \to \infty} T^{(r)}(\bar{z}) \), where we denote with \( T^{(r)} \) the \( r \)-times iterative application of the mapping \( T \),
- every point in the sequence \( \{T^{(r)}(\bar{z})\}_{r \in \mathbb{N}} \) is feasible for \((P_i(\ell, \bar{z}))\).

In particular, due to the closedness of the feasible region of \((P_i(\ell, \bar{z}))\), we find that \( \ell^i \) is also feasible for this problem. Take now a feasible point \( y \). Then, again by Banach’s fixed point theorem and the statement in Step 1 of this proof, we find that 
\( \ell^i = \lim_{r \to \infty} T^{(r)}(y) \leq y \). The strong efficiency of \( \ell^i \) for \((P_i(\ell, \bar{z}))\) follows. \( \square \)

As already mentioned, for applying Theorem 2.4 (iii), we need the next lemma before we can formulate our main results on the exactness of the approximation.

**Lemma 4.15** Let \( s \in \mathbb{N} \cup \{0\} \) and \( \alpha > m - 1 \) be given. For \( a, b \in \mathbb{R}^m \), consider the set \( B := (\{a\} + C^\alpha) \cap (\{b\} - \mathbb{R}^m_+) \). Then, for any \( S \subseteq \text{int} B \) such that \( |S| = s \), the set
\[
A(S) := \begin{cases} 
\{a\}, & \text{if } s = 0, \\
\bigcap_{z \in S} (\{z\} \cap \text{int } \mathbb{R}^m_+) \cap B, & \text{otherwise}
\end{cases}
\]
satisfies
\[
|\text{Min}(A(S), \mathbb{R}^m_+)| \leq m^s.
\]

**Proof.** We argue by induction on \( s \). For \( s = 0 \) we have indeed \( |\text{Min}(A(\varnothing), \mathbb{R}^m_+)| = 1 \). Suppose now that for some \( s \in \mathbb{N} \) the statement holds and let \( S \subseteq \text{int} B \) be such that \( |S| = s + 1 \). Fix \( \bar{z} \in S \). Then, \( |S \backslash \{\bar{z}\}| = s \) and, according to the induction hypothesis, we have
\[
|\text{Min}(A(S \backslash \{\bar{z}\}), \mathbb{R}^m_+)| \leq m^s.
\]
Define \( D := \{\ell \in \text{Min}(A(S \backslash \{\bar{z}\}), \mathbb{R}^m_+) \mid \ell < \bar{z}\} \) and, for every \( \ell \in D \) and each \( i \in [m] \), let us denote by \( \ell^i \) the strongly efficient solution of the problem \((P_i(\ell, \bar{z}))\). Note that \( \ell^i \) is well defined because of Lemma 4.14. Set now
\[
P := \bigcup_{\ell \in D} \{\ell^i \mid i \in [m]\}.
\]

Our next argumentation is based on the following three statements.

First, we have \( P \subseteq A(S) \). Indeed, otherwise there exists \( \ell \in D \) and \( i \in [m] \) such that \( \ell^i \notin A(S) \). Thus, either \( \ell^i \notin B \) or there exists \( z \in S \) such that \( \ell^i < z \). However, since \( \ell^i \) is feasible for \((P_i(\ell, \bar{z}))\), we have in particular that \( \ell^i \in B \). Thus, it can only be that \( \ell^i < z \) for some \( z \in S \). Note that, because \( \ell^i \) is feasible for \((P_i(\ell, \bar{z}))\), we also have \( \ell_i^i = \bar{z} \). Therefore, \( z \in S \backslash \{\bar{z}\} \). But then, again by the feasibility of \( \ell^i \) for \((P_i(\ell, \bar{z}))\), we find that \( \ell \leq \ell_i < z \), a contradiction to the fact that \( \ell \in A(S \backslash \{\bar{z}\}) \).

Second, we show the inclusion \( \text{Min}(A(S \backslash \{\bar{z}\}), \mathbb{R}^m_+) \backslash D \subseteq A(S) \). Therefore, take any \( \ell \in \text{Min}(A(S \backslash \{\bar{z}\}), \mathbb{R}^m_+) \). Then, by definition, we have \( \ell \in B \) and \( \ell \nleq z \) for every \( z \in S \backslash \{\bar{z}\} \). Moreover, since \( \ell \notin D \), it also follows that \( \ell \nleq \bar{z} \). Thus, \( \ell \in A \).
Finally, as third statement, we prove \( A(S) \subseteq (P \cup (\text{Min}(A(S\{\bar{z}\}), \mathbb{R}^m_+)) \cup \mathbb{R}^m_+). \) Let \( y \in A(S). \) Then, in particular, \( y \in A(S\{\bar{z}\}). \) As external stability holds, see [18, Theorem 3.2.10], there exists \( \ell \in \text{Min}(A(S\{\bar{z}\}), \mathbb{R}^m_+), \) with \( \ell \leq y. \) Suppose first that \( \ell \leq \bar{z}. \) Then, by definition \( \ell \neq D, \) and there is nothing to prove. Assume now that \( \ell < \bar{z} \) and, for \( t \in [0,1], \) set \( y^t := t\ell + (1-t)y. \)

Then, because \( y \) and \( \ell \) belong to the convex set \( B \cap (\{\ell\} + \mathbb{R}^m_+), \) it follows that \( y^t \in B \cap (\{\ell\} + \mathbb{R}^m_+) \) for every \( t \in [0,1] \) and, as \( \ell \leq y, \) also \( y^t \leq y. \) Moreover, since \( y \leq \bar{z}, \) for some \( i \in [m], \) we have \( y_i \geq \bar{z}_i. \) Since \( y^0_\ell = y \geq \bar{z}, \) we have \( y^0_\ell = y\). Then, it follows from the intermediate value theorem the existence of \( \bar{t} \in [0,1] \) such that \( y^\bar{t} = \bar{z}. \) Then, it follows that the point \( y^\bar{t} \) is feasible for \((\mathcal{P}(\ell, \bar{z}))\). As \( \ell^\bar{t} \) is by Lemma 4.14 strongly efficient for this problem, we find that \( \ell^\bar{t} \leq y^\bar{t} \leq y, \) as desired.

Now, according to these three statements, we deduce that

\[
\text{Min}(A(S), \mathbb{R}^m_+) \subseteq P \cup (\text{Min}(A(S\{\bar{z}\}), \mathbb{R}^m_+)) \cup \mathbb{R}^m_+.
\]

Thus, taking into account that \( |P| \leq m|D|, |D| \leq m^s, |\text{Min}(A(S\{\bar{z}\}), \mathbb{R}^m_+)| \leq m^s, \) we find that

\[
|\text{Min}(A(S), \mathbb{R}^m_+)| \leq |P| + |\text{Min}(A(S\{\bar{z}\}), \mathbb{R}^m_+)| - |D| \\
\leq m|D| + |\text{Min}(A(S\{\bar{z}\}), \mathbb{R}^m_+)| - |D| \\
= (m-1)|D| + |\text{Min}(A(S\{\bar{z}\}), \mathbb{R}^m_+)| \\
\leq (m-1)m^s + m^s \\
= m^{s+1},
\]

and the induction step follows. This completes the proof.

\[\square\]

Remark 4.16 Note that by Proposition 3.4 it holds

\[
\bigcap_{z \in S} (\{z\} - \text{int } \mathbb{R}^m_+)^\circ \cap B = (S - \text{int } \mathbb{R}^m_+)^\circ \cap B = \text{cl}(S - \text{int } \mathbb{R}^m_+)^\circ \cap B.
\]

Now we are able to give conditions which ensure the exactness of the reformulation (\(\mathcal{MP}_p\)), which provides in the general setting approximations only.

Theorem 4.17 Let Assumption B hold and suppose that at least one of the following conditions is fulfilled:

(i) \( |\Omega| < +\infty, \)

(ii) \( |U| < +\infty \) and \( C = C^\alpha \) for some \( \alpha > m - 1. \)

(iii) \( U = U_1 \times \ldots \times U_m, \) where \( U_j \subseteq \mathbb{R}^{k_j} \) are such that \( \sum_{j=1}^m k_j = k \) and

\[
f(x, u) = \begin{bmatrix} f_1(x, u^1) \\ \vdots \\ f_m(x, u^m) \end{bmatrix},
\]

with \( u^j \in \mathbb{R}^{k_j}, \) and \( C = C^\alpha \) for some \( \alpha > m - 1. \)

\[\text{22}\]
Then, 

\((\mathcal{UP})\) satisfies (wFDVP).

Moreover, for (i) we can choose \(p = |\Omega| - 1\), in case (ii) we can choose \(p = m^{|\mathcal{U}|}\), and in (iii) the choice \(p = m\) is sufficient.

Proof. (i) This is a direct consequence of Proposition 4.5 and Theorem 2.4 (iii).

(ii) Note that under our assumptions \(|F(x)| \leq |\mathcal{U}| < +\infty\) for every \(x \in \Omega\). Therefore, applying Lemma 4.15 and Remark 4.16, we deduce that the set-valued mapping \(F\) given in (4.3) satisfies

\[
\max_{x \in \Omega} |\text{Min}(F(x), \mathbb{R}^m)| \leq m^{|\mathcal{U}|} < +\infty.
\]

Thus, from Lemma 4.7, Theorem 2.4 (iii) and Proposition 4.5, we find that for \(p = m^{|\mathcal{U}|}\)

\[
\text{wargmin}_x (\mathcal{MP}_p) = \text{wargmin}_x (\mathcal{VP}_p) = \text{wargmin}^l (\mathcal{SP}) = \text{wargmin} (\mathcal{UP}),
\]

as desired.

(iii) Under our assumptions, we can consider the function \(f_U : \Omega \to \mathbb{R}^m\) defined as

\[
f_U(x) := \left( \begin{array}{c}
\max_{u^1 \in \mathcal{U}} f_1(x, u^1) \\
\vdots \\
\max_{u^m \in \mathcal{U}} f_m(x, u^m)
\end{array} \right).
\]

Then, it is easy to see that \(f_U(x) \in F_U(x)\) for each \(x \in \Omega\) and that

\[
\forall x \in \Omega : F_U(x) - \mathbb{R}^m = \{f_U(x)\} - \mathbb{R}^m.
\] (4.16)

Therefore, taking into account (4.16), we can assume without loss of generality that \(|\mathcal{U}| = 1\) and argue like in (ii).

5 Conclusions

Within this paper we followed the set-based minmax approach for studying uncertain multiobjective optimization problems. This leads to set-optimization problems for which hardly solution methods exist so far. By constructing a new suitable set-valued mapping with compact values, we found a reformulation as a set optimization problem for which the strict lower type binary relation can be used. This allows to formulate a multiobjective replacement problem for which the weakly efficient solutions and the \(\varepsilon\)-weakly efficient solutions approximate the robust weakly efficient solutions to a desired accuracy. In addition to that, the approximation quality can be improved iteratively as there is a hierarchy of the approximation quality due to monotonicity results.

Moreover, we found a reformulation of this multiobjective optimization problem using semi-infinite constraints, which is the desired epigraphical reformulation in the multiobjective setting and generalizes single-objective epigraphical reformulations. We have provided conditions under which this problem even delivers all robust weakly efficient solutions and not just an approximation of those, i.e., under which it is exact.

As the weakly efficient solutions of the problem \((\mathcal{MP}_p)\) are good approximations, the next step is to examine how to solve these multiobjective semi-infinite problems. An
advantage of our method is that, since we removed the set-valued structure, techniques from single-objective robust optimization can now be applied to the constraint set. A possible idea is to derive reformulations of the semi-infinite constraints by using duality theory, like Fenchel’s strong duality theorem [17, Theorem 31.1], which needs to be combined with chain rules for the conjugation of compositions of maps, as in [8, Theorem 2]. Specifically under additional assumptions, like linearity of $f$ in both the decision variable $x$ and the scenarios $u$, one can expect to obtain multiobjective optimization problems with a finite number of easier to handle constraints.

As a drawback of our method, we mention the need of some global information (find $\ell b$ and $C$) of the uncertain multiobjective optimization problem in order to derive the new compact-valued set-valued mapping. Thus, some preprocessing with global optimization techniques is needed.
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