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#### Abstract

We propose a novel adaptive stepsize for the gradient descent scheme to solve unconstrained nonlinear optimization problems. With the convex and smooth objective satisfying locally Lipschitz gradient we obtain the complexity $O\left(\frac{1}{k}\right)$ of $f\left(x^{k}\right)-f_{*}$ at most. By using the idea of the new stepsize, we propose another new algorithm based on the projected gradient for solving a class of nonconvex optimization problems over a closed convex set. The computational experiments show the efficiency of the new method.
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## 1. Introduction

The gradient descent (GD) algorithm is a standard algorithm with a rich history. It has a lot of applications for many modern real-life problems such as machine learning, deep learning, data science, etc. Although the idea of this method appeared a long time ago by Cauchy (1847) and became classical [14], it has received a lot of attention recently (see e.g., $[3,8,11,13,16,17,18,19]$ and references therein). This algorithm considers solving an important class of optimization problems

$$
\begin{equation*}
\min \left\{f(x): x \in \mathbb{R}^{n}\right\} \tag{P}
\end{equation*}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is smooth. Throughout the paper, we assume that problem (P) has optimal value $f_{*}>-\infty$ and $X^{*} \neq \emptyset$ is the optimal solution set of $(\mathrm{P})$. Starting at some given point $x^{0}$, GD constructs a sequence $\left\{x^{k}\right\}$ by the following formula:

$$
\begin{equation*}
x^{k+1}=x^{k}-\lambda_{k} \nabla f\left(x^{k}\right) \tag{1}
\end{equation*}
$$

The traditional condition imposed on $f$ to ensure the convergence of gradient descent algorithm is the global Lipschitzness of $\nabla f$, i.e., there exists $L>0$ such that

$$
\|\nabla f(x)-\nabla f(y)\| \leq L\|x-y\|, \forall x, y \in \mathbb{R}^{n}
$$

One can use some strategies for choosing the stepsize $\lambda_{k}$ in (1) to control the performance of GD algorithm. Deterministic stepsize selection criterion fall under three main strategies:
(i) The first one takes a constant stepsize. One know that in order to ensure the convergence of GD scheme, the constant stepsize should belong to $\left(0, \frac{2}{L}\right)$, see e.g [4, 5, 20]. The method's main advantage is its simple implementation. The convergence of the obtained GD works for differentiable objectives with global Lipschitz gradient property. Moreover, if $f$ is convex one get the complexity $O(1 / k)$ of $f\left(x^{k}\right)-f_{*}$. Nevertheless, it is not easy to compute or estimate the constant $L$ of $f$ in general. If the estimation is inexact, GD may not converge. Besides this difficulty, from the practical point of view, $L$ may be large and defining the small stepsize. This may affect the speed of GD.

[^0](ii) The second one is line search method based on some rules such as the exact minimization rule or backtracking rules. It is known that the formulation of the exact minimization rule is very brief but its usefulness is just suitable for some specific classes of objective functions, like strongly convex quadratic functions; see [10] for more details. Conversely, the backtracking procedure is more generic, as it can be used for any kind of smooth objective function. The first works considering this topic are [1] and [9]. One can also find recent papers concerning analogous problems such as $[7,24]$ and references therein. If $f$ is convex, the complexity of GD with backtracking stepsize is $O(1 / k)$ for $f\left(x^{k}\right)-f_{*}$. However, this method may cause the expensive cost due to the backtracking computation and the stepsize may be very small at the large enough iterations.
(iii) The third one is an adaptive method that does not require estimating the Lipschitz constant $L$ or backtracking calculation. For instance, the Polyak's stepsize [22] takes $\lambda_{k}=\frac{f\left(x^{k}\right)-f_{*}}{\left\|\nabla f\left(x^{k}\right)\right\|^{2}}$ or Barzilai-Borwein's stepsize [2] is $\lambda_{k}=\frac{\left\langle x^{k}-x^{k-1}, \nabla f\left(x^{k}\right)-\nabla f\left(x^{k-1}\right)\right\rangle}{\left\|\nabla f\left(x^{k}\right)-\nabla f\left(x^{k-1}\right)\right\|^{2}}$. In fact, there are some kinds of optimization problems we know their optimal values in advance. For example, $f_{*}=0$ in the split feasibility problem considered in [27]. Therefore we can easily apply Polyak's stepsize for these ones. Nevertheless, we do not know $f_{*}$ in general. We should estimate this value to ensure the convergence of GD. With Barzilai -Borwein's method, the convergence of GD works for only limited class of objectives. In particular, "it may not converge, even when the objective function is strongly convex" [6]. Note that the Polyak's stepsize for GD has linear convergence rate for strongly convex objectives [23].

Recently, Y. Malitsky and K. Mishchenko [17] suggested selecting an adaptive stepsize as "a certain approximation of the inverse local Lipchitz constant"

$$
\lambda_{k}=\min \left\{\sqrt{1+\theta_{k-1}} \lambda_{k-1}, \frac{\left\|x^{k}-x^{k-1}\right\|}{2\left\|\nabla f\left(x^{k}\right)-\nabla f\left(x^{k-1}\right)\right\|}\right\}, k \geq 1
$$

where $\theta_{0}=+\infty, \theta_{k}=\frac{\lambda_{k}}{\lambda_{k-1}}, k \geq 1$. The proposed algorithm is called Adaptive Gradient Descent (AdGD). It is shown that this algorithm involves not only nice theoretical properties but also good practical ability. In particular, AdGD is convergent for locally Lipschitz gradient and convex objective functions. Besides showing the convergence of $\left\{x^{k}\right\}$ to an optimal solution of problem (P), the authors proved that $f\left(\hat{x}^{k}\right)-f\left(x^{*}\right) \leq O\left(\frac{1}{k}\right)$, where $x^{*} \in X^{*}$ and $\hat{x}^{k}$ is an ergodic vector obtained from $\left\{x^{k}\right\}$

$$
\hat{x}^{k}=\frac{\lambda_{k}\left(1+\theta_{k}\right) x^{k}+\sum_{i=1}^{k-1}\left(\lambda_{i}\left(1+\theta_{i}\right)-\lambda_{i+1} \theta_{i+1}\right) x^{i}}{\lambda_{k}\left(1+\theta_{k}\right)+\sum_{i=1}^{k-1}\left(\lambda_{i}\left(1+\theta_{i}\right)-\lambda_{i+1} \theta_{i+1}\right)}, k \geq 1
$$

Additionally, if $f$ is locally strongly convex, the complexity to get $\left\|x^{k}-x^{*}\right\|<\varepsilon$ is $O\left(\frac{L}{\mu} \log \frac{1}{\varepsilon}\right)$, with $L, \mu$ the locally smoothness and strong convexity constants of $f$. However, there are some remaining questions related to AdGD: 1. Besides getting the complexity result of $f\left(\hat{x}^{k}\right)-f_{*}$, can we give an evaluation of complexity for $f\left(x^{k}\right)-f_{*}$ ? 2 . Whether the sequence of stepsize can be monotone? 3. Is AdGD convergent for nonconvex objectives even adding the global Lipschitzness of $\nabla f$ ? 4. Can we extend this stepsize for a nonlinear optimization problem over a closed convex set?
Contributions: Motivated by the above questions, in this paper we propose a new adaptive stepsize for GD scheme that includes the following interesting features:
(i) The convergence of gradient descent algorithm with our new stepsize ( $\left\{x^{k}\right\}$ converges to an optimal solution of $(\mathrm{P}))$ is obtained for smooth, locally Lipschitz gradient and convex objectives.
(ii) We show the complexity computation $O\left(\frac{1}{k}\right)$ for $f\left(x^{k}\right)-f_{*}$. Moreover, the sequence of our stepsize $\left\{\lambda_{k}\right\}_{k \geq \bar{k}}$ is increasing to a limit $\lambda^{*}$ ( $\bar{k}$ is a finite number). If $f$ satisfies an additional condition that locally strongly convex we obtain the linear convergent rate of $\left\{x^{k}\right\}$.
(iii) If $f$ is global Lipschitz gradient, our new stepsize is extensible to the gradient projection algorithm for solving a class of nonconvex, nonlinear optimization problems over a closed and convex set. Consequently, it is applicable for a class of nonconvex case of problem (P).

The rest of the paper is organized as follows. In Section 2, we propose a GD algorithm with our novel stepsize for solving the convex case of $(\mathrm{P})$. We analyze and prove the convergence of this algorithm for two situations of $f$ as presented above. A new version of the projected gradient algorithm using our stepsize is proposed in Section 3. Numerical experiments for benchmark problems and synthetic data in Section 4 show the efficiency of our method compared to AdGD and GD with constant stepsize. The paper is finally closed with some conclusions in Section 5.

## 2. A new adaptive stepsize for GD scheme

Below is our new gradient algorithm (NGD) for solving (P) under the following assumptions:
Assumption 1: Problem (P) has a nonempty optimal solution set $X^{*}$ and the optimal value $f_{*}>-\infty$.
Assumption 2: $f$ is smooth, convex and locally Lipschitz gradient.
$\overline{\text { Algorithm } 2.1(\mathrm{NGD})}$
Step 0 (Initialization). Select $\lambda_{0}>0,0<\eta_{1}<\eta_{0}<\frac{1}{2}$ and a positive real sequence $\left\{\varepsilon_{k}\right\}$ such that $\sum_{k=0}^{\infty} \varepsilon_{k}<\infty$
Choose $x^{0} \in \mathbb{R}^{n}, x^{1}=x^{0}-\lambda_{0} \nabla f\left(x^{0}\right), \lambda_{-1}=\lambda_{0}$ and set $k=1$.
Choose $x^{0} \in \mathbb{R}^{n}, x^{1}=x^{0}-\lambda_{0} \nabla f\left(x^{0}\right), \lambda_{-1}=\lambda_{0}$ and set $k=1$.
Step 1. If

$$
\begin{equation*}
\left\|\nabla f\left(x^{k}\right)-\nabla f\left(x^{k-1}\right)\right\|>\frac{\eta_{0}}{\lambda_{k-1}}\left\|x^{k}-x^{k-1}\right\| \tag{2}
\end{equation*}
$$

then

$$
\begin{equation*}
\lambda_{k}=\eta_{1} \frac{\left\|x^{k}-x^{k-1}\right\|}{\left\|\nabla f\left(x^{k}\right)-\nabla f\left(x^{k-1}\right)\right\|} \tag{3}
\end{equation*}
$$

else

$$
\begin{align*}
& \varepsilon_{k-1}^{\prime}=\varepsilon_{k-1}  \tag{4}\\
& \text { if } \frac{\lambda_{k-1}}{\lambda_{k-2}}<1 \text { then update } \varepsilon_{k-1}^{\prime}=\min \left\{\varepsilon_{k-1}, \sqrt{1+\frac{\lambda_{k-1}}{\lambda_{k-2}}}-1\right\}  \tag{5}\\
& \lambda_{k}=\left(1+\varepsilon_{k-1}^{\prime}\right) \lambda_{k-1} . \tag{6}
\end{align*}
$$

Step 2. Compute $x^{k+1}=x^{k}-\lambda_{k} \nabla f\left(x^{k}\right)$.
Step 3. If $\left\|\nabla f\left(x^{k+1}\right)\right\|<\epsilon$ then STOP
else setting $k:=k+1$, and return to Step 1.

Utilizing well-known tools including Cauchy-Schwarz, convexity inequalities and potential functions [26], the authors of AdGD [17] eliminates the challenge of global Lipschitz gradient. In order to get the convergence of AdGD, they prove that the sequence $\left\{x^{k}\right\}$ and $\left\{\lambda_{k}\right\}$ of AdGD are bounded and lower bounded by a positive number, respectively. For Algorithm 2.1, we also provide the same properties in Lemma 2.1. Inspired by [15] we use a given convergent positive series $\sum_{k=0}^{\infty} \varepsilon_{k}$ and condition (2) to control the stepsize proposed in Algorithm 2.1. We then obtain further properties of NGD. In particular,
(i) $\left\{\lambda_{k}\right\}$ is convergent to $\lambda^{*}$; (Lemma 2.2)
(ii) there exists $\bar{k}$ such that for all $k \geq \bar{k}$ we have

$$
\left\|\nabla f\left(x^{k}\right)-\nabla f\left(x^{k-1}\right)\right\| \leq \frac{\eta_{0}}{\lambda_{k-1}}\left\|x^{k}-x^{k-1}\right\|, \quad \text { (in Lemma 2.3) }
$$

and

$$
\lambda_{k+1}>\lambda_{k} \quad(\text { in Remark 2.2) }
$$

These above properties allow us to prove the convergence of Algorithm 2.1 in Theorems 2.1 and 2.2 via the simple
and familiar technique (usually applied for line search procedures) of verifying the inequality

$$
f\left(x^{k}\right)-f\left(x^{k+1}\right) \geq M\left\|\nabla f\left(x^{k}\right)\right\|^{2}
$$

for some $M>0$ and $k \geq \bar{k}$. This inequality shows the decreasing monotonic of $\left\{f\left(x^{k}\right)\right\}_{k \geq \bar{k}}$ (obtained by NGD). Remember that, in AdGD [17] one has not known about the descent property of $\left\{f\left(x^{k}\right)\right\}$.

Lemma 2.1. Let $\left\{x^{k}\right\}$ and $\left\{\lambda_{k}\right\}$ be sequences generated by Algorithm 2.1. Then the two statements below hold:
(i) $\left\{x^{k}\right\}$ is bounded,
(ii) $\left\{\lambda_{k}\right\}$ is lower bounded by a positive number.

Proof. Taking $x^{*} \in X^{*}$, it is easy to see that

$$
\begin{align*}
\left\|x^{k+1}-x^{*}\right\|^{2} & =\left\|x^{k+1}-x^{k}\right\|^{2}+2\left\langle x^{k+1}-x^{k}, x^{k}-x^{*}\right\rangle+\left\|x^{k}-x^{*}\right\|^{2} \\
& =\left\|x^{k+1}-x^{k}\right\|^{2}+2 \lambda_{k}\left\langle\nabla f\left(x^{k}\right), x^{*}-x^{k}\right\rangle+\left\|x^{k}-x^{*}\right\|^{2} \tag{7}
\end{align*}
$$

Since $f$ is convex we have

$$
\begin{equation*}
2 \lambda_{k}\left\langle\nabla f\left(x^{k}\right), x^{*}-x^{k}\right\rangle \leq 2 \lambda_{k}\left(f_{*}-f\left(x^{k}\right)\right) \tag{8}
\end{equation*}
$$

Let us rewrite

$$
\begin{equation*}
\left\|x^{k+1}-x^{k}\right\|^{2}=A+B-\left\|x^{k+1}-x^{k}\right\|^{2} \tag{9}
\end{equation*}
$$

where

$$
A=2 \lambda_{k}\left\langle\nabla f\left(x^{k}\right)-\nabla f\left(x^{k-1}\right), x^{k}-x^{k+1}\right\rangle, \quad B=2 \lambda_{k}\left\langle\nabla f\left(x^{k-1}\right), x^{k}-x^{k+1}\right\rangle
$$

From Cauchy Schwarz inequality we have

$$
\begin{equation*}
A \leq 2 \lambda_{k}\left\|\nabla f\left(x^{k}\right)-\nabla f\left(x^{k-1}\right)\right\|\left\|x^{k}-x^{k+1}\right\| \tag{10}
\end{equation*}
$$

Consider the two possible cases:

1. If condition (2) is satisfied then $\lambda_{k}=\eta_{1} \frac{\left\|x^{k}-x^{k-1}\right\|}{\left\|\nabla f\left(x^{k}\right)-\nabla f\left(x^{k-1}\right)\right\|}$. Inequality (10) follows that

$$
\begin{equation*}
A \leq 2 \eta_{1}\left\|x^{k}-x^{k-1}\right\|\left\|x^{k}-x^{k+1}\right\| \tag{11}
\end{equation*}
$$

2. If condition (2) is not true, i.e.,

$$
\left\{\begin{array}{l}
\left\|\nabla f\left(x^{k}\right)-\nabla f\left(x^{k-1}\right)\right\| \leq \frac{\eta_{0}}{\lambda_{k-1}}\left\|x^{k}-x^{k-1}\right\| \\
\lambda_{k}=\left(1+\varepsilon_{k-1}^{\prime}\right) \lambda_{k-1} \leq\left(1+\varepsilon_{k-1}\right) \lambda_{k-1}
\end{array}\right.
$$

From (10), we get

$$
\begin{equation*}
A \leq \frac{2 \eta_{0} \lambda_{k}}{\lambda_{k-1}}\left\|x^{k}-x^{k-1}\right\|\left\|x^{k}-x^{k+1}\right\| \leq 2 \eta_{0}\left(1+\varepsilon_{k-1}\right)\left\|x^{k}-x^{k-1}\right\|\left\|x^{k}-x^{k+1}\right\| \tag{12}
\end{equation*}
$$

Since $\eta_{0}<\frac{1}{2}$ and $\sum_{k=0}^{\infty} \varepsilon_{k}$ is convergent then there exists $k_{1}$ such that

$$
\begin{equation*}
2 \eta_{0}\left(1+\varepsilon_{k-1}\right)<1 \quad \forall k \geq k_{1} \tag{13}
\end{equation*}
$$

Combining (11), (12), (13) and the fact that $\eta_{1}<\frac{1}{2}$, we obtain

$$
\begin{equation*}
A<\left\|x^{k}-x^{k-1}\right\|\left\|x^{k}-x^{k+1}\right\| \leq \frac{1}{2}\left\|x^{k}-x^{k-1}\right\|^{2}+\frac{1}{2}\left\|x^{k+1}-x^{k}\right\|^{2} \forall k \geq k_{1} \tag{14}
\end{equation*}
$$

Using the convexity of $f$ we evaluate

$$
\begin{equation*}
B=\frac{2 \lambda_{k}^{2}}{\lambda_{k-1}}\left\langle x^{k-1}-x^{k}, \nabla f\left(x^{k}\right)\right\rangle \leq \frac{2 \lambda_{k}^{2}}{\lambda_{k-1}}\left(f\left(x^{k-1}\right)-f\left(x^{k}\right)\right) \tag{15}
\end{equation*}
$$

From (9), (14), (15), we infer that

$$
\begin{equation*}
\left\|x^{k+1}-x^{k}\right\|^{2} \leq \frac{1}{2}\left\|x^{k}-x^{k-1}\right\|^{2}-\frac{1}{2}\left\|x^{k+1}-x^{k}\right\|^{2}+\frac{2 \lambda_{k}^{2}}{\lambda_{k-1}}\left(f\left(x^{k-1}\right)-f\left(x^{k}\right)\right) \quad \forall k \geq k_{1} \tag{16}
\end{equation*}
$$

Plug (16) in (7) we deduce that

$$
\begin{array}{r}
\left\|x^{k+1}-x^{*}\right\|^{2} \leq \frac{1}{2}\left\|x^{k}-x^{k-1}\right\|^{2}-\frac{1}{2}\left\|x^{k+1}-x^{k}\right\|^{2}+2 \lambda_{k}\left(f_{*}-f\left(x^{k}\right)\right) \\
+\frac{2 \lambda_{k}^{2}}{\lambda_{k-1}}\left(f\left(x^{k-1}\right)-f\left(x^{k}\right)\right)+\left\|x^{k}-x^{*}\right\|^{2} \quad \forall k \geq k_{1} \\
\Longleftrightarrow\left\|x^{k+1}-x^{*}\right\|^{2}+\frac{1}{2}\left\|x^{k+1}-x^{k}\right\|^{2}+2 \lambda_{k}\left(1+\frac{\lambda_{k}}{\lambda_{k-1}}\right)\left(f\left(x^{k}\right)-f_{*}\right) \\
\leq\left\|x^{k}-x^{*}\right\|^{2}+\frac{1}{2}\left\|x^{k}-x^{k-1}\right\|^{2}+2 \frac{\lambda_{k}^{2}}{\lambda_{k-1}}\left(f\left(x^{k-1}\right)-f_{*}\right) \quad \forall k \geq k_{1} \tag{17}
\end{array}
$$

Next, remember that since $\sum_{k=0}^{\infty} \varepsilon_{k}$ is convergent, then there exists $k_{2}$ such that

$$
\begin{equation*}
\varepsilon_{k} \leq \sqrt{2}-1 \quad \forall k \geq k_{2} \tag{18}
\end{equation*}
$$

We now show that

$$
\begin{equation*}
\frac{\lambda_{k+1}^{2}}{\lambda_{k}^{2}} \leq 1+\frac{\lambda_{k}}{\lambda_{k-1}}, \quad \forall k \geq k_{2} \tag{19}
\end{equation*}
$$

Indeed, for each $k \geq k_{2}$ there are two possible cases:

1. If $\left\|\nabla f\left(x^{k+1}\right)-\nabla f\left(x^{k}\right)\right\|>\frac{\eta_{0}}{\lambda_{k}}\left\|x^{k+1}-x^{k}\right\|$ then by $(2), \lambda_{k+1}=\eta_{1} \frac{\left\|x^{k+1}-x^{k}\right\|}{\left\|\nabla f\left(x^{k+1}\right)-\nabla f\left(x^{k}\right)\right\|}<\frac{\eta_{1}}{\eta_{0}} \lambda_{k}$, that means $\frac{\lambda_{k+1}}{\lambda_{k}}<\frac{\eta_{1}}{\eta_{0}}<1$ and hence (19) is proved.
2. Otherwise, $\lambda_{k+1}=\left(1+\varepsilon_{k}^{\prime}\right) \lambda_{k}$ then (19) is equivalent to

$$
\begin{equation*}
\left(1+\varepsilon_{k}^{\prime}\right)^{2} \leq 1+\frac{\lambda_{k}}{\lambda_{k-1}} \Longleftrightarrow \varepsilon_{k}^{\prime} \leq \sqrt{1+\frac{\lambda_{k}}{\lambda_{k-1}}}-1 \tag{20}
\end{equation*}
$$

Note that if $\frac{\lambda_{k}}{\lambda_{k-1}}<1$ then by (5) $\varepsilon_{k}^{\prime}=\min \left\{\varepsilon_{k}, \sqrt{1+\frac{\lambda_{k}}{\lambda_{k-1}}}-1\right\}$, this follows (20) obviously. Otherwise, if $\frac{\lambda_{k}}{\lambda_{k-1}} \geq 1$ then (20) is right due to the way we choose $k_{2}$ since $\sqrt{1+\frac{\lambda_{k}}{\lambda_{k-1}}}-1 \geq \sqrt{2}-1 \geq \varepsilon_{k} \geq \varepsilon_{k}^{\prime}$ for all $k \geq k_{2}$.

Take $k_{3}=\max \left\{k_{1}, k_{2}\right\}$, now, summing up (17) from $k=k_{3}+1$ to $\ell, \ell \geq k_{3}+1$, we get

$$
\begin{gather*}
\left\|x^{\ell+1}-x^{*}\right\|^{2}+\frac{1}{2}\left\|x^{\ell+1}-x^{\ell}\right\|^{2}+2 \lambda_{\ell}\left(1+\frac{\lambda_{\ell}}{\lambda_{\ell-1}}\right)\left(f\left(x^{\ell}\right)-f_{*}\right)+ \\
+2 \sum_{k=k_{3}}^{\ell-1}\left(\lambda_{k}\left(1+\frac{\lambda_{k}}{\lambda_{k-1}}\right)-\frac{\lambda_{k+1}^{2}}{\lambda_{k}}\right)\left(f\left(x^{k}\right)-f_{*}\right) \\
\leq\left\|x^{k_{3}+1}-x^{*}\right\|^{2}+\frac{1}{2}\left\|x^{k_{3}+1}-x^{k_{3}}\right\|^{2}+2 \frac{\lambda_{k_{3}+1}^{2}}{\lambda_{k_{3}}}\left(f\left(x^{k_{3}}\right)-f_{*}\right)=K \quad \forall \ell \geq k_{3}+1 \tag{21}
\end{gather*}
$$

From (19) we have

$$
\sum_{k=k_{3}}^{\ell-1}\left(\lambda_{k}\left(1+\frac{\lambda_{k}}{\lambda_{k-1}}\right)-\frac{\lambda_{k+1}^{2}}{\lambda_{k}}\right)\left(f\left(x^{k}\right)-f_{*}\right) \geq 0 \quad \forall \ell \geq k_{3}+1
$$

Combining with (21) we obtain

$$
\left\|x^{\ell+1}-x^{*}\right\|^{2} \leq K \quad \forall \ell \geq k_{3}+1
$$

We now conclude that $\left\{x^{k}\right\}$ is bounded.
Since $\left\{x^{k}\right\}$ is bounded we have $S=\overline{\operatorname{conv}}\left\{x^{*}, x^{0}, x^{1}, \ldots\right\}$ is compact. Because $f$ is locally Lipschitz gradient then there exists $L_{1}>0$ such that

$$
\|\nabla f(x)-\nabla f(y)\| \leq L_{1}\|x-y\| \quad \forall x, y \in S
$$

For $k=1$ if (2) is satisfied then $\lambda_{1} \geq \frac{\eta_{1}}{L_{1}}$, otherwise $\lambda_{1}=\left(1+\varepsilon_{0}^{\prime}\right) \lambda_{0} \geq \lambda_{0}$. By induction, we get that

$$
\begin{equation*}
\lambda_{k} \geq \min \left\{\frac{\eta_{1}}{L_{1}}, \lambda_{0}\right\}=\gamma>0 \quad \forall k \geq 0 \tag{22}
\end{equation*}
$$

Remark 2.1. From the proof of Lemma 2.1 we observe that:
(i) We can take $k_{3}=1$ if inequalities (13) and (18) are satisfied from 1. In particular, $2 \eta_{0}\left(1+\varepsilon_{k-1}\right)<1$ and $\varepsilon_{k} \leq \sqrt{2}-1 \quad \forall k \geq 1$. We control that easily by choosing the suitable series $\sum_{k=0}^{\infty} \varepsilon_{k}$.
(ii) We also easily obtain some convergence results of Algorithm 2.1 that are similar to AdGD by using the analogous arguments in [17]. For instance, the complexity $O\left(\frac{1}{k}\right)$ of $f\left(\hat{x}^{k}\right)-f_{*}$. Indeed, for $k=k_{3}, \ldots, \ell-1$ we set $r_{k}=\lambda_{k}\left(1+\frac{\lambda_{k}}{\lambda_{k-1}}\right)-\frac{\lambda_{k+1}^{2}}{\lambda_{k}}$ and $r_{\ell}=\lambda_{\ell}\left(1+\frac{\lambda_{\ell}}{\lambda_{\ell-1}}\right)$. By (22) we have $\sum_{k=k_{3}}^{\ell} r_{k}=\sum_{k=k_{3}}^{\ell} \lambda_{k}+\frac{\lambda_{k_{3}}^{2}}{\lambda_{k_{3}-1}} \geq\left(\ell-k_{3}\right) \gamma$. Moreover, from (21) we get that $\sum_{k=k_{3}}^{\ell} r_{k}\left(f\left(x^{k}\right)-f_{*}\right) \leq \frac{K}{2}$. Next, putting $\hat{x}^{\ell}=\left(\sum_{k=k_{3}}^{\ell} r_{k} x^{k}\right) /\left(\sum_{k=k_{3}}^{\ell} r_{k}\right)$. By the convexity of $f$, it follows that

$$
\begin{equation*}
f\left(\hat{x}^{\ell}\right)-f_{*} \leq \frac{\sum_{k=k_{3}}^{\ell} r_{k}\left(f\left(x^{k}\right)-f_{*}\right)}{\sum_{k=k_{3}}^{\ell} r_{k}} \leq \frac{K}{2 \sum_{k=k_{3}}^{\ell} r_{k}} \leq \frac{K}{2 \gamma\left(\ell-k_{3}\right)}=O\left(\frac{1}{\ell}\right), \quad \forall \ell \geq k_{3}+1 \tag{23}
\end{equation*}
$$

The next result provides a nice property of the sequence $\left\{\lambda_{k}\right\}$.
Lemma 2.2. The sequence of stepsize $\left\{\lambda_{k}\right\}$ generated by Algorithm 2.1 is convergent.
Proof. Let $a_{k}=\ln \lambda_{k+1}-\ln \lambda_{k} \quad \forall k \geq 0$, we have $a_{k}=a_{k}^{+}-a_{k}^{-}$, where

$$
a_{k}^{+}=\max \left\{0, a_{k}\right\}, a_{k}^{-}=-\min \left\{0, a_{k}\right\}
$$

Then $a_{k}^{+} \geq 0 \quad$ and $\quad a_{k}^{-} \geq 0 \quad \forall k \geq 0$.
From the definition of $\lambda_{k}$ in Algorithm 2.1, we derive that

$$
a_{k}=\ln \frac{\lambda_{k+1}}{\lambda_{k}} \leq \ln \left(1+\varepsilon_{k}^{\prime}\right) \leq \varepsilon_{k}^{\prime} \leq \varepsilon_{k} \quad \forall k \geq 0
$$

which implies $a_{k}^{+} \leq \varepsilon_{k}$. Since $\sum_{k=0}^{\infty} \varepsilon_{k}$ is convergent, we obtain $\sum_{k=0}^{\infty} a_{k}^{+}<+\infty$. Observing that $\sum_{k=0}^{\infty} a_{k}^{-}$is a nonnegative series and using the following relation

$$
\begin{equation*}
\ln \lambda_{k+1}-\ln \lambda_{0}=\sum_{i=0}^{k} a_{i}=\sum_{i=0}^{k}\left(a_{i}^{+}-a_{i}^{-}\right)=\sum_{i=0}^{k} a_{i}^{+}-\sum_{i=0}^{k} a_{i}^{-} \tag{24}
\end{equation*}
$$

we assert that if $\lim _{k \rightarrow+\infty} \sum_{i=0}^{k} a_{i}^{-}=+\infty$ then

$$
\lim _{k \rightarrow+\infty}\left(\ln \lambda_{k+1}\right)=-\infty \Longleftrightarrow \lim _{k \rightarrow+\infty} \lambda_{k}=0
$$

But the result of Lemma 2.1 gives $\inf _{k \geq 0} \lambda_{k}>0$. This contradiction proves the convergence of $\sum_{k=0}^{\infty} a_{k}^{-}$. Finally, from (24) we get the desired conclusion that $\lim _{k \rightarrow+\infty} \lambda_{k}=\lambda^{*}<+\infty$.

Lemma 2.3. There exists a fixed number $\bar{k}$ such that

$$
\left\|\nabla f\left(x^{k}\right)-\nabla f\left(x^{k-1}\right)\right\| \leq \frac{\eta_{0}}{\lambda_{k-1}}\left\|x^{k}-x^{k-1}\right\| \quad \forall k \geq \bar{k} .
$$

Proof. Suppose by contradiction that there exists $\left\{k_{j}\right\}, k_{j} \rightarrow+\infty$ such that

$$
\left\|\nabla f\left(x^{k_{j}}\right)-\nabla f\left(x^{k_{j}-1}\right)\right\|>\frac{\eta_{0}}{\lambda_{k_{j}-1}}\left\|x^{k_{j}}-x^{k_{j}-1}\right\| .
$$

For this case

$$
\lambda_{k_{j}}=\eta_{1} \frac{\left\|x^{k_{j}}-x^{k_{j}-1}\right\|}{\left\|\nabla f\left(x^{k_{j}}\right)-\nabla f\left(x^{k_{j}-1}\right)\right\|} .
$$

Consequently,

$$
\frac{\eta_{1}\left\|x^{k_{j}}-x^{k_{j}-1}\right\|}{\lambda_{k_{j}}}=\left\|\nabla f\left(x^{k_{j}}\right)-\nabla f\left(x^{k_{j}-1}\right)\right\|>\frac{\eta_{0}}{\lambda_{k_{j}-1}}\left\|x^{k_{j}}-x^{k_{j}-1}\right\|,
$$

i.e.,

$$
\frac{\lambda_{k_{j}}}{\lambda_{k_{j}-1}}<\frac{\eta_{1}}{\eta_{0}} \quad \forall k_{j} .
$$

On the other hand, from Lemma 2.2 we have

$$
\begin{equation*}
\lim _{k_{j} \rightarrow+\infty} \lambda_{k_{j}}=\lim _{k_{j} \rightarrow+\infty} \lambda_{k_{j}-1}=\lim _{k \rightarrow+\infty} \lambda_{k}=\lambda^{*}, \tag{25}
\end{equation*}
$$

hence we deduce that

$$
\frac{\lambda^{*}}{\lambda^{*}} \leq \frac{\eta_{1}}{\eta_{0}}<1 .
$$

It is a contradiction and we finish the proof.

Remark 2.2. From Lemma 2.3 we note that from $\bar{k}$ (obtained by Lemma 2.3):

$$
\lambda_{\bar{k}} \leq \lambda_{k}<\lambda_{k+1} \leq \lambda^{*}=\lim _{k \rightarrow+\infty} \lambda_{k}, k \geq \bar{k} .
$$

Lemma 2.4. For any $x \in \mathbb{R}^{n}$ we have

$$
\begin{equation*}
f(x)-f\left(x^{k+1}\right) \geq \frac{1-\eta_{0}}{\lambda_{k}}\left\|x^{k+1}-x^{k}\right\|^{2}+\frac{1}{\lambda_{k}}\left\langle x^{k}-x^{k+1}, x-x^{k}\right\rangle, \quad \forall k \geq \bar{k} . \tag{26}
\end{equation*}
$$

Proof. By the convexity of $f$, we have

$$
\begin{align*}
f(x)-f\left(x^{k+1}\right) & =f(x)-f\left(x^{k}\right)+f\left(x^{k}\right)-f\left(x^{k+1}\right) \\
& \geq\left\langle\nabla f\left(x^{k}\right), x-x^{k}\right\rangle+\left\langle\nabla f\left(x^{k+1}\right), x^{k}-x^{k+1}\right\rangle  \tag{27}\\
& =\frac{1}{\lambda_{k}}\left\langle x^{k}-x^{k+1}, x-x^{k}\right\rangle+\left\langle\nabla f\left(x^{k+1}\right)-\nabla f\left(x^{k}\right), x^{k}-x^{k+1}\right\rangle\left\langle\nabla f\left(x^{k}\right), x^{k}-x^{k+1}\right\rangle .
\end{align*}
$$

Since

$$
\begin{align*}
\left\langle\nabla f\left(x^{k+1}\right)-\nabla f\left(x^{k}\right), x^{k}-x^{k+1}\right\rangle & =-\left\langle\nabla f\left(x^{k}\right)-\nabla f\left(x^{k+1}\right), x^{k}-x^{k+1}\right\rangle \\
& \geq-\left\|\nabla f\left(x^{k}\right)-\nabla f\left(x^{k+1}\right)\right\|\left\|x^{k}-x^{k+1}\right\|  \tag{28}\\
& \geq-\frac{\eta_{0}}{\lambda_{k}}\left\|x^{k+1}-x^{k}\right\|^{2} \quad \forall k \geq \bar{k}
\end{align*}
$$

and

$$
\begin{equation*}
\left\langle\nabla f\left(x^{k}\right), x^{k}-x^{k+1}\right\rangle=\frac{1}{\lambda_{k}}\left\|x^{k}-x^{k+1}\right\|^{2} \tag{29}
\end{equation*}
$$

Combining (27), (28) and (29) we get the desired conclusion (26).

Remark 2.3. If we replace $x$ by $x^{k}$ in (26) then we obtain the decreasing of $\left\{f\left(x^{k}\right)\right\}_{k \geq \bar{k}}$ since

$$
\begin{equation*}
f\left(x^{k}\right)-f\left(x^{k+1}\right) \geq \frac{1-\eta_{0}}{\lambda_{k}}\left\|x^{k+1}-x^{k}\right\|^{2}=\left(1-\eta_{0}\right) \lambda_{k}\left\|\nabla f\left(x^{k}\right)\right\|^{2} \geq\left(1-\eta_{0}\right) \lambda_{\bar{k}}\left\|\nabla f\left(x^{k}\right)\right\|^{2}, \forall k \geq \bar{k} \tag{30}
\end{equation*}
$$

Theorem 2.1. Suppose that problem $(P)$ satisfies Assumptions 1 and 2. Then the sequence $\left\{x^{k}\right\}$ generated by Algorithm 2.1 (NGD) converges to an optimal solution of problem ( $P$ ) and for any $x^{*} \in X^{*}$ we have

$$
\begin{equation*}
f\left(x^{k}\right)-f_{*}=f\left(x^{k}\right)-f\left(x^{*}\right) \leq \frac{1-\eta_{0}}{\lambda_{\bar{k}}} \frac{\left\|x^{*}-x^{\bar{k}}\right\|^{2}}{k-\bar{k}}=O\left(\frac{1}{k}\right) \quad \forall k \geq \bar{k}+1 \tag{31}
\end{equation*}
$$

Proof. Since $f\left(x^{*}\right)-f\left(x^{i+1}\right) \leq 0$ then from (26), replacing $x$ by $x^{*}$ we get

$$
\begin{equation*}
\left\langle x^{i}-x^{i+1}, x^{*}-x^{i}\right\rangle \leq 0, \forall i \geq \bar{k} \tag{32}
\end{equation*}
$$

and

$$
\begin{align*}
f\left(x^{*}\right)-f\left(x^{i+1}\right) & \geq \frac{1-\eta_{0}}{\lambda_{i}}\left(\left\|x^{i+1}-x^{i}\right\|^{2}+2\left\langle x^{i}-x^{i+1}, x^{*}-x^{i}\right\rangle\right)+\underbrace{\frac{2 \eta_{0}-1}{\lambda_{i}}}_{<0} \underbrace{\left\langle x^{i}-x^{i+1}, x^{*}-x^{i}\right\rangle}_{\leq 0(\text { by }(32))} \\
& \geq \frac{1-\eta_{0}}{\lambda_{i}}\left(\left\|x^{*}-x^{i+1}\right\|^{2}-\left\|x^{*}-x^{i}\right\|^{2}\right) \quad \forall i \geq \bar{k} . \tag{33}
\end{align*}
$$

By (33) we see that $\left\|x^{*}-x^{i+1}\right\|^{2}-\left\|x^{*}-x^{i}\right\|^{2} \leq 0 \forall i \geq \bar{k}$ and using the fact that $\lambda_{i} \geq \lambda_{\bar{k}} \forall i \geq \bar{k}$, we have

$$
\begin{equation*}
f\left(x^{*}\right)-f\left(x^{i+1}\right) \geq \frac{1-\eta_{0}}{\lambda_{\bar{k}}}\left(\left\|x^{*}-x^{i+1}\right\|^{2}-\left\|x^{*}-x^{i}\right\|^{2}\right) \quad \forall i \geq \bar{k} \tag{34}
\end{equation*}
$$

Telescoping inequality (34) from $i=\bar{k}$ to $k+\bar{k}-1(k \geq 1)$, we deduce

$$
\begin{equation*}
k f\left(x^{*}\right)-\sum_{i=\bar{k}}^{k+\bar{k}-1} f\left(x^{i+1}\right) \geq \frac{1-\eta_{0}}{\lambda_{\bar{k}}}\left(\left\|x^{*}-x^{k+\bar{k}}\right\|^{2}-\left\|x^{*}-x^{\bar{k}}\right\|^{2}\right) \tag{35}
\end{equation*}
$$

Moreover, the decreasing of $\left\{f\left(x^{k}\right)\right\}_{k \geq \bar{k}}$ obtained in Remark 2.3 follows

$$
\begin{equation*}
-k f\left(x^{k+\bar{k}}\right) \geq-\sum_{i=\bar{k}}^{k+\bar{k}-1} f\left(x^{i+1}\right) \tag{36}
\end{equation*}
$$

Then combining (35) with (36), we arrive at

$$
f\left(x^{k+\bar{k}}\right)-f\left(x^{*}\right) \leq \frac{1-\eta_{0}}{\lambda_{\bar{k}}} \frac{\left\|x^{*}-x^{\bar{k}}\right\|^{2}}{k} \quad \forall k \geq 1
$$

i.e.,

$$
f\left(x^{k}\right)-f\left(x^{*}\right) \leq \frac{1-\eta_{0}}{\lambda_{\bar{k}}} \frac{\left\|x^{*}-x^{\bar{k}}\right\|^{2}}{k-\bar{k}}=O\left(\frac{1}{k}\right) \quad \forall k \geq \bar{k}+1 .
$$

Hence, we get

$$
\lim _{k \rightarrow+\infty} f\left(x^{k}\right)=f_{*}
$$

Now, remember that $f$ is continuous and the sequence $\left\{x^{k}\right\}$ is bounded. Consequently, we confirm that every cluster point of $\left\{x^{k}\right\}$ belongs to $X^{*}$. Take $\bar{x}$ as an arbitrary cluster point of $\left\{x^{k}\right\}$ means that there exists a subsequence $\left\{x^{k_{j}}\right\}$ such that $x^{k_{j}} \rightarrow \bar{x}$. Moreover, because $\bar{x} \in X^{*}$, from (33) we obtain the decreasing monotonicity of $\left\{\left\|\bar{x}-x^{k}\right\|\right\}_{k \geq \bar{k}}$. It follows that the sequence $\left\{\left\|\bar{x}-x^{k}\right\|\right\}_{k \geq \bar{k}}$ is convergent because it is decreasing and bounded by zero. Finally, we get the desired conclusion since

$$
\lim _{k \rightarrow+\infty}\left\|\bar{x}-x^{k+1}\right\|=\lim _{k_{j} \rightarrow+\infty}\left\|\bar{x}-x^{k_{j}}\right\|=0
$$

Next, we will prove a stronger result for Algorithm 2.1 if $f$ is locally strongly convex. The details are in the following theorem.

Theorem 2.2. Suppose that problem ( $P$ ) satisfies Assumptions 1 and 2. In addition, $f$ is locally strongly convex. Then the sequence $\left\{x^{k}\right\}$ generated by Algorithm 2.1 satisfies

$$
\begin{equation*}
\left\|x^{k+1}-x^{*}\right\|^{2} \leq\left(1-\frac{\sigma \lambda_{\bar{k}}}{2\left(1-\eta_{0}\right)}\right)\left\|x^{k}-x^{*}\right\|^{2}, \quad \forall k \geq \bar{k} \tag{i}
\end{equation*}
$$

(ii)

$$
\begin{equation*}
f\left(x^{k+1}\right)-f\left(x^{*}\right) \leq\left(\frac{1-\eta_{0}}{\lambda_{\bar{k}}}-\frac{\sigma}{2}\right)\left(1-\frac{\sigma \lambda_{\bar{k}}}{2\left(1-\eta_{0}\right)}\right)^{k+1-\bar{k}}\left\|x^{\bar{k}}-x^{*}\right\|^{2}, \quad \forall k \geq \bar{k} \tag{38}
\end{equation*}
$$

where $\sigma>0$ is strong convexity constant of $f$ on the compact set $S=\overline{\operatorname{conv}}\left\{x^{*}, x^{0}, x^{1}, \ldots\right\}$.
Proof. (i) $f$ is $\sigma$-strongly convex over $S$ meaning that

$$
\begin{equation*}
\left\|\nabla f\left(x^{k}\right)-\nabla f\left(x^{k-1}\right)\right\| \geq \sigma\left\|x^{k}-x^{k-1}\right\| \tag{39}
\end{equation*}
$$

From Lemma 2.3 it is easy to see that $\sigma \leq \frac{\eta_{0}}{\lambda_{k-1}}, \forall k \geq \bar{k}$, hence $\sigma \lambda_{\bar{k}} \leq \sigma \lambda_{k} \leq \eta_{0}<\frac{1}{2}, \forall k \geq \bar{k}$.
Because $f$ is $\sigma$ - strongly convex on $S$ then

$$
\begin{equation*}
f(x)-f\left(x^{k}\right) \geq\left\langle\nabla f\left(x^{k}\right), x-x^{k}\right\rangle+\frac{\sigma}{2}\left\|x-x^{k}\right\|^{2}, \forall x \in S \tag{40}
\end{equation*}
$$

Now, using the second line in formula (27) of Lemma 2.4 we obtain that

$$
\begin{equation*}
f(x)-f\left(x^{k+1}\right) \geq \frac{1-\eta_{0}}{\lambda_{k}}\left\|x^{k+1}-x^{k}\right\|^{2}+\frac{\sigma}{2}\left\|x-x^{k}\right\|^{2}+\frac{1}{\lambda_{k}}\left\langle x^{k}-x^{k+1}, x-x^{k}\right\rangle \quad \forall x \in S, k \geq \bar{k} \tag{41}
\end{equation*}
$$

Let $x=x^{*}$ in (41), we derive that

$$
\begin{equation*}
\left\langle x^{k}-x^{k+1}, x^{*}-x^{k}\right\rangle \leq 0 \forall k \geq \bar{k} \tag{42}
\end{equation*}
$$

Additionally, for all $x \in S, k \geq \bar{k}$,

$$
\begin{align*}
f\left(x^{*}\right)-f\left(x^{k+1}\right) \geq & \frac{1-\eta_{0}}{\lambda_{k}}\left(\left\|x^{k+1}-x^{*}\right\|^{2}-2\left\langle x^{k}-x^{k+1}, x^{*}-x^{k}\right\rangle-\left\|x^{*}-x^{k}\right\|^{2}\right)+\frac{\sigma}{2}\left\|x^{*}-x^{k}\right\|^{2}+ \\
& \quad+\frac{1}{\lambda_{k}}\left\langle x^{k}-x^{k+1}, x^{*}-x^{k}\right\rangle  \tag{43}\\
\geq & \frac{1-\eta_{0}}{\lambda_{k}}\left\|x^{*}-x^{k+1}\right\|^{2}+\left(\frac{\sigma}{2}-\frac{1-\eta_{0}}{\lambda_{k}}\right)\left\|x^{*}-x^{k}\right\|^{2}+\underbrace{\frac{2 \eta_{0}-1}{\lambda_{k}}\left\langle x^{k}-x^{k+1}, x^{*}-x^{k}\right\rangle}_{\geq 0\left(\text { by }(42) \text { and } \eta_{0}<\frac{1}{2}\right) .}
\end{align*}
$$

Remember that $f\left(x^{*}\right)-f\left(x^{k+1}\right) \leq 0 \forall k$ then we have

$$
\begin{equation*}
\frac{1-\eta_{0}}{\lambda_{k}}\left\|x^{*}-x^{k+1}\right\|^{2} \leq\left(\frac{1-\eta_{0}}{\lambda_{k}}-\frac{\sigma}{2}\right)\left\|x^{*}-x^{k}\right\|^{2}, \quad k \geq \bar{k} \tag{44}
\end{equation*}
$$

establishing

$$
\left\|x^{k+1}-x^{*}\right\|^{2} \leq\left(1-\frac{\sigma \lambda_{k}}{2\left(1-\eta_{0}\right)}\right)\left\|x^{k}-x^{*}\right\|^{2} \leq\left(1-\frac{\sigma \lambda_{\bar{k}}}{2\left(1-\eta_{0}\right)}\right)\left\|x^{k}-x^{*}\right\|^{2}, \quad k \geq \bar{k}
$$

(ii) From (43), we also get

$$
\begin{aligned}
f\left(x^{k+1}\right)-f\left(x^{*}\right) & \leq-\frac{1-\eta_{0}}{\lambda_{k}}\left\|x^{*}-x^{k+1}\right\|^{2}-\left(\frac{\sigma}{2}-\frac{1-\eta_{0}}{\lambda_{k}}\right)\left\|x^{*}-x^{k}\right\|^{2} \\
& \leq\left(\frac{1-\eta_{0}}{\lambda_{k}}-\frac{\sigma}{2}\right)\left\|x^{*}-x^{k}\right\|^{2} \leq\left(\frac{1-\eta_{0}}{\lambda_{\bar{k}}}-\frac{\sigma}{2}\right)\left\|x^{*}-x^{k}\right\|^{2} \\
& \leq\left(\frac{1-\eta_{0}}{\lambda_{\bar{k}}}-\frac{\sigma}{2}\right)\left(1-\frac{\sigma \lambda_{\bar{k}}}{2\left(1-\eta_{0}\right)}\right)^{k+1-\bar{k}}\left\|x^{\bar{k}}-x^{*}\right\|^{2}, \quad k \geq \bar{k} .
\end{aligned}
$$

Remark 2.4. Under the assumptions of Theorem 2.2, we end this section by several remarkable points as follows:
(i) The assertion (i) of Theorem 2.2 shows the linear convergence rate of $\left\{x^{k}\right\}_{k \geq \bar{k}}$.
(ii) By Theorem 2.2 (ii) and taking into account that $\log (1-x)<-x$ for $x \in(0,1)$, we will get $f\left(x^{k}\right)-f_{*} \leq \varepsilon$ if

$$
\begin{equation*}
k \geq \bar{k}+\frac{2\left(1-\eta_{0}\right)}{\sigma \lambda_{\bar{k}}} \log \left(\frac{1}{\varepsilon}\right)+\frac{2\left(1-\eta_{0}\right)}{\sigma \lambda_{\bar{k}}} \log \left(\frac{2-2 \eta_{0}-\sigma \lambda_{\bar{k}}}{2 \lambda_{\bar{k}}}\left\|x^{\bar{k}}-x^{*}\right\|^{2}\right) \tag{45}
\end{equation*}
$$

## 3. A new projected gradient descent algorithm for solving a class of nonconvex optimization over a closed convex set

In this section, we propose a new algorithm for solving a class of nonconvex optimization over a closed convex set that is

$$
\begin{equation*}
\min _{x \in C} f(x) \tag{1}
\end{equation*}
$$

where $C \subset \mathbb{R}^{n}$ is a nonempty closed convex set and $f$ satisfies the followings
$\left(C_{1}\right) f$ is smooth and globally gradient Lipschitz with constant $L$ on $C$,
$\left(C_{2}\right)$ For $u, v \in C$, the function $g_{u v}: \mathbb{R} \rightarrow \mathbb{R}$ defined by

$$
g_{u v}(t)=f_{t}^{\prime}(u+t(v-u))=\langle\nabla f(u+t(v-u)), v-u\rangle
$$

is quasiconvex on $[0,1]$.

We remember that the necessary optimality condition for a local optimal solution $z$ of problem $\left(P_{1}\right)$ is the stationarity condition that

$$
\langle\nabla f(z), x-z\rangle \geq 0, \text { for all } x \in C
$$

This is also sufficient if $f$ is convex. The stationarity can be also verified via the simple equality

$$
\begin{equation*}
z=P_{C}(z-s \nabla f(z)), \text { for some } s>0 \tag{46}
\end{equation*}
$$

The above condition (46) is ensured for the stationarity of $z$ for any $s>0$. One can see [4] for more details. Motivated by (46) it is known that a traditional method for finding a stationary point of the problem $\left(P_{1}\right)$ is the projected gradient (PG) algorithm that calculates the iterative sequence

$$
\begin{equation*}
x^{k+1}=P_{C}\left(x^{k}-\lambda_{k} \nabla f\left(x^{k}\right)\right), \tag{47}
\end{equation*}
$$

where $P_{C}$ is the orthogonal projection onto $C$ defined by

$$
P_{C}(x)=\operatorname{argmin}\{\|y-x\|: y \in C\}
$$

Obviously, the projected gradient algorithm becomes GD as $C=\mathbb{R}^{n}$. Similar to GD, one can control the performance of the PG algorithm through stepsize $\lambda_{k}$. For the general case, the function $f$ is global $L$-Lipschitz gradient, the gradient projection method is convergent if we choose constant stepsize $\lambda_{k} \in\left(0, \frac{2}{L}\right)$ or by backtracking procedure, see [4] for more details. However, as presented, it will be saved the computational effort (to estimate $L$ or implement the backtracking procedure) if we apply some adaptive stepsize for PG like the one used in Algorithm 2.1 or AdGD. This suggests us to build a new algorithm based on the projected gradient with our new stepsize for solving the problem ( $P_{1}$ ).

Before presenting the new algorithm in detail, let us discuss the assumptions $\left(C_{1}\right)$ and $\left(C_{2}\right)$ of $f$. It should be noted that if $f$ is convex then the condition $\left(C_{2}\right)$ is always satisfied but the converse is not true. For instance, the quadratic function $f(x)=\frac{1}{2} x^{T} A x+b^{T} x\left(A\right.$ is a symmetric matrix in $\mathbb{R}^{n \times n}$ and $\left.b \in \mathbb{R}^{n}\right)$ has

$$
g_{u v}(t)=\langle A(u+t(v-u))+b, v-u\rangle
$$

which is linear (with respect to variable $t$ ) and hence quasiconvex on $\mathbb{R}$ for all $u, v \in \mathbb{R}^{n}$ although $f$ may be nonconvex for non-semipostive definite matrix $A$. Therefore, functions satisfying $\left(C_{2}\right)$ are nonconvex in general. Now, without the convexity of $f$ we cannot obtain the boundedness of $\left\{x^{k}\right\}$ or the lower boundedness of $\left\{\lambda_{k}\right\}$ by using similar arguments like in Lemma 2.1. However, the condition $\left(C_{1}\right)$ is helpful to prove the existence of limitation of $\left\{\lambda_{k}\right\}$. Below is the projected gradient algorithm based on our new stepsize.

```
Algorithm 3.1 (PG-NGD)
Step 0 (Initialization). Select \(\lambda_{0}>0,0<\eta_{1}<\eta_{0}<1\), a tolerance \(\varepsilon>0\) and a positive real sequence \(\left\{\varepsilon_{k}\right\}\) such
that \(\sum_{k=0}^{\infty} \varepsilon_{k}<\infty\). Choose \(x^{0} \in \mathbb{R}^{n}, x^{1}=P_{C}\left(x^{0}-\lambda_{0} \nabla f\left(x^{0}\right)\right)\), and set \(k=1\).
Step 1. If \(\left\|\nabla f\left(x^{k}\right)-\nabla f\left(x^{k-1}\right)\right\|>\frac{\eta_{0}}{\lambda_{k-1}}\left\|x^{k}-x^{k-1}\right\|\) then compute
\[
\begin{equation*}
\lambda_{k}=\eta_{1} \frac{\left\|x^{k}-x^{k-1}\right\|}{\left\|\nabla f\left(x^{k}\right)-\nabla f\left(x^{k-1}\right)\right\|} \tag{48}
\end{equation*}
\]
else
\[
\lambda_{k}=\left(1+\varepsilon_{k-1}\right) \lambda_{k-1}
\]

Step 2. Compute \(x^{k+1}=P_{C}\left(x^{k}-\lambda_{k} \nabla f\left(x^{k}\right)\right)\).
Step 3. If \(\left\|x^{k+1}-x^{k}\right\|<\epsilon\) then STOP
else setting \(k:=k+1\) and return to Step 1.

To prove the convergence of Algorithm 3.1 we have to confirm some similar results as the previous section.
Lemma 3.1. For Algorithm 3.1, we have \(\inf _{k \geq 0} \lambda_{k}>0\) and \(\left\{\lambda_{k}\right\}\) is convergent.

Proof. By induction, it is easy to show that \(\lambda_{k} \geq \min \left\{\lambda_{0}, \frac{\eta_{1}}{L}\right\}>0\) for all \(k \geq 0\). Hence \(\inf _{k \geq 0} \lambda_{k}>0\). The remaining assertion is proved by analogous arguments as Lemma 2.2.

Lemma 3.2. For Algorithm 3.1, there exists \(\hat{k}\) such that
\[
\left\|\nabla f\left(x^{k}\right)-\nabla f\left(x^{k-1}\right)\right\| \leq \frac{\eta_{0}}{\lambda_{k-1}}\left\|x^{k}-x^{k-1}\right\| \quad \forall k \geq \hat{k}
\]

Proof. The same as the proof of Lemma 2.3.
Lemma 3.3. Let \(f\) be a function that satisfies the conditions \(\left(C_{1}\right)\) and \(\left(C_{2}\right)\). Then the sequence \(\left\{x^{k}\right\}\) generated by Algorithm 3.1 has the following property
\[
f\left(x^{k}\right)-f\left(x^{k+1}\right) \geq \frac{1-\eta_{0}}{\lambda_{k}}\left\|x^{k+1}-x^{k}\right\|^{2}, \forall k \geq \hat{k}
\]

Proof. By using the Fundamental Theorem of Calculus, for any \(k \geq \hat{k}\) we have
\[
\begin{align*}
f\left(x^{k+1}\right)-f\left(x^{k}\right) & =\int_{0}^{1}\left\langle\nabla f\left(x^{k}+t\left(x^{k+1}-x^{k}\right)\right), x^{k+1}-x^{k}\right\rangle d t \\
& =\left\langle\nabla f\left(x^{k}\right), x^{k+1}-x^{k}\right\rangle+\int_{0}^{1}\left\langle\nabla f\left(x^{k}+t\left(x^{k+1}-x^{k}\right)\right)-\nabla f\left(x^{k}\right), x^{k+1}-x^{k}\right\rangle d t \\
& =\left\langle\nabla f\left(x^{k}\right), x^{k+1}-x^{k}\right\rangle+\int_{0}^{1} h_{k}(t) d t . \tag{49}
\end{align*}
\]

On the other hand,
\[
h_{k}(t)=\left\langle\nabla f\left(x^{k}+t\left(x^{k+1}-x^{k}\right)\right)-\nabla f\left(x^{k}\right), x^{k+1}-x^{k}\right\rangle=g_{x^{k} x^{k+1}}(t)-\left\langle\nabla f\left(x^{k}\right), x^{k+1}-x^{k}\right\rangle
\]
is quasiconvex in \([0,1]\) therefore, for all \(t \in[0,1]\),
\[
\begin{equation*}
h_{k}(t) \leq \max \left\{h_{k}(0), h_{k}(1)\right\}=\max \left\{0, h_{k}(1)\right\} \leq\left|h_{k}(1)\right|=\left|\left\langle\nabla f\left(x^{k+1}\right)-\nabla f\left(x^{k}\right), x^{k+1}-x^{k}\right\rangle\right| . \tag{50}
\end{equation*}
\]

Next, combining with Lemma 3.2, we infer that
\[
\begin{equation*}
\int_{0}^{1} h_{k}(t) d t \leq \frac{\eta_{0}}{\lambda_{k}}\left\|x^{k+1}-x^{k}\right\|^{2}, \quad \forall k \geq \hat{k} \tag{51}
\end{equation*}
\]

Moreover, \(x^{k+1}=P_{C}\left(x^{k}-\lambda_{k} \nabla f\left(x^{k}\right)\right)\) then by Theorem 9.8 in [4] we have
\[
\left\langle x^{k}-\lambda_{k} \nabla f\left(x^{k}\right)-x^{k+1}, x^{k}-x^{k+1}\right\rangle \leq 0
\]
from which we obtain
\[
\begin{equation*}
\left\langle\nabla f\left(x^{k}\right), x^{k+1}-x^{k}\right\rangle \leq-\frac{1}{\lambda_{k}}\left\|x^{k+1}-x^{k}\right\|^{2} \tag{52}
\end{equation*}
\]

It follows from (49), (51) and (52) that
\[
\begin{equation*}
f\left(x^{k}\right)-f\left(x^{k+1}\right) \geq \frac{1-\eta_{0}}{\lambda_{k}}\left\|x^{k+1}-x^{k}\right\|^{2} \quad \forall k \geq \hat{k} \tag{53}
\end{equation*}
\]

The following theorem gives the convergence of Algorithm 3.1 for solving the problem \(\left(P_{1}\right)\).
Theorem 3.1. Suppose that \(f\) satisfies the conditions \(\left(C_{1}\right)\) and \(\left(C_{2}\right)\). Then we have the following assertions for Algorithm 3.1:
(i) The sequence \(\left\{f\left(x^{k}\right)\right\}_{k \geq \hat{k}}\) is non-decreasing and \(f\left(x^{k+1}\right)<f\left(x^{k}\right)\) unless \(x^{k}\) is a stationary point of problem \(\left(P_{1}\right)\) for any \(k \geq \hat{k}\).
(ii) If \(f\) is lower bounded on \(C\) then \(f\left(x^{k}\right)-f\left(x^{k+1}\right) \rightarrow 0\) and \(\left\|x^{k}-x^{k+1}\right\| \rightarrow 0\).

Proof. (i) Since \(\eta_{0}<1\) then from (53) we obtain \(f\left(x^{k}\right) \geq f\left(x^{k+1}\right)\) for all \(k \geq \hat{k}\) and the equality holds for only case \(x^{k+1}=x^{k}=P_{C}\left(x^{k}-\lambda_{k} \nabla f\left(x^{k}\right)\right)\) or \(x^{k}\) is a stationary point of \(\left(P_{1}\right)\).
(ii) From (i) the sequence \(\left\{f\left(x^{k}\right)\right\}_{k \geq \hat{k}}\) is nondecreasing and lower bounded on \(C\) then it has a finite limitation. Therefore \(f\left(x^{k}\right)-f\left(x^{k+1}\right) \rightarrow 0\) and \(\left\|x^{k}-x^{k+1}\right\| \rightarrow 0\) as a consequence.

\section*{4. Numerical experiments}

Firstly, we test the performance of our new stepsize for the GD scheme by comparing Algorithm 2.1 (NGD) with GD and AdGD for some benchmark problems provided by [17]. Note that we use the original python code for GD and AdGD from \([17]^{4}\). We report the details in Section 4.1.

Secondly, we do a preliminary computational test for Algorithm 3.1 by comparing it with the two related algorithms including projected gradient with constant stepsize \(1 / L\) (PG-GD) and projected gradient with stepsize of AdGD (PG-AdGD). The tested data for this part is synthetic and will be described in detail in Section 4.2.

To implement Algorithm 2.1 and Algorithm 3.1, it is necessary to choose the suitable parameters \(\lambda_{0}, \eta_{0}, \eta_{1}, \varepsilon_{k}\) for each kind of tested instance. In particular, we take the convergent series defined by
\[
\begin{equation*}
\varepsilon_{k-1}=\frac{\alpha(\ln k)^{\beta}}{k^{1.1}}, \alpha>0, \beta \geq 0, k \geq 1 \tag{54}
\end{equation*}
\]

All the mentioned algorithms were coded in Python.

\subsection*{4.1. Aglorithm 2.1 (NGD)}

We reuse some benchmarks in [17] including logistic regression, matrix factorization, and cubic regularization for testing. The interested readers can see [17] to find more details about the description of these problems. We use the same notations as [17] for the reported results.

For the logistic regression, the loss function is defined by \(\frac{1}{n} \sum_{i=1}^{n} \log \left(1+\exp \left(-b_{i} a_{i}^{T} x\right)\right)+\frac{\gamma}{2}\|x\|^{2}\), where \(\left(a_{i}, b_{i}\right) \in\) \(\mathbb{R}^{d} \times \mathbb{R}, i=1, \ldots, n\) are observations and \(\gamma>0\) is a \(l_{2}\) regularization parameter. In this case, the objective is strongly convex. The tested datasets include "covtype", "w8a" and "mushrooms" from libsvm \({ }^{5}\) library. The results with \(\left(\lambda_{0}, \eta_{0}, \eta_{1}, \alpha, \beta\right)=(1 e-06,0.2,0.15,0.9,5)\) are presented in Fig. 1.

The second tested problem is matrix factorization that is common in recommendation systems [25]. The data is a matrix \(A \in \mathbb{R}^{m \times n}\) and \(r<\min \{m, n\}\); we need to find \(U \in \mathbb{R}^{m \times r}\) and \(V \in \mathbb{R}^{r \times n}\) minimizing the nonconvex objective \(f(U, V)=\|A-U V\|_{F}^{2}\). Similar to [17], we use MoviLens 100K dataset [12] and do the experiments with several values of \(r=10,20,30\). The results with \(\left(\lambda_{0}, \eta_{0}, \eta_{1}, \alpha, \beta\right)=(1 e-05,0.49,0.48,75,0)\) are shown in Fig. 2.

The last benchmark is solving the subproblem obtained by cubic regularization of the Newton method. A modified Newton step \(x^{k+1}\) is defined by \(T_{M}\left(x^{k}\right)\) where \(T_{M}\left(x^{k}\right)\) is a global optimal solution of \(\min _{x \in \mathbb{R}^{d}} F(x)=\left\langle\nabla f\left(x^{k}\right), x-\right.\) \(\left.x^{k}\right\rangle+\frac{1}{2}\left\langle\nabla^{2} f\left(x^{k}\right)\left(x-x^{k}\right), x-x^{k}\right\rangle+\frac{M}{6}\left\|x-x^{k}\right\|^{3}\). See [20, 21] for more details. Analogous to [17] we set \(x^{k}=0 ; f\) is logistic loss of the "covtype" dataset and \(M=10,20,100\). The results with \(\left(\lambda_{0}, \eta_{0}, \eta_{1}, \alpha, \beta\right)=(1 e-04,0.499,0.49,2,4)\) are in Fig. 3.

From Fig. 1, 2 and 3 we see that our NGD provides better performance than the others. Especially for the nonconvex instances, the deviation between our method and the remaining ones are really significant. NGD makes the objective value decreasing rapidly after fewer iterations than GD and AdGD. It is not surprising that GD is the most expensive method among all.

\subsection*{4.2. Algorithm 3.1 (PG-NGD)}

In this section, we implement Algorithm 3.1 (PG-NGD) for solving the following problem
\[
\begin{equation*}
\min \left\{f(x)=\frac{1}{2} x^{T} A x+b^{T} x: x \in C\right\}, \tag{55}
\end{equation*}
\]

\footnotetext{
\({ }^{4}\) https://github.com/ymalitsky/adaptive_gd
\({ }^{5}\) https://www.csie.ntu.edu.tw/ cjlin/libsvmtools/datasets/
}


Fig. 1: Results for logistic regression.


Fig. 2: Results for matrix factorization. The objective is nonconvex.
where \(A \in R^{n \times n}\) is a real symmetric matrix which is created by \(M+M^{T}\) with \(M\) is a matrix that has all entries generated randomly in \([-1,1]\) by uniform distribution; \(b \in R^{n}\) is a vector that is generated randomly in \([-1,1]\) by uniform distribution; \(C\) can be a box \([l, u]=[-1,1] \subset \mathbb{R}^{n}\) or a simplex \(\triangle_{n}=\left\{x \in \mathbb{R}_{+}^{n} \mid \sum_{i=1}^{n} x_{n}=10\right\}\); the starting point \(x^{0}\) is generated radomly in \([0,1]\) by uniform distribution and the stopping criteria is \(\left\|x^{k+1}-x^{k}\right\| \leq 1 e-08\). We set \(n=1000,5000,10000\) and report the results with \(\left(\lambda_{0}, \eta_{0}, \eta_{1}, \alpha, \beta\right)=(1 e-04,0.5,0.45,100,3)\) in Fig. 4 and 5 for box and simplex constraint sets, respectively. It is shown that PG-NGD achieves the required tolerance very quickly for all the cases.

\section*{5. Conclusion}

In this paper, we propose a new adaptive stepsize for the GD scheme. Under the locally Lipschitzness of the gradient of the convex objective we obtain the complexity \(O\left(\frac{1}{k}\right)\) of \(f\left(x^{k}\right)-f_{*}\). In addition, we show that the locally strong convexity of \(f\) follows the linear convergence of the corresponding GD. Specifically, our stepsize can be applied for projected gradient scheme to solve a class of nonconvex optimization problems over a closed convex set. The sequence of our new stepsize is proved increasing from some fixed iteration. Future research include accelerated and stochastic versions of GD with our new stepsize, as well as convergence of general nonconvex problem without global Lipschitz assumption on the gradient.
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Fig. 3: Results for solving a subproblem from cubic regularization.


Fig. 4: Results for nonconvex quadratic programming over the box \([-1,1]\).


Fig. 5: Results for nonconvex quadratic programming over \(\Delta_{n}\).
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