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Abstract. In this paper, we introduce semi-infinite generalized disjunctive programs that are defined by logical propositions along with disjunctions of sets of logical equations and infinite number of algebraic inequalities. We denote these programs by SIGDPs. For SIGDPs with linear and convex inequalities, we present new reformulations: semi-infinite mixed-binary/disjunctive linear programs and semi-infinite mixed-binary/disjunctive convex programs, respectively. These results are also applicable for solving SIGDPs with nonconvex functions using their convex underestimators. Even for finite GDPs, this leads to introduction of new reformulations that have no big-M parameters and have lesser number of variables, in comparison to reformulations known in the literature for finite GDPs. We also present a tight extended formulation for semi-infinite disjunctive convex programs. Additionally, we study semi-infinite mixed integer convex program after binarizing integer variables (a special case of SIGDP) and present: (a) semi-infinite convex programming equivalent in higher dimensional space, (b) hierarchy of relaxations between the continuous and convex hull of its feasible region, and (c) sequential convexification approach. We showcase the applications of these results for solving robust 0-1 convex programs and distributionally robust convex programs as well. Furthermore, we provide Lagrangian relaxation based approaches embedded with aforementioned results for deriving lower bounds to solve two-stage stochastic and distributionally robust SIGDPs with general ambiguity set.
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1. Introduction

In Leibniz’s algebra of concepts and Boolean algebra, disjunction (“or”) and conjunction (“and”) are logical operators that are used in constructing logical statements and are denoted by ∨ and ∧, respectively. A logical disjunctive statement ψ₁ ∨ ψ₂ is true when at least one of the input statements (disjuncts, i.e., ψ₁ and ψ₂) is true. In the field of mathemat-
ical optimization, disjunctive programming is a well-known algebraic modeling framework that allows disjunctions of polyhedral sets as feasible region [3, 4, 5, 7, 15, 30, 31], thereby subsuming 0-1 programs, mixed 0-1 programs, and programs with discrete variables [32]. A disjunctive linear program (DLP) is defined as

$$\min_{x \in \mathbb{R}^n_+} \left\{ \sum_{i=1}^{n} c_i x_i : \bigvee_{h \in H} (A^h x \geq b^h) \right\}, \quad (1)$$

where $A^h$ and $b^h$ are finite dimensional vectors, and the disjunctive constraint imply that the feasible region $\mathcal{D}$ is the union of polyhedral sets $\mathcal{D}^h := \{ x \in \mathbb{R}^n_+ : A^h x \geq b^h \}$ for $h \in H$. In simple words, $\mathcal{D} = \bigcup_{h \in H} \mathcal{D}^h$. Raman and Grossman [40] introduced a new generalized modeling framework, referred to as generalized disjunctive programs (GDPs), by incorporating logical and algebraic equations within disjunctions, and conjunction with logical propositions. A motivation behind introduction of GDPs was to address optimization problems arising in complicated chemical engineering processes, such as finding optimal design of reactive distillation columns [29] and optimal synthesis of process networks [48]. Lately, even a truck loading problem has been modelled as GDP [38]. A GDP in its general form is defined as follows [40]:

$$\min \left\{ f(x) : q(x) \leq 0 \right\}, \quad (2a)$$

$$\bigvee_{h \in H_k} \left[ \Gamma_{hk} \leq 0, \ j \in J \right] \quad \text{for } k \in K, \quad (2b)$$

$$\Omega(\Gamma) = \text{True}, \quad (2c)$$

$$x \in \mathbb{R}^n_+ \text{, } \Gamma_{hk} \in \{ \text{True, False} \}, \ h \in H_k, k \in K \right\}, \quad (2d)$$

where $f$, $q$, and $g^j_{hk}$ are functions of $x$, index sets $K$, $H_k$, and $J$ are finite, and $\Gamma_{hk}$ is a Boolean variable associated to disjunct $h$ of $k^{th}$ disjunctive constraint (2b). There are $|K|$ disjunctive constraints (2b) comprising of algebraic inequalities and Boolean variables (logical equations). The algebraic inequalities, $g^j_{hk}(x) \leq 0$ for $j \in J$, are imposed whenever the Boolean variable $\Gamma_{hk}$ is True, and are ignored otherwise. Constraints (2c) represent logical propositions connecting the Boolean variables using conjunctive and disjunctive operators; for an example, $(\Gamma_{11} \lor \Gamma_{12} \lor \ldots \lor \Gamma_{1k}) \land (\neg \Gamma_{21} \lor \Gamma_{32} \lor \ldots \lor \Gamma_{k,k-1}) = \text{True}$ is a logical proposition where $\neg$ denotes negation of the Boolean variable. Depending on definition of functions $f$, $q$, and $g^j_{hk}$, the GDPs (2) have been classified into three categories: (i) Linear GDPs, denoted by GDLPs [41], (ii) Convex GDPs, denoted by GDCPs [36], and (iii) Nonconvex GDPs [26].
Notice that DLP (1) is a special case of GDLP. Refer to Section 2 for a review of literature on DLPs and GDPs.

Since the development of simplex method, duality, and sensitivity analysis for finite linear programs, i.e., DLP (1) with $|H| = 1$, researchers have been generalizing these results (starting in 1960s) for semi-infinite linear programs (SILPs), i.e., linear programs with infinite number of constraints but finite number of variables, or vice-versa [10, 19, 20, 25, 27, 28]. In parallel, Charnes et al. [21] and Ben-Tal et al. [13] derived optimality conditions for semi-infinite convex programs (SICPs), and Kortanek and No [34] extended a so-called central cutting plane algorithm of Gribik [25] for SILPs to SICPs. Recently, in [8], the author introduced semi-infinite disjunctive linear programs (SIDLPs) where each disjunct has infinite number of linear constraints, i.e.,

$$\min_{x \in \mathbb{R}^n} \left\{ \sum_{i=1}^{n} c_i x_i : \bigvee_{h \in H} \left( \sum_{i=1}^{n} a^h_{ij} x_i \geq b^h_j, \ j \in J \right) \right\},$$

where $J$ is infinite. Note that SIDLPs subsume semi-infinite mixed binary/discrete linear programs [8]. Refer to Section 2 for a review of literature on semi-infinite programs as well.

Contributions and Organization of this Paper. We introduce semi-infinite GDP (SIGDP) which is a GDP (2) with infinite number of algebraic inequalities in each disjunct of disjunctive inequalities (2b), i.e., $|J|$ is infinite. For SIGDPs with linear and convex functions, we present new reformulations, i.e., semi-infinite mixed binary linear and convex programs without big-M parameters, and equivalent semi-infinite disjunctive linear and convex programs, respectively (Section 3). These results are also applicable for solving SIGDPs with nonconvex functions using their convex underestimators [47]. The SIGDP with linear and convex functions are denoted by SIGDLP and SIGDCP, respectively. Interestingly, even for finite GDP, these reformulations without big-M parameters are new and they require lesser number of variables in comparison to known big-M free reformulations in [36, 40].

In Section 4, we reformulate semi-infinite mixed integer convex programs as semi-infinite mixed binary convex programs (SIMBCPs) by “binarizing” the integer variables [23], and then study SIMBCPs that are defined by

$$\min_{x \in [0,1]^n} \left\{ \sum_{i=1}^{n} c_i x_i : g_j(x) \leq 0, j \in J; \ (x_i = 0 \lor x_i = 1 \text{ for } i = 1, \ldots, p) \right\},$$

2The traces of genesis of semi-infinite programs can be found in seminal work of mathematician Haar (back in 1924) [1], published in German in an obscure journal. In the early literature, SILPs were also referred to as “Haar Programs”.
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where $g_j$ is a convex function and $|J|$ is infinite. We present the following results for SIMBCPs: (a) semi-infinite convex programming equivalent in higher dimensional space, (b) hierarchy of relaxations between the continuous and convex hull of the feasible region of (4), and (c) sequential convexification approach for them. We showcase that semi-infinite mixed-discrete convex programs, robust 0-1 convex problem, and distributionally robust 0-1 convex programs can be reformulated as SIMBCPs, and as a consequence, the foregoing results are applicable for solving these extensions/variants of MBCP/SIMBCPs as well.

In Section 5, we study SIGDPs with uncertain data parameters. Specifically, we introduce two-stage stochastic and distributionally robust SIGDPs where both stages have SIGDPs, i.e., disjunctions of sets of logical equations and infinite number of algebraic inequalities along with logical propositions. A two-stage distributionally robust SIGDP (DR-SIGDP) is defined as follows. Let $(x, \Gamma)$ and $(z, \Gamma^2)$ be the first-stage (here-and-now) and second-stage (wait-and-see) decisions, respectively. The second-stage decisions are made after realization of uncertain data and they depend on the first-stage decisions. To address uncertainty, we consider a random variable defined over a finite sample space $\{\omega_1, \ldots, \omega_m\}$ with probability distribution $\{p_\omega\}_\omega$ belonging to a set of distributions $\mathcal{P}$, referred to as ambiguity set. Akin to DR programs [42], a decision maker minimizes sum of the first-stage cost function $f_1(x)$ and expected second-stage cost for worst-case probability distribution from the ambiguity set $\mathcal{P}$. Note that this ambiguity set can be defined in different ways such as using bounds on moments or an $\epsilon$-ball around a reference distribution. In this paper, we consider DR-SIGDP with a general ambiguity set that is defined by (2) where

$$f(x) = f_1(x) + \max_{P \in \mathcal{P}} \left( \sum_{\omega=\omega_1}^{\omega_m} p_\omega Q_\omega(x) \right)$$

and

$$Q_\omega(x) := \min \left\{ f_{\omega}^2(z_\omega) : q_2(z_\omega, x) \leq 0, \quad \Omega_\omega(\Gamma^2_\omega) = \text{True}, \right.$$  

$$\bigvee_{h \in H_\omega^k} \left[ g_{hk}^{\omega,j}(z_\omega, x) \leq 0, \ j \in J \right] \quad \text{for } k \in K,$$

$$z_\omega \in \mathbb{R}_+^n, \quad \Gamma^2_\omega \in \{\text{True, False}\}, \quad h \in H_\omega^k, \ k \in K \right\}. \tag{5a}$$

In case $\mathcal{P}$ is singleton, i.e., the probability distribution is known, the DR-SIGDP reduces to stochastic (risk-neutral) SIGDP. Other special cases include DR-SILP, DR-SIDL, DR-SIGDLP, DR-SIMICP, DR-SIGDCP, and many more. As per our knowledge, even stochastic
and DR-SILP have not been studied in the literature. We provide Lagrangean relaxation based approaches for deriving lower bounds to solve stochastic and DR-SIGDP, which are also applicable for solving DR-SILP, DR-SIDLP, DR-SIGDLP, DR-SIGDCP, and DR-SIMBCP. Table 1 lists modeling frameworks discussed in this paper and “*” denotes a new framework introduced and studied in this paper for the first time in the literature.

<table>
<thead>
<tr>
<th>Modeling Framework</th>
<th>Abbr.</th>
<th>Semi-Infinite (SI)</th>
<th>Distributionally Robust (DR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Program</td>
<td>LP</td>
<td>SILP [19, 25]</td>
<td>DR-SILP*</td>
</tr>
<tr>
<td>Disjunctive Linear Program</td>
<td>DLP</td>
<td>SIDLP [8]</td>
<td>DR-SIDLP*</td>
</tr>
<tr>
<td>Mixed Binary Linear Program</td>
<td>MBLP</td>
<td>SIMBLP [8, 45]</td>
<td>DR-SIMBLP*</td>
</tr>
<tr>
<td>Mixed Integer Convex Program</td>
<td>MICP</td>
<td>SIMICP*</td>
<td>DR-SIMICP*</td>
</tr>
<tr>
<td>Mixed Binary Convex Program</td>
<td>MBCP</td>
<td>SIMBCP*</td>
<td>DR-SIMBCP*</td>
</tr>
<tr>
<td>Generalized Disjunctive Program</td>
<td>GDP</td>
<td>SIGDP*</td>
<td>DR-SIGDP*</td>
</tr>
<tr>
<td>Generalized DLP</td>
<td>GDLP</td>
<td>SIGDLP*</td>
<td>DR-SIGDLP*</td>
</tr>
<tr>
<td>GD Convex Program</td>
<td>GDCP</td>
<td>SIGDCP*</td>
<td>DR-SIGDCP*</td>
</tr>
</tbody>
</table>

Table 1: Abbreviation of Algebraic Modeling Frameworks

2. Literature Review

In this section, we review literature related to disjunctive programs, generalized disjunctive programs, semi-infinite linear/convex/mixed-binary/disjunctive programs, and two-stage distributionally robust programs.

Finite DPs and GDPs. The DPs and GDPs provide alternate frameworks to algebraically model problems with discrete and logical variables. Balas [4, 5] studied convex hull of feasible region of DLPs, \( \text{conv}(D) \), by introducing a tight extended linear programming formulation in higher dimensional space and cutting planes in the original space. Blair [15] and Jeroslow [30, 31] also developed cutting planes for DLPs with a facial property. In contrast, Beaumont [12] presented a branch-and-bound based exact algorithm for directly solving DLPs. Since DLPs subsume mixed binary programs, researchers thereafter shifted their focus toward utilizing the foregoing cutting planes to derive disjunctive cuts for mixed binary linear and convex programs [6, 16, 33, 46]. In another direction, Raman and Grossman [40] presented a big-M reformulation and a solution approach for GDLPs. Thereafter, Lee and Grossman [36] introduced a tight extended formulation that is big-M free but has additional variables and constraints. They also presented a branch-and-bound algorithm (an extension of algorithm in [12] for DLPs) for GDCPs. Extensions of approaches known for mixed integer nonlinear programs such as outer-approximation have also been developed for solving GDLPs and GDCPs [48]; refer to [26] for a survey on GDPs.
Semi-Infinite Programs. In early 1960s, Charnes et al. [19, 20] introduced duality theory for SILPs, and in 1970s, Gustafson and Kortanek [27] and Gribik [25] developed numerical methods and a central cutting-plane approach, respectively, for solving SILPs. Thereafter, in late 1980s, Anderson and Lewis [2] presented an extension of the simplex algorithm for SILPs. Less than a decade ago, Basu et al. [10] extended a well-known projection algorithm, Fourier-Motzkin elimination, for solving LPs to solve SILPs. In a separate paper, they performed sensitivity analysis for SILPs as well [11]. As mentioned before, Charnes et al. [21] and Ben-Tal et al. [13] derived optimality conditions for SICPs, and Kortanek and No [34] extended the central cutting plane algorithm for SILPs to SICPs. Readers can refer to survey by Hettich and Kortanek [28] and Shapiro [43] for details and other results for SILPs and SICPs.

Recently, Bansal [8] amalgamated the concepts of “semi-infiniteness” with DLPs by introducing SIDLPs (3). The author presented a tight extended formulation (a SILP equivalent) and valid inequalities for SIDPs. Using these results, he developed partial convex hulls, a sequential convexification approach, and a family of cutting planes for SIMBLPs. Additionally, a branch-and-cut based exact algorithm for solving semi-infinite binary programs (SIBLPs) is presented. He also showcased how the approaches for SIBLPs, SIMBLPs, and SIDPs can be utilized for solving disjunctive convex programs, SIMBLPs with discrete variables, robust knapsack problem, distributionally robust chance-constrained programs, and various combinatorial optimization problems, in particular implicit hitting set problem [37].

As per our knowledge, no other study in the literature considers semi-infinite programs with discrete variables, except a Reformulation-Linearization Technique based SILP equivalent for SIMBLP by Sherali and Adams [45]. Since SIMBLPs belong to the family of SIDLPs, the foregoing reformulation is also derived in [8] as a special case of results for SIDLP.

Two-Stage Distributionally Robust Programs. Dantzig [22] presented the concept of two-stage decision-making in the presence of uncertainty, thereby leading to two-stage stochastic linear programs. In late 1950s, Scarf [42] introduced the concept of min-max stochastic (now popularly known as distributionally robust) optimization where the ambiguity set is defined using linear constraints on the first two moments of the distribution [14, 24, 39, 42]. Since then, both frameworks have evolved significantly with the development of decomposition methods, cutting-plane algorithms, reformulation techniques, and Lagrangean relaxation based approaches for two-stage stochastic and distributionally robust binary/integer/disjunctive/linear programs (refer to [9, 35] and references therein). As mentioned before, in the context of semi-infiniteness, even two-stage stochastic semi-infinite linear programs have not been studied in the literature.
3. Semi-Infinite Generalized Disjunctive Programs

In this section, we present reformulations for SIGDPs (2) with linear and convex functions.

3.1 SIGDP with Linear Inequalities

We define SIGDLP as follows:

\[
\min \left\{ c^\top x : Dx \geq f, \quad (2c) - (2d) \text{ hold}, \quad \bigvee_{h \in H_k} \left( \Gamma_{hk} \right) x \geq b^j_{hk}, \quad j \in J \right\} \quad \text{for } k \in K, \quad (6)
\]

where \( a^j_{hk} \in \mathbb{R}^n \) and \( b^j_{hk} \in \mathbb{R} \), and \(|J|\) is infinite. For finite \( J \), Raman and Grossmann [40] introduced a big-M reformulation using additional binary variables, \( \lambda_{hk} \in \{0,1\} \) for \( h \in H_k \) and \( k \in K \). Lee and Grossmann [36] presented another reformulation without big-M parameters for GDLPs, but using more variables, i.e., \( (\mu_{hk}, \lambda_{hk}) \in \mathbb{R}_+ \times \{0,1\} \) for \( h \in H_k \) and \( k \in K \), and constraints. In this paper, we introduce a new reformulation for SIGDLP without big-M parameters and with only \( y_{hk} \in \{0,1\} \) for \( h \in H_k \) and \( k \in K \) additional variables, which is applicable for finite index set \( J \) as well.

New Reformulation for GDLPs and SIGDLPs. Assuming that \( (a^j_{hk})^\top x \geq 0 \) for all \( x \), the new reformulation for (6) is given by

\[
\min \left\{ c^\top x : Dx \geq f, \quad \sum_{h \in H_k} y_{hk} = 1, \quad k \in K, \quad \sum_{h \in H_k} y_{hk} = 1, \quad k \in K, \quad x \in \mathbb{R}_+^n, \quad y_{hk} \in \{0,1\}, \quad h \in H_k, \quad k \in K \right\}, \quad (7)
\]

where \( y_{hk} = 1 \) implies that Boolean variable \( \Gamma_{hk} = \text{True} \) and constraints (7d) represent logic propositions (2c). Note that the assumption \( (a^j_{hk})^\top x \geq 0 \) is automatically satisfied when \( a^j_{hk} \geq 0 \), which occurs in many applications. Moreover, reformulation (7) is a semi-infinite mixed binary linear program (SIMBLP). Therefore, exact algorithm, cutting planes, partial convex hulls, and extended formulations presented in [8] for SIMBLPs are applicable for solving this new reformulation as well. We present Lagrangian relaxations of (7) such that this relaxation can be decomposed into subproblems with only one binary variable \( y_{hk} \) in each subproblem.
We first introduce copies of $x$ variables by adding constraints $x = x_{hk}$ for $h \in H_k$ and $k \in K$. Thereafter, we relax these constraints along with constraints (7c) and (7d) using dual/Lagrangian multipliers $\bar{\eta}, \hat{\eta},$ and $\tilde{\eta}$.

\[
\begin{aligned}
\min & \sum_{k \in K} \bar{\eta}_k \left( \sum_{h \in H_k} y_{hk} - 1 \right) + \hat{\eta}^T (Ey - \tau) + \sum_{k \in K} \sum_{h \in H_k} (\bar{c}^T x_{hk} + \bar{\eta}_{hk} (x_{hk} - x)) \\
\text{s.t.} & \quad Dx_{hk} \geq f, \quad h \in H_k, k \in K, \\
& \quad (a_{jh}^k)^T x_{hk} \geq b_{jh}^k y_{hk}, \quad j \in J, h \in H_k, k \in K, \\
& \quad x_{hk} \in \mathbb{R}^n_+, y_{hk} \in \{0, 1\}, \quad h \in H_k, k \in K.
\end{aligned}
\] (8a)

Since $x$ is unbounded, we pick $\bar{\eta}_{hk}$ such that $\sum_{k \in K} \sum_{h \in H_k} \bar{\eta}_{hk} = 0$. Let the objective function (8a) in simplified form be written as

\[
\mathcal{L}(\alpha) = \min \sum_{k \in K} \sum_{h \in H_k} (\alpha_{hk}^1 y_{hk} + \alpha_{hk}^2 x_{hk} + \alpha^0).
\]

Then the relaxation (8) is separable. In other words, $\mathcal{L}(\alpha) = \sum_{k \in K} \sum_{h \in H_k} \mathcal{L}_{hk}(\alpha)$ where

\[
\mathcal{L}_{hk}(\alpha) = \min \alpha_{hk}^1 y_{hk} + \alpha_{hk}^2 x_{hk} + \alpha^0
\]

\[
\text{s.t.} \quad Dx_{hk} \geq f, \quad (a_{jh}^k)^T x_{hk} \geq b_{jh}^k y_{hk}, \quad j \in J,
\]

\[
x_{hk} \in \mathbb{R}^n_+, y_{hk} \in \{0, 1\}
\]

is a subproblem. There are two ways to solve this subproblem. First method is a branch-and-bound approach where we solve SILP relaxation with $y_{hk} \in [0, 1]$ at the root node, and create branches (if needed) by setting $y_{hk} = 0$ for left node and $y_{hk} = 1$ for right node. At each node, we have an SILP that can be solved using algorithms of [10, 25, 34]. Another way to solve the subproblems is deriving its SIDLP/SILP equivalent. Note that $y_{hk} \in \{0, 1\}$ is equivalent to $(y_{hk} = 0) \lor (y_{hk} = 1)$. Therefore, the feasible region of each subproblem is equivalent to an SIDLP.

**Remark 1.** The best Lagrangian relaxation is derived by computing $\alpha^* = \arg \max \mathcal{L}(\alpha)$.

Next, we present an SIDLP equivalent of SIGDLP, so that results in [8] for the former program are applicable to solve the latter program as well. Specifically, an equivalent SIDLP formulation for SIGDLP is given by:
\[
\min \left\{ c^T x : Dx \geq f, \sum_{h \in H_k} y_{hk} = 1, \ E y \geq \tau, \right. \\
\left. \forall h \in H_k \left[ (a^j_{hk})^T x \geq b^j_{hk}, \ j \in J \right] \text{ for } k \in K, \right. \\
x \in \mathbb{R}^n_+, y_{hk} \in [0, 1] \text{ for } h \in H_k, k \in K \right\}. 
\]

**Proposition 1.** Formulations (6) and (9) are equivalent.

*Proof.* The arguments are same as arguments of Proposition 2.1.1 in [41] for finite $J$. \qed

We introduce the following SILP relaxation for the feasible region of (9) by convexifying each of the $|K|$ disjunctive constraints in (9b) using semi-infinite linear programming equivalent for SIDLPs (Theorem 1 in [8]).

\[
Dx \geq f, \sum_{h \in H_k} y_{hk} = 1, \ E y \geq \tau, 
\]

\[
(a^j_{hk})^T \xi^1_{hk} \geq b^j_{hk} \xi^0_{hk}, \ j \in J, h \in H_k, k \in K, 
\]

\[
\xi^1_{hk} = x, \sum_{h \in H_k} \xi^0_{hk} = 1, \ k \in K, 
\]

\[
e^T_{hk} \xi^2_{hk} = \xi^0_{hk}, \ h \in H_k, k \in K, 
\]

\[
\sum_{h \in H_k} \xi^2_{hk} = y_k, \sum_{h \in H_k} \xi^0_{hk} = 1, \ k \in K, 
\]

\[
x \in \mathbb{R}^n_+, y_{hk} \in [0, 1] \text{ for } h \in H_k, k \in K, 
\]

\[
\xi^1_{hk} \in \mathbb{R}^n_+, \xi^2_{hk} \in \mathbb{R}^{|H_k|}_+, \xi^0_{hk} \in \mathbb{R}_+, \ h \in H_k, k \in K, 
\]

where $y_k = [y_{1k}, y_{2k}, \ldots, y_{|H_k|k}]^T$ and $e_{hk}$ is an $|H_k|$ dimensional unit vector with $h^{th}$ component as 1. This relaxation can be solved using algorithms of [10, 25, 34] for SILPs.

### 3.2 SIGDP with Convex Functions

We first introduce semi-infinite disjunctive convex programs (SIDCP) and introduce a semi-infinite convex programming equivalent for it. This generalizes Theorem 1 of [8] for SIDLPs and Theorem 1 of Ceria and Soares [18] for finite disjunctive convex programs. Thereafter, we introduce SIDCP equivalent and a semi-infinite mixed binary convex programming reformulation without big-M parameters for SIGDCPs.
Theorem 1. Let
\[ D_C := \left\{ x \in \mathbb{R}^n : \bigvee_{h \in H} D^h_C \right\} \]
where \( D^h_C := \{ x \in \mathbb{R}^n_+ : g^h_j(x) \leq 0 \text{ for all } j \in J \} \)

for \( h \in H \), is a nonempty and bounded semi-infinite convex program defined using infinite number of differentiable and continuous convex functions \( g^h_j(x) \). The convex hull of \( D_C \) is equivalent to the projection of the following extended formulation onto the \( x \)-space:

\[
x = \sum_{h \in H} \zeta^h, \quad \tag{11a}
\]
\[
\overline{g}^h_j(\zeta^h, \zeta^h_0) \leq 0, \quad h \in H \text{ and } j \in J, \quad \tag{11b}
\]
\[
\sum_{h \in H} \zeta^h_0 = 1, \quad \tag{11c}
\]
\[
(\zeta^h, \zeta^h_0) \geq 0, \quad h \in H, \quad \tag{11d}
\]

where convex function \( \overline{g}^h_j(\zeta^h, \zeta^h_0) = \zeta^h_0 g^h_j(\zeta^h / \zeta^h_0) \) for \( \zeta^h_0 > 0 \) and 0, otherwise.

Proof. Let \( (\widetilde{x}, \widetilde{\zeta}^1, \ldots, \widetilde{\zeta}^{|H|}, \widetilde{\zeta}_0^1, \ldots, \widetilde{\zeta}_0^{|H|}) \) be a point that satisfies constraints of (11). Define \( \widehat{H} := \{ h \in H : \widehat{\zeta}_0^h = 0 \} \). Because of constraint (11c), we know that \( \widehat{H} \subset H \). As a result, we get

\[
\widehat{x} = \sum_{h \in H \setminus \widehat{H}} \widehat{\zeta}^h, \quad \overline{g}^h_j(\widehat{\zeta}^h / \widehat{\zeta}_0^h) \leq 0, \quad h \in H \setminus \widehat{H}, j \in J, \quad \sum_{h \in H \setminus \widehat{H}} \widehat{\zeta}^h_0 = 1, \quad (\widehat{\zeta}^h, \widehat{\zeta}_0^h) \geq 0, \quad h \in H. \tag{12}
\]

For \( h \in H \setminus \widehat{H} \), \( \widehat{\zeta}^h = \zeta^h / \zeta_0^h \in D^h_C \) as \( g^h_j(\widehat{\zeta}) \leq 0 \) for all \( j \in J \). Substituting \( \widehat{\zeta}^h = \widehat{\nu}^h \zeta_0^h \) in the above constraints gives

\[
\widehat{x} = \sum_{h \in H \setminus \widehat{H}} \widehat{\nu}^h \zeta_0^h \zeta^h, \quad \sum_{h \in H \setminus \widehat{H}} \zeta_0^h = 1, \quad \zeta_0^h \geq 0, \quad h \in H \setminus \widehat{H}. \tag{12}
\]

Constraints (12) shows that \( \widehat{x} \) is equal to convex combination of \( \{ \widehat{\nu}^h \}_{h \in H \setminus \widehat{H}} \) points. Since \( \widehat{\nu}^h \in D^h_C \) for \( h \in H \setminus \widehat{H} \), point \( \widehat{x} \in \text{conv}(\cup_{h \in H \setminus \widehat{H}} D^h_C) \subseteq \text{conv}(D_C) \). This implies that \( \text{conv}(D_C) \) subsumes projection of (11) onto the \( x \)-space.

Now, consider a point \( \widehat{x} \in \text{conv}(D_C) = \text{conv}(\cup_h D^h_C) \). We write \( \widehat{x} \) as a convex combination of points \( \widehat{x}_h \in D^h_C, h \in H \):

\[
\widehat{x} = \sum_{h \in H} \lambda_h \widehat{x}_h, \quad \sum_{h \in H} \lambda_h = 1, \quad \lambda_h \geq 0, h \in H. \tag{10}
\]
Let $\zeta^h = \lambda^h x^h$ and $\zeta_0^h = \lambda^h$. Clearly, point $\left(\bar{x}, \{\zeta^h, \zeta_0^h\}_{h \in H}\right)$ satisfies constraints of (11). This implies that for every point in $\text{conv}(D_C)$, there exists a point in the extended space defined by (11). In other words, projection of (11) onto the $x$-space subsumes $\text{conv}(D_C)$. □

**SIDCP Equivalent for SIGDCP.** The GDP (2) with infinite index set $J$ and convex (differentiable and continuous) functions $f(x)$, $q(x)$, and $g^j_{hk}(x)$ is referred to as SIGDCP. Its SIDCP equivalent is given by

$$\min \left\{ f(x) : q(x) \leq 0, \sum_{h \in H_k} y_{hk} = 1, \ E y \geq \tau, \right\} \quad (13a)$$

$$\left( \bigvee_{h \in H_k} y_{hk} = 1 \right) \text{ for } k \in K, \quad (13b)$$

$$x \in \mathbb{R}^n_+, y_{hk} \in [0, 1] \text{ for } h \in H_k, k \in K \}.$$  

**New Reformulation Without Big-M Parameters for SIGDCP.** We re-define SIGDCP as follows:

$$\min \left\{ f(x) : q(x) \leq 0, (2c) - (2d) \text{ hold}, \left( \bigvee_{h \in H_k} \Gamma_{hk} \right) \text{ for } k \in K \right\}, \quad (14)$$

where $\tilde{g}^j_{hk}(x)$ is a convex function. Assuming that $\tilde{g}^j_{hk}(x) \leq 0$ for all $x$, the SIGDCP (14) can be reformulated as the following SIMBCP:

$$\min \left\{ f(x) : q(x) \leq 0, \sum_{h \in H_k} y_{hk} = 1, k \in K, \ E y \geq \tau, \right\} \quad (15a)$$

$$\tilde{g}^j_{hk}(x) + b^j_{hk} y_{hk} \leq 0, \ j \in J, h \in H_k, k \in K, \quad (15b)$$

$$x \in \mathbb{R}^n_+, y_{hk} \in \{0, 1\}, \ h \in H_k, k \in K \}.$$  

Observe that this reformulation is a special case of SIMBCP (4) that has not been studied in the literature, except when $g_j(x)$ is an affine function [8, 45]. In Section 4, we present results for SIMBCP (4) that are applicable for solving (15) as well.

**Remark 2.** Problem (14) can also be defined using constraints $\tilde{g}^j_{hk}(x) \geq b^j_{hk}$ where $\tilde{g}^j_{hk}(x)$ is a concave function.
Remark 3 (Extensions of SIGDPs with Nonconvex Functions). For SIGDPs where functions $f(x)$, $q(x)$, and/or $g_{jk}^i(x)$ are nonconvex, we can utilize convex underestimators of these functions (refer to Chapter 2 of [47]) to get SIGDCP relaxations.

4. Semi-Infinite Mixed Binary Convex Programs

Recall that we define SIMBCPs as follows: $\min \{ c^T x : x \in C, x_i \in \{0, 1\} \text{ for } i = 1, \ldots, p \}$ where

$$C_0 := \{ x \in \mathbb{R}^n_+: g_j(x) \leq 0 \text{ for } j \in J \},$$

is a convex set. Without any loss of generality, we assume that $\{g_j(x) \leq 0 : j \in J\}$ subsumes constraints $0 \leq x_i \leq 1$ for all $i$, and convex objective function $f(x)$ expressed as a constraints $f(x) \leq \theta$. Let $C := C_0 \cap \{ x_i \in \{0, 1\} : i = 1, \ldots, p \}$ be a semi-infinite mixed binary convex set where $|J|$ is infinite.

Theorem 2. The convex hull of $C$ is equivalent to the projection of the following convex set (in the extended space) onto the original $x$-space:

$$g_j(\xi^h, \xi^h_0) \leq 0, \quad \text{for all } j \in J \text{ and } h \in \{1, \ldots, |K|\},$$

$$\xi^h_k = 0, k \in K_1, \quad \xi^h_k = \xi^h_{k,0}, k \in K_2, \quad \text{for all } h \in \{1, \ldots, |K|\}, (K_1, K_2) \in K,$$

$$x_i = \sum_{h=1}^{|K|} \xi^h_i, \quad i \in \{1, \ldots, n\},$$

$$\sum_{h=1}^{|K|} \xi^h_{k,0} = 1, \quad k \in K_2 \text{ where } (K_1, K_2) \in K, \quad (\xi^h, \xi^h_0) \geq 0 \text{ for all } h \in \{1, \ldots, |K|\}. \quad (16d)$$

where $K := \{(K_1, K_2) : |K_1 \cup K_2| = p, K_1 \cap K_2 = \emptyset, K_1, K_2 \subseteq \{1, \ldots, p\}\}$ and for $j \in J$, convex function $\overline{g}_j(\xi^h, \xi^h_0) = \xi^h_0 g_j(\xi^h / \xi^h_0)$ for $\xi^h_0 > 0$ and 0, otherwise.

Proof. The disjunctive normal form of set $C$ is given by

$$\bigvee_{(K_1, K_2) \in K} \left( x_k = 0 \ \forall k \in K_1, \quad x_k = 1 \ \forall k \in K_2 \right).$$

Using Theorem 1 with $H \equiv K$, we derive a convex programming equivalent of $C$ in an extended space which is same as (16).

Next, we present a hierarchy of relaxations between the continuous and convex hull representation of the set $C$, i.e., $C_0$ and $\text{conv}(C)$, respectively. A relaxation of $C$ can be defined
\[ C_t^R := C_0 \cap \{ x_i = 0 \lor x_i = 1 \text{, for } i = 1, \ldots, t \} \] (17)

where \( t \in \{1, \ldots, p\} \) and binary restrictions on \( \{x_i\}_{i=t+1}^p \) variables have been relaxed. Clearly,

\[ C = C_p^R \subseteq C_{p-1}^R \subseteq \ldots \subseteq C_1^R \subseteq C_0^R = C_0, \]

and therefore, \( \text{conv}(C) \subseteq \text{conv}(C_{t+1}^R) \subseteq \text{conv}(C_t^R) \subseteq C_0 \) for any \( t \in \{1, \ldots, p - 1\} \). Now, set \( C_t^R \) in the disjunctive normal form is written as

\[ \bigvee_{(K_1, K_2) \in \mathbb{K}_t} \left( g_j(x) \leq 0, j \in J \right) \bigg| x_k = 0 \, \forall k \in K_1, \quad x_k = 1 \, \forall k \in K_2 \bigg), \]

where \( \mathbb{K}_t := \{(K_1, K_2) : |K_1 \cup K_2| = t, K_1 \cap K_2 = \emptyset, K_1, K_2 \subseteq \{1, \ldots, t\}\} \). Note that \( \mathbb{K}_p = \mathbb{K} \).

**Corollary 1 (Hierarchical Relaxations).** For any \( t \in \{1, \ldots, p\} \), the convex hull of \( C_t^R \) is equivalent to the projection of convex set (16) where \( \mathbb{K} \) is replaced by \( \mathbb{K}_t \), onto the original \( x \)-space.

**Proposition 2.** Let \( C_{1,m} := C_0 \cap \{ x_m = 0 \lor x_m = 1 \} \) for a given \( m \in \{1, \ldots, p\} \). Again, \( \text{conv}(C) \subseteq \text{conv}(C_{1,m}^R) \), and the semi-infinite convex programming equivalent of \( \text{conv}(C_{1,m}^R) \) is given by (16) where \( \mathbb{K} \) is replaced by \( \mathbb{K}_{1,m} := \{(K_1, K_2) : |K_1 \cup K_2| = 1, K_1 \cap K_2 = \emptyset, K_1, K_2 \subseteq \{m\}\} \), i.e., \( \mathbb{K}_{1,m} = \{(\emptyset, \{m\}), (\{m\}, \emptyset)\} \).

**Theorem 3 (Sequential Convexification).** For \( t \in \{1, \ldots, p - 1\} \),

\[ \text{conv}(C_{t+1}^R) = \text{Proj}_x \left( \text{conv} \left( M_t \cap \{ x_{t+1} = 0 \lor x_{t+1} = 1 \} \right) \right), \]

where convex set \( M_t \) is given by (16) where \( \mathbb{K} \) is replaced by \( \mathbb{K}_t \).

**Proof.** It is easy to observe that \( |\mathbb{K}_{t+1}| = 2|\mathbb{K}_t| \) as

\[ \mathbb{K}_{t+1} = \{(K_1 \cup \{t + 1\}, K_2), (K_1, K_2 \cup \{t + 1\}) \text{ such that } (K_1, K_2) \in \mathbb{K}_t\}, \] (18)

Also, \( M_t \cap \{ (x_{t+1} = 0) \lor (x_{t+1} = 1) \} = (M_t \cap \{x_{t+1} = 0\}) \lor (M_t \cap \{x_{t+1} = 1\}) \), and we obtain its following convex programming equivalent in the extended space using Theorem 1.
\[ \hat{g}_j(\sigma^{h,1}, \sigma_0^{h,1}, \sigma^0_0) \leq 0, \ j \in J, h \in \{1, \ldots, |\mathbb{K}_t|\} \]  
(19a)

\[ \hat{g}_j(\sigma^{h,2}, \sigma_0^{h,2}, \sigma^0_0) \leq 0, \ j \in J, h \in \{1, \ldots, |\mathbb{K}_t|\} \]  
(19b)

\[ \sigma^{h,1}_k = 0, k \in K_1, \ \sigma^{h,1}_k - \sigma^{h,1}_{k,0} = 0, k \in K_2, \ h \in \{1, \ldots, |\mathbb{K}_t|\}, (K_1, K_2) \in \mathbb{K}_t, \]  
(19c)

\[ \sigma^{h,2}_k = 0, k \in K_1, \ \sigma^{h,2}_k - \sigma^{h,2}_{k,0} = 0, k \in K_2, \ h \in \{1, \ldots, |\mathbb{K}_t|\}, (K_1, K_2) \in \mathbb{K}_t, \]  
(19d)

\[ \sigma^{x,1} - \sum_{h=1}^{|\mathbb{K}_t|} \sigma^{h,1} = 0, \ \sigma^{x,2} - \sum_{h=1}^{|\mathbb{K}_t|} \sigma^{h,2} = 0, \ x = \sigma^{x,1} + \sigma^{x,2}, \]  
(19e)

\[ \xi^h = \sigma^{h,1} + \sigma^{h,2}, \ \xi^0_h = \sigma^{h,1}_0 + \sigma^{h,2}_0, \ h \in \{1, \ldots, |\mathbb{K}_t|\}, \]  
(19f)

\[ \sum_{h=1}^{|\mathbb{K}_t|} \sigma^{h,1}_{k,0} = \bar{\sigma}^{x,1}_{k,0}, \ \sum_{h=1}^{|\mathbb{K}_t|} \sigma^{h,2}_{k,0} = \bar{\sigma}^{x,2}_{k,0}, \ \bar{\sigma}^{x,1}_{k,0} + \bar{\sigma}^{x,2}_{k,0} = 1, k \in K_2, \text{ where } (K_1, K_2) \in \mathbb{K}_t, \]  
(19g)

\[ \bar{\sigma}^{x,1}_{t+1} = 0, \ \sigma^{x,2}_{t+1} = \bar{\sigma}^{x,2}_{0}, \ \bar{\sigma}^{x,1}_{0} + \bar{\sigma}^{x,2}_{0} = 1, \ (x, \sigma, \xi, \bar{\sigma}) \geq 0, \]  
(19h)

where for \( e \in \{1, 2\} \), function \( \hat{g}_j(\sigma^{h,e}, \sigma_0^{h,e}, \bar{\sigma}_0^e) = \bar{\sigma}_0^e \bar{g}_j \left( \sigma^{h,e}/\bar{\sigma}_0^e, \sigma_0^{h,e}/\bar{\sigma}_0^e \right) = \sigma_0^{h,e} \bar{g}_j \left( \sigma^{h,e}/\bar{\sigma}_0^e \right) \) when \( \sigma_0^{h,e}, \bar{\sigma}_0^e > 0 \), and 0 otherwise.

We simplify constraints (19e) and (19g) to get

\[ x = \sum_{h=1}^{|\mathbb{K}_t|} (\sigma^{h,1} + \sigma^{h,2}), \ \sum_{h=1}^{|\mathbb{K}_t|} (\sigma^{h,1}_{k,0} + \sigma^{h,2}_{k,0}) = 1, \ k \in K_2, \text{ where } (K_1, K_2) \in \mathbb{K}_t, \]  
(20)

which along with \( \bar{\sigma}^{x,1}_{0} + \bar{\sigma}^{x,2}_{0} = 1 \) are equivalent to (16c) and (16d) where \( \mathbb{K} \) is replaced with \( \mathbb{K}_{t+1} \). Likewise, constraints (19c), (19d), and first two equations of (19h) together can be written as (16b) where \( \mathbb{K} \) is replaced by \( \mathbb{K}_{t+1} \). Finally, (19a) and (19b) lead to (16a) with \( \mathbb{K}_{t+1} \). As a consequence, (19a)-(19h) reduces to \( \mathcal{M}_{t+1} \) whose projection onto \( x \)-space gives \( \text{conv}(\mathcal{C}^R_{t+1}) \) because of Corollary 1. This completes the proof.

\[ \square \]

**Special Cases of SIMBCPs – SIMBLPs and MBCPs.** Sherali and Adams presented hierarchy of relaxations between continuous and convex hull representation of \( \mathcal{C} \) with affine \( g_j(x) \) functions having finite [44] and infinite [45] index set \( J \); Refer to Theorem 1 of [44] and Remark 2 of [45]. They also provide convex hull representations in the extended space for these special cases of SIMBCPs. We observe that by setting \( \xi^h_i = x_i \xi^h_0 \) for \( i = 1, \ldots, n \), and

\[ \xi^h_0 = \left( \prod_{k \in K_2} x_k \right) \left( \prod_{k \in K_1} (1 - x_k) \right), \]
in (16), Theorem 2 and Corollary 1 of our paper reduce to Theorem 1 of [45] and Theorem 1 of [44], respectively. In [46], sequential convexification approach of [6] for mixed binary linear programs is extended to mixed binary convex programs (SIMBCP with finite $J$). Theorem 3 of our paper further generalizes these results for infinite $J$.

4.1 Extensions of SIMBCPs

We also consider the following extensions of SIMBCPs.

(i) Semi-Infinite Mixed-Discrete Convex Programs. This class of problem is defined over set:

$$\left\{ x \in \mathbb{R}^n_+ : \left( g_j(x) \leq 0, j \in J \right) \land \left( \bigvee_{l=1}^m (x_i = \alpha_l), i = 1, \ldots, p \right) \right\},$$

where $\alpha_i \in \mathbb{R}_+$ and $m$ is finite. Moreover, the defining constraints include $x_i \leq 1$ for $i = p + 1, \ldots, n$. Using auxiliary binary variables $\nu_{il} = 1$, if $x_i = \alpha_l$ and 0 otherwise, the disjunctive constraints in set (21) reduces to:

$$x_i = \sum_{l=1}^m \alpha_l \nu_{il} \text{ for } i = 1, \ldots, p; \quad \sum_{l=1}^m \nu_{il} = 1 \text{ for } i = 1, \ldots, p,$$

and hence an optimization problem defined over set (21) with the objective of minimizing a convex function belongs to the class of SIMBCPs.

(ii) Robust 0-1 Convex Problem. A robust 0-1 convex problem is defined as follows:

$$\min_{x \in \mathcal{X} \cap \{0,1\}^n} \left\{ \max_{u \in \mathcal{U}} f(x, u) : x \in \mathcal{X} \cap \{0,1\}^n \right\},$$

where $f(x, u)$ is a convex function for any fixed $u \in \mathcal{U}$ and $\mathcal{U}$ is an uncertainty set defined using polytope or an ellipsoidal. This problem is equivalent to

$$\min_{x \in \mathcal{X} \cap \{0, 1\}^n} \left\{ \theta : f(x, u) \leq \theta \text{ for } u \in \mathcal{U} \right\},$$

which is SIMBCP when $\mathcal{X}$ is a polyhedron.

(iii) Distributionally Robust Convex Programs is defined as

$$\min_{x \in \mathcal{X}} \left\{ \Theta : \sum_{\omega \in \Omega} p_\omega H(x, \omega) \leq \Theta, \quad \{p_\omega\}_{\omega \in \Omega} \in \mathcal{P} \right\},$$
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which is a semi-infinite program. Assuming that $H(x, \cdot)$ is a convex function, it is equivalent to SIDCP, semi-infinite mixed-discrete convex program, or SIMBCP when $\mathcal{X}$ is a disjunctive set, mixed-discrete set, or mixed binary set, respectively.

5. Stochastic and Distributionally Robust SIGDPs

In this section, we study stochastic and distributionally robust SIGDPs. Specifically, we amalgamate reformulations presented in the preceding sections with a Lagrangian relaxation based approach (also referred to as dual decomposition method) to derive lower bounds for these programs. Recall that stochastic SIGDP is defined as

$$
\min \left\{ f_1(x) + \sum_{\omega \in \Xi} p_\omega Q_\omega(x) : x \in \mathcal{X} \right\},
$$

where $Q_\omega(x)$ is given by (5), $\Xi := \{\omega_1, \ldots, \omega_m\}$, and $\mathcal{X} := \{x : q(x) \leq 0, (2b) - (2d) \text{ hold}\}$.

The deterministic equivalent formulation of (23) is a large-scale SIGDP:

$$
\min f_1(x) + \sum_{\omega \in \Xi} p_\omega f_2^\omega(z_\omega)
$$

s.t. $q^\omega(z_\omega, x) \leq 0$, $\Omega_\omega(\Gamma^2^\omega) = \text{True}$, for all $\omega \in \Xi$,

$$
\bigvee_{h \in H_\omega^k} \begin{bmatrix} \omega_j^\omega_j(z_\omega, x) \leq 0, & j \in J \end{bmatrix}, \text{ for all } k \in K, \omega \in \Xi,
$$

$$
x \in \mathcal{X}, z_\omega \in \mathbb{R}^n_+, \Gamma^2^\omega_{hk} \in \{\text{True, False}\}, \ h \in H_\omega^k, k \in K, \omega \in \Xi.
$$

Akin to usual dual decomposition method [17], we create replicas of $x$ variables for each scenario using constraints $x = x_\omega$ for $\omega \in \Xi$, and then we relax these constraints using dual/Lagrangian multipliers $\mu = \{\mu_\omega\}_{\omega \in \Omega}$. This results in the following Lagrangian relaxation of (23): $\mathcal{L}(\mu) = \sum_{\omega \in \Xi} p_\omega \mathcal{L}_\omega(\mu)$ where

$$
\mathcal{L}_\omega(\mu) = \min f_1(x_\omega) + f_2^\omega(z_\omega) + \mu_\omega^\top x_\omega
$$

s.t. $q^\omega(z_\omega, x_\omega) \leq 0$, $\Omega_\omega(\Gamma^2^\omega) = \text{True}$,

$$
\bigvee_{h \in H_\omega^k} \begin{bmatrix} \omega_j^\omega_j(z_\omega, x_\omega) \leq 0, & j \in J \end{bmatrix}, \text{ for all } k \in K,
$$

$$
x_\omega \in \mathcal{X}, z_\omega \in \mathbb{R}^n_+, \Gamma^2^\omega_{hk} \in \{\text{True, False}\}, \ h \in H_\omega^k, k \in K,
$$

for $\omega \in \Xi$ and $\sum_{\omega \in \Xi} \mu_\omega = 0$ to avoid unbounded solution value because of unbounded $x$. 
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Observe that for any given $\mu$ and $\omega \in \Xi$, formulation (25) is an SIGDP in $(x_\omega, z_\omega)$ space. Below we present three different reformulations of (25) where for the sake of simplicity, we drop subscript/superscript $\omega$.

(a) **Semi-Infinite Disjunctive Programming Reformulation.**

\[
\begin{align*}
\min & \quad f_1(x) + f^2(z) + \mu^\top x \\
\text{s.t.} & \quad q(x) \leq 0, \quad \sum_{h \in H_k} y_{hhk}^1 = 1, \quad E^1 y^1 \geq \tau^1, \\
& \quad q_2(z, x) \leq 0, \quad \sum_{h \in H_k} y_{hhk}^2 = 1, \quad E^2 y^2 \geq \tau^2, \\
& \quad \bigvee_{h \in H_k} \left[ \begin{array}{c}
y_{hhk}^1 = 1 \\
g_{hhk}^j(x) \leq 0, \quad j \in J
\end{array} \right] \text{ for all } k \in K, \\
& \quad \bigvee_{h \in H_k} \left[ \begin{array}{c}
y_{hhk}^2 = 1 \\
g_{hhk}^j(z, x) \leq 0, \quad j \in J
\end{array} \right] \text{ for all } k \in K,
\end{align*}
\]

\(x \in \mathbb{R}_+^n, y_{hhk}^1 \in [0, 1], z \in \mathbb{R}_+^n, y_{hhk}^2 \in [0, 1], h \in H_k, k \in K,\) (26f)

where $E^1 y^1 \geq \tau^1$ and $E^2 y^2 \geq \tau^2$ correspond to $\Omega(\Gamma) = \text{True}$ and $\Omega_\omega(\Gamma^{2,\omega}) = \text{True}$, respectively.

(b) **Semi-Infinite Mixed Binary Reformulation with Big-M Parameters.**

\[
\begin{align*}
\min & \quad f_1(x) + f^2(z) + \mu^\top x \\
\text{s.t.} & \quad q(x) \leq 0, \quad \sum_{h \in H_k} y_{hhk}^1 = 1, \quad E^1 y^1 \geq \tau^1, \\
& \quad q_2(z, x) \leq 0, \quad \sum_{h \in H_k} y_{hhk}^2 = 1, \quad E^2 y^2 \geq \tau^2, \\
& \quad g_{hhk}^j(x) \leq M(1 - y_{hhk}^1), \quad j \in J, h \in H_k, k \in K, \\
& \quad \tilde{g}_{hhk}^j(z, x) \leq M(1 - y_{hhk}^2), \quad j \in J, h \in H_k, k \in K,
\end{align*}
\]

\(x \in \mathbb{R}_+^n, y_{hhk}^1 \in \{0, 1\}, z \in \mathbb{R}_+^n, y_{hhk}^2 \in \{0, 1\}, h \in H_k, k \in K,\)

where $M$ is a large number.

(c) **Semi-Infinite Mixed Binary Reformulation without Big-M Parameters.** Assuming $g_{hhk}^j(x) = \tilde{g}_{hhk}^j(x) + b_{hhk}^1$ and $\tilde{g}_{hhk}^j(x) = \tilde{g}_{hhk}^{j2}(z, x) + b_{hhk}^2$ such that $\tilde{g}_{hhk}^j(x) \leq 0$ for all $x$ and $\tilde{g}_{hhk}^{j2}(z, x) \leq 0$
for all \((z, x)\), we get the following reformulation without any big-M parameter:

\[
\begin{align*}
\min & \quad f_1(x) + f_2(z) + \mu^\top x \\
\text{s.t.} & \quad q(x) \leq 0, \quad \sum_{h \in H_k} y_{hk} = 1, \quad E^1 y^1 \geq e^1, \\
&q_2(z, x) \leq 0, \quad \sum_{h \in H_k} y_{hk} = 1, \quad E^2 y^2 \geq e^2, \\
&\tilde{g}_{hk}^1(x) + b_{hk}^1 y_{hk} \leq 0, \quad j \in J, h \in H_k, k \in K, \\
&\tilde{g}_{hk}^2(z, x) + b_{hk}^2 y_{hk} \leq 0, \quad j \in J, h \in H_k, k \in K, \\
x \in \mathbb{R}^n_+, \quad y_{hk} \in \{0, 1\}, \quad z \in \mathbb{R}^n_+, \quad y_{hk}^2 \in \{0, 1\}, \quad h \in H_k, k \in K.
\end{align*}
\]

Remark 4. The best Lagrangian relaxation lower bound is computed by solving optimization problem
\[
\max \{\mathcal{L}(\mu) : \sum_{\omega \in \Xi} \mu_\omega = 0\}.
\]

Remark 5. As we know that SIGDPs subsume SIGDLPs, SIGDCPs, SIDLPs, SIDCPs, SIMBLPs, and SIMBCPs. The aforementioned reformulations and the dual decomposition approach are applicable for solving stochastic variants of all these special cases of SIGDPs.

Distributionally Robust SIGDPs. Next, we study DR-SIGDPs defined for a general ambiguity set \(\Psi\):

\[
\kappa = \min_{x \in \mathcal{X}} \left\{ f_1(x) + \max_{\{p_\omega\} \in \Psi} \sum_{\omega \in \Xi} p_\omega \mathcal{Q}_\omega(x) \right\} = \min \max_{x \in \mathcal{X}} \left\{ \sum_{\omega \in \Xi} p_\omega (f_1(x) + \mathcal{Q}_\omega(x)) \right\} \geq \max \min_{\{p_\omega\} \in \Psi} \sum_{x \in \mathcal{X}} \sum_{\omega \in \Xi} p_\omega (f_1(x) + \mathcal{Q}_\omega(x),
\]

where the last inequality is because of the well-known max-min inequality. Observe that for any given \(\{p_\omega\}_\omega \in \Psi\), the inner minimization problem of (29) is equivalent to (23). Therefore, solving
\[
\max_{p \in \Psi} \sum_{\omega \in \Xi} p_\omega \mathcal{L}_\omega(\mu)
\]
for appropriate \(\mu\), returns a lower bound for the optimal objective value of DR-SIGDP, i.e., \(\kappa\).

6. Conclusion

We introduced semi-infinite generalized disjunctive programs (SIGDPs) with linear and/or convex functions, and reformulated them as semi-infinite mixed-binary/disjunctive linear or convex, respectively, programs. This led to new reformulations even for finite GDPs that
does not require big-M parameters and have lesser number of variables, in comparison to other reformulations known in the literature. We presented tight extended formulation for semi-infinite disjunctive convex programs. For semi-infinite mixed binary convex programs (SIMBCPs), we derived semi-infinite convex programming equivalent in higher dimensional space, hierarchy of relaxations, and a sequential convexification approach. We demonstrated that these results are also applicable for solving semi-infinite mixed discrete convex programs, robust 0-1 convex programs and distributionally robust convex programs. Lastly, we presented Lagrangian relaxation based approaches for deriving lower bounds to solve two-stage stochastic and distributionally robust SIGDPs with general ambiguity set. Since SIGDPs subsume various modeling frameworks such as SIMBCP, semi-infinite disjunctive convex program, and many more, the foregoing approaches have a wide range of applications.
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