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Abstract

We study the equivalence of several well-known sufficient optimality conditions for
a general quadratically constrained quadratic program (QCQP). The conditions
are classified in two categories. The first one is for determining an optimal so-
lution and the second one is for finding an optimal value. The first category of
conditions includes the existence of a saddle point of the Lagrangian function and
the existence of a rank-1 optimal solution of the primal SDP relaxation of QCQP.
The second category includes ηp = ζ, ηd = ζ, and ϕ = ζ, where ζ, ηp, ηd, and
ϕ denote the optimal values of QCQP, the dual SDP relaxation, the primal SDP
relaxation and the Lagrangian dual, respectively. We show the equivalence of these
conditions with or without the existence of an optimal solution of QCQP and/or
the Slater constraint qualification for the primal SDP relaxation. The results on
the conditions are also extended to the doubly nonnegative relaxation of equality
constrained QCQP in nonnegative variables.

Key words. Quadratically constrained quadratic program, global optimality condition,
saddle point of Lagrangian function, exact SDP relaxation, rank-1 optimal solution of
SDP relaxation, KKT condition.
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1 Introduction

We consider a quadratically constrained quadratic program (QCQP).

ζ = inf {q0(u) : qk(u) ≤ 0 (k ∈M)} , (1)
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where

M = {1, . . . ,m},
qk(u) = uTAku + 2bTku + ck for every u ∈ Rn,

Ak ∈ Sn (the linear space of n× n matrix),

bk ∈ Rn (the n-dim. Euclidean space of column vector),

ck ∈ R, c0 = 0,

(0 ≤ k ≤ m). Let F denote the feasible region of QCQP (1); F = {u ∈ Rn : qk(u) ≤
0 (k ∈ M)}. We call each u ∈ F a feasible solution of QCQP (1), u ∈ F satisfying
q0(u) ≤ q0(u

′) for all u′ ∈ {u′ ∈ F : ‖u′ − u‖ < ε} and some ε > 0 a local minimizer
of QCQP (10), and u ∈ F satisfying q0(u) ≤ q0(u

′) for all u′ ∈ F a global minimizer of
QCQP (1). Obviously, a global minimizer is a local minimizer.

QCQP is one of the most fundamental nonconvex optimization problems that include
various important NP-hard problems, notably, max cut problems [11], maximum stable
set problems [7], graph partitioning problems [22], and quadratic assignment problems
[18]. It is also known [21] that any polynomial optimization problem can be converted
into a QCQP. For NP-hard QCQP, finding the exact optimal solution or the exact optimal
value is an important issue.

Our focus here is on conditions which characterize global optimality for QCQP (1);
more precisely, three conditions (Conditions (A), (B) and (C)) for a feasible solution u
of (1) to be a global minimizer of (1), and three conditions (Conditions (D), (E) and (F))
on some lower bound of the optimal value ζ of QCQP to be tight. Specifically, the main
purpose of this paper is to clarify and understand their relations by showing that each
of them is equivalent to all the others with or without additional moderate assumptions.
To describe these conditions, we use

• the Lagrangian function L in the variable vector u ∈ Rn and the multiplier vector
y ∈ Rm,

• the primal semidefinite (SDP) relaxation (11) of QCQP (1) with the optimal value
ηp in an (1 + n)× (1 + n) symmetric variable matrix X,

• the dual SDP relaxation (12) of (1) with the optimal value ηd in a variable vector
(y, s) ∈ Rm+1 .

Let G = {y ∈ Rm : yk ≥ 0 (k ∈M)} and L : Rn+m → R be the (standard) Lagrangian
function for QCQP (1) defined by

L(u,y) = q0(u) +
∑
k∈M

ykqk(u) for every (u,y) ∈ Rn+m.

Condition (A) is described through the saddle point problem: Find a (u,y) ∈ Rn × G
such that

sup
y′∈G

L(u,y′) = L(u,y) = inf
u′∈Rn

L(u′,y). (2)
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This problem was introduced in the book [20] as a sufficient condition for u to be a global
minimizer of a more general optimization problem where qk : Rn → R (0 ≤ k ≤ m) are
allowed to be continuous functions: if (u,y) is a solution of (2), then u is a minimizer
of (1) [20, 5.3.1]. We also consider the Lagrangian dual:

ϕ = sup
y∈G

inf {L(u,y) : u ∈ Rn} . (3)

It is well-known that ϕ provides a lower bound of ζ. We let Condition (F) be ‘ϕ = ζ’.

All the other conditions are described through the primal SDP relaxation (11) and the
dual SDP relaxation (12) of QCQP (1) [3, 10, 23, 24]. In general, their optimal values ηp
and ηd satisfy ηd ≤ ηp ≤ ζ. Conditions (D) and (E) are ‘ηp = ζ’ and ‘ηd = ζ’, respectively.
If the primal SDP relaxation of QCQP (1) can provide a minimizer u of QCQP (1), then
we call the SDP relaxation exact. Classes of QCQPs whose primal SDP (and/or second
order cone programming (SOCP)) relaxations are exact have been studied extensively
in [1, 2, 13, 25, 26, 28], where the minimizer u can be derived from a rank-1 optimal

solution X of the primal SDP relaxation with the form X =

(
1
u

)(
1
u

)T
. Each QCQP

in those classes has been identified by its data matrices Ak and vectors bk (0 ≤ k ≤ m)
that satisfy a certain structured sparsity such as tridiagonal, forest and bipartite and/or
a certain sign-definiteness property. In addition, strong duality was assumed in [1, 2]. In
[12], the exact SDP relaxation of an extended trust-region type QCQP was studied under
a certain dimension condition. In [6], a general QCQP with no particular structure was
transformed to a diagonal QCQP whose primal SDP relaxation is exact. Condition (C)
is ‘the primal SDP relaxation (11) is exact’.

The relations among Conditions (A) through (F) shown in this paper are summarized
as follows:

(A) ∃ a saddle point (u,y) of the Lagrangian function L.

m
(B) the primal SDP (11) is exact,

∃ an optimal solution (y, s) of the dual SDP (12) and

ηd = ηp (the strong duality).

⇓ ⇑ if (a) the Slater constraint qualification (15) holds.

(C) the primal SDP (11) is exact.

⇓ ⇑ if (b) QCQP (1) has a minimizer u when ζ is finite.

(D) −∞ < ηp = ζ <∞.

if (B) holds ⇓ ⇑
(E) −∞ < ηd = ζ <∞⇐⇒ (F) −∞ < ϕ = ζ <∞.



(4)

Apparently, equivalent (A) and (B) are the strongest conditions, and Condition (D)
the weakest. We see that all the conditions are equivalent if (a) the Slater constraint
qualification (15) holds and if (b) QCQP (1) has a minimizer u when ζ is finite. Since
the assumptions (a) and (b) are regarded as to avoid special degenerate cases, it can
be approximately said that all Conditions (A) through (F) are equivalent except special
degenerate cases. In fact, it was shown in [8] that the Slater condition is a generic
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property of conic optimization problems. Also, if the feasible region of QCQP (1) is
bounded, then (b) holds. We present some examples for such exceptional degenerate
cases.

• (C) 6⇒ (B) (Example 4.1),

• (D) 6⇒ (C) (Example 4.3),

• (C), (D) and QCQP (1) has a minimizer 6⇒ (E) (Example 4.4).

Some related works. In general, the class of QCQPs whose SDP relaxation is exact
is limited as mentioned above. Sufficient global optimality conditions on QCQP via the
SDP relaxation are not strong enough to cover the entire class of general QCQPs. Some
stronger convex conic programming relaxations have been proposed for other classes of
QCQPs. They provide a lower bound for the optimal value of QCQP, so they serve as a
sufficient global optimality condition for general QCQPs. A stronger convex relaxation
is the completely positive programming cone (CPP) relaxation. It is known that CPP
relaxation is exact for a class of QCQPs with linear and complementarity constraints in
nonnegative continuous and/or binary variables [5, 9, 16]. CPP relaxation is, however,
mainly of theoretical interest since the CPP relaxation problem is NP hard. The doubly
nonnegative (DNN) relaxation [14, 17, 27] is a numerically implementable relaxation of
the CPP relaxation, which is at least as strong as the SDP relaxation. It was shown in
[15] that the DNN relaxation is exact for a class of QCQPs with block-clique structure.
In their paper [19], Lu et al. proposed an equivalent reformulation of a general QCQP,
which may be regarded as a (strengthening) modification of the CPP relaxation. They
further relaxed their modified relaxation to a numerically implementable one which aims
to compute a global minimizer.

Contribution. The main contribution is to show the equivalence or inclusion relations
among Conditions (A) through (F) on global optimality of QCQP illustrated in (4).
While some part of the relations may appear in a scattered manner in the literature,
the comprehensive relations among the conditions have not been presented. With (4),
the entire equivalence relations with or without moderate additional assumptions can be
clearly understood. Moreover, Examples 4.1 through 4.4 show some exceptional cases
where the equivalence relation does not hold.

This paper is organized as follows: Some notation and symbols used throughout
this paper are listed in Section 2.1. We present a global optimality condition via the
saddle point problem for a general nonlinear program in Section 2.2, which corresponds
to Condition (A), and specialize it to a global optimality condition, Condition (A’) for
QCQP (1) in Section 2.3. In Section 2.4, we introduce the primal SDP relaxation (11)
and the dual SDP relaxation (12) of QCQP (1), and present a well-known sufficient
optimality condition, the Karush-Kuhn-Tucker (KKT) condition. We then combine the
KKT condition with Condition (C) ‘the primal SDP (11) is exact’ for Condition (B’),
which is equivalent to Condition (B). Section 3 is devoted to proofs of all relations in (4).
Four examples, Examples 4.1 through 4.4 are presented in Section 4. Section 5 extends
Conditions (A) through (F) to an equality constrained QCQP in nonnegative variables
with DNN relaxation. We give concluding remarks in Section 6.
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2 Preliminaries

2.1 Notation and symbols

Let R denote the set of real numbers, Rn the n-dimensional Euclidean space of column
vectors u = (u1, . . . , un) with elements ui ∈ R (1 ≤ i ≤ n), and Sn the linear space of
n × n symmetric matrices A = [Aij] with elements Aij ∈ R (1 ≤ i, j ≤ n). The row
vector uT stands for the transposed vector of u for every u ∈ Rn. We assume that if
x ∈ R1+n and/or X ∈ S1+n, then their column and row indices run from 0 through n,
i.e., x = (x0, x1, . . . , xn) and the elements of X are Xij (0 ≤ i, j ≤ n). For Q,X ∈ S1+n,
their inner product is written as Q •X =

∑n
i=0

∑n
j=0QijXij. Let

S`+ = the cone of positive semidefinite matrices in S`,
S`++ = the cone of positive matrices in S`,

where ` = n or 1 + n. The zero vector and zero matrix are denoted by 0, the n-
dimensional column vector with all elements 0, and O, the n×n matrix with all elements
0, respectively. For each twice continuously differentiable function f : Rn → R, ∇uf(u)

denotes the gradient row vector of f with elements
df(u)

dui
(1 ≤ i ≤ n), and ∇uuf(u) the

n× n Hessian matrix of f with elements
d2f(u)

duiduj
(1 ≤ i, j ≤ n).

2.2 Global optimality via the saddle point problem in general
nonlinear programs

Throughout Section 2.2, we assume that qk : Rn → R (0 ≤ k ≤ m) are twice continuously
differentiable functions, but not necessarily quadratic. Given y ∈ Rm, we denote the n-
dimensional gradient row vector and the n × n Hessian matrix of L(·,y) : Rn → R
evaluated at u ∈ Rn by ∇uL(u,y) and ∇uuL(u,y), respectively;

∇uL(u,y) = ∇uq0(u) +
∑
k∈M

yk∇uqk(u),

∇uuL(u,y) = ∇uuq0(u) +
∑
k∈M

yk∇uuqk(u).

We note that the right equality of the saddle point problem (2) corresponds to the
Lagrangian relaxation problem

ϕ(y) = inf{L(u,y) : u ∈ Rn}.

On the left side of (2), we observe that sup {L(u,y′) : y ∈ G} = ∞ if u 6∈ F , and that
L(u,y) < L(u,0) if u ∈ F and ykqk(u) < 0 for some k ∈ M . Hence, if the left side
of (2) holds, then

u ∈ F, ykqk(u) = 0 (k ∈M), (5)
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which implies that L(u,y) = q0(u). It is straightforward to verify that the converse
is true; hence they are equivalent. Therefore, we obtain that u ∈ F and ζ ≤ q0(u) =
L(u,y) = ϕ(y) ≤ ϕ ≤ ζ or equivalently ϕ(y) = ϕ = ζ = q0(u) = L(u,y). By the
discussion above, we know that Condition (A) is sufficient for u to be a global minimizer
of (1), and that (A) holds if and only if L(u,y) = ϕ(y) (or L(u,y) = ϕ) and (5) hold.

2.3 Global optimality in QCQP (1)

We apply Condition (A) specifically to QCQP (1) with quadratic qk (0 ≤ k ≤ m). In
this case, we see that

L(u,y) = uTA0u + 2bT0u +
∑
k∈M

yk(u
TAku + 2bTku + ck),

∇uL(u,y)/2 = uTA0 + bT0 +
∑
k∈M

yk(u
TAk + bTk ),

∇uuL(u,y)/2 = A0 +
∑
k∈M

ykAk,

for every (u,y) ∈ Rn+m. Hence L(u,y) = inf{L(u′,y) : u′ ∈ Rn} ≡ ϕ(y) if and only
if ∇uL(u,y)/2 = 0T and ∇uuL(u,y)/2 ∈ S1+n

+ (i.e., L(·,y) : Rn → R is convex). Since
Condition (A) holds if and only if L(u,y) = ϕ(y) and and (5) hold as shown in Section
2.1, (A) is equivalent to the following condition.

(A’) (u,y) ∈ Rn+m satisfies

u ∈ F, y ∈ G, ykqk(u) = 0 (k ∈M),

uTA0 + bT0 +
∑
k∈M

yk(u
TAk + bTk ) = 0T ,

 (6)

(the Karush-Kuhn-Tucker (KKT) condition), and

A0 +
∑
k∈M

ykAk ∈ Sn+. (7)

The equivalence of Condition (A) and (A’) are well-known [4]. (A’) is called positive
semidefinite condition in [19].

2.4 SDP relaxation of QCQP (1)

We need to reformulate QCQP (1) to introduce its SDP relaxation. Let

Qk =

(
ck bTk
bk Ak

)
∈ S1+n (0 ≤ k ≤ m),

x =

(
x0
u

)
∈ R1+n, H =

(
1 0T

0 O

)
∈ S1+n.

 (8)
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Then

qk(u) = Qk •
(

1
u

)(
1
u

)T
for every u ∈ Rn (0 ≤ k ≤ m), (9)

and we can rewrite QCQP (1) as

ζ̃ = inf
{
Q0 • xxT : xxT ∈ F̃

}
. (10)

Here

F̃ =
{
X ∈ S1+n : Qk •X ≤ 0 (k ∈M), H •X = 1

}
.

We notice that the equality constraint H •xxT = 1 does not specify x0 = +1, instead, it
requires either x0 = +1 or x0 = −1. We see that if x is a feasible solution of QCQP (10)
with the objective value Q0 •xxT , then −x is a feasible solution of QCQP (10) with the
same objective value Q0 • (−x)(−x)T = Q0 • xxT . Thus, the constraint x0 ≥ 0 can be
implicitly added to QCQP (10).

By replacing xxT by a matrix variable X ∈ S1+n
+ , we obtain an SDP relaxation of

QCQP (10) and its dual:

ηp = inf
{
Q0 •X : X ∈ S1+n

+ , X ∈ F̃
}
. (11)

ηd = sup

{
s : S(y, s) ≡ Q0 +

∑
k∈M

ykQk − sH ∈ S1+n
+ , y ∈ G

}
. (12)

If we add the constraint that rankX = 1 or equivalently X = xxT , then the primal
SDP (11) is equivalent to QCQP (10) (hence equivalent to (1)).

For every feasible solution X of (11) and every feasible solution (y, s) of (12), we
observe that

0 ≤ S(y, s) •X
= (Q0 +

∑
k∈M

ykQk − sH) •X

= Q0 •X +
∑
k∈M

ykQk •X − s ≤ Q0 •X − s.

Hence ηd ≤ ηp, and the condition

X ∈ S1+n
+ , X ∈ F̃ , y ∈ G, yk(Qk •X) = 0 (k ∈M),

S(y, s) ∈ S1+n
+ , S(y, s) •X = O.

}
(13)

(the Karush-Kuhn-Tucker (KKT) condition for the primal SDP (11)) is equivalent to

X is an optimal solution of SDP (11),

(y, s) is optimal solutions of SDP (12), and ηd = ηp.

}
(14)

Therefore, we can rewrite Condition (B) as

(B’) ∃(x,y, s); X = xxT and (y, s) satisfy (13).

The following result is well-known [10, 23, 24].
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Proposition 2.1. Let M̃− =
{
k ∈M : X ∈ F̃ and Qk •X < 0 for some X ∈ S1+n

+

}
.

If {
X ∈ F̃ : X ∈ S1+n

++ , Qk •X < 0 (k ∈ M̃−)
}
6= ∅. (15)

(the (generalized) Slater constraint qualification) holds and X is an optimal solution of
(12), then there exists a (y, s) ∈ Rm+1 such that (X,y, s) satisfies (13).

3 Proofs of the relations in (4)

.

Proof of (A) ⇔ (B) is given in Section 3.1. (B) ⇒ (C), (C) ⇒ (D) and the relation
that (D)⇐ (E) if (B) holds are obvious. (D)⇐ (E) also follows directly from ηd ≤ ηp ≤ ζ.
By Proposition 2.1, we see that (B) holds if the Slater constraint qualification (15) and
(C) hold. The relation ‘(C) ⇐ (D) if QCQP has a solution’ and the equivalence of (E)
and (F) are well-known, but their proofs are presented in Section 3.2 and Section 3.3,
respectively, for completeness.

3.1 Proof of (A) ⇔ (B) and a related result

We have already seen the equivalence of (A) and (A’) and the equivalence of (B) and
(B’) in Section 2. Hence, it suffices to show the equivalence of (A’) and (B’). Take an
arbitrary (u,y) ∈ Rn+m. By the relation (9), we see that

u ∈ F, y ∈ G,
ykqk(u) = 0 (k ∈M)

}
⇔

 X =

(
1
u

)(
1
u

)T
∈ F̃ , y ∈ G,

yk(Qk •X) = 0 (k ∈M).

(16)

It remains to show that

∇uL(u,y) = 0T , A0 +
∑
k∈M

ykAk ∈ Sn+,

s =
(
bT0 +

∑
k∈M

ykb
T
k

)
u +

∑
k∈M

ykck.

⇔


S(y, s) ∈ S1+n
+ ,

S(y, s) •
(

1
u

)(
1
u

)T
= 0,

(17)

which can be proved from the following relations:

S(y, s) = Q0 +
∑
k∈M

ykQk − sH

=


∑
k∈M

ykck − s bT0 +
∑
k∈M

ykb
T
k

b0 +
∑
k∈M

ykbk A0 +
∑
k∈M

ykAk

 ,

S(y, s) •
(

1
u

)(
1
u

)T
= 0⇔ S(y, s)

(
1
u

)
= 0 if S(y, s) ∈ S1+n

+ ,
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S(y, s)

(
1
u

)
=


∑
k∈M

ykck − s bT0 +
∑
k∈M

ykb
T
k

b0 +
∑
k∈M

ykbk A0 +
∑
k∈M

ykAk

(1
u

)

=

−s+
(
bT0 +

∑
k∈M

ykb
T
k

)
u +

∑
k∈M

ykck

∇uL(u,y)T/2

 ,

(
1 uT

0 I

)
S(y, s)

(
1 0T

u I

)
=

(
1 uT

0 I

)
∑
k∈M

ykck − s bT0 +
∑
k∈M

ykb
T
k

b0 +
∑
k∈M

ykbk A0 +
∑
k∈M

ykAk

(1 0T

u I

)

=


−s+

(
bT0 +

∑
k∈M

ykb
T
k

)
u +

∑
k∈M

ykck ∇uL(u,y)/2

∇uL(u,y)T/2 A0 +
∑
k∈M

ykAk

 .

We now consider the following two sufficient conditions for Conditions (A’) and (B’),
respectively.

(A) ∃(u,y) ∈ Rn+m; (6) and A0 +
∑
k∈M

ykAk ∈ Sn++ hold.

(B) ∃(X,y, s); (13) and rankS(y, s) = n hold.

Condition (A) implies that u is the unique global minimizer of QCQP (1), while (B) has
been used to identify a class of QCQPs whose SDP relaxation is exact in the papers [1, 2].
These two conditions are equivalent. In fact, the proof of (A’) ⇔ (B’) above can be
modified in a straightforward manner to show the equivalence relation

∇uL(u,y) = 0T , A0 +
∑
k∈M

ykAk ∈ Sn++,

s =
(
bT0 +

∑
k∈M

ykb
T
k

)
u +

∑
k∈M

ykck,

⇔


S(y, s) ∈ S1+n
+ , rankS(y, s) = n,

S(y, s) •
(

1
u

)(
1
u

)T
= 0,

which together with (16) implies the desired result.

3.2 Proof of ‘(C) ⇐ (D) if QCQP (1) has a minimizer’

Assume that ηp = ζ and QCQP (1) has a minimizer u ∈ Rn. Then X =

(
1
u

)(
1
u

)T
is

a feasible solution of the primal SDP (11) with the objective value ζ = η. Hence X is a
rank-1 optimal solution of the primal SDP (11). Therefore, (C) holds.
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3.3 Proof of (E) ⇔ (F)

For the inner minimization of the Lagrangian dual (3), we observe that

ϕ(y) = inf {L(u,y) : u ∈ Rn}

= inf
u∈Rn

L(u,y) :

0T = Lu(u,y)/2 ≡ uT
(
A0 +

∑
k∈M

ykAk

)
+ bT0 +

∑
k∈M

ykb
T
k ,

Sn+ 3 Luu(u,y)/2 ≡ A0 +
∑
k∈M

ykAk


= inf

u∈Rn


(
b0 +

∑
k∈M

ykbk
)T

u +
∑
k∈M

ykck :

uT
(
A0 +

∑
k∈M

ykAk

)
+ bT0 +

∑
k∈M

ykb
T
k = 0T ,

A0 +
∑
k∈M

ykAk ∈ Sn+


= inf

u∈Rn

{
s : S(y, s) ∈ Sn+1

+ , S(y, s) •
(

1
u

)(
1
u

)T}
(by (17)).

Therefore,

ϕ = sup
y∈G

ϕ(y) = sup
{
s : S(y, s) ∈ Sn+1

+ , y ∈ G
}

= ηd.

4 Examples

In this section, we present four QCQP examples to supplement the relations in (4) and
the discussions thus far. Table 1 summarizes their characteristics.

Conditions Opt. sol. SDP KKT Conditions (D), (E)
(A’) and (B’) (C) (y, s) of (12) Cond. (13) ηd ≤ ηp ≤ ζ <∞ Example

◦ ◦ ∃ ◦ −∞ < ηd = ηp = ζ Ex. 4.1: α ≤ 2, 3 ≤ α < 4,4 < α
∃QCQP minimizer

× ◦ 6 ∃ × −∞ < ηd = ηp = ζ Ex. 4.1: α = 4, ∃QCQP minimizer
× × ∃ ◦ −∞ < ηd = ηp < ζ Ex. 4.1: 2 < α < 3, ∃QCQP minimizer
× × 6 ∃ × −∞ = ηd = ηp < ζ Ex. 4.2, 6 ∃QCQP minimizer
× × ∃ ◦ −∞ < ηd = ηp = ζ Ex. 4.3, 6 ∃QCQP minimizer
× ◦ ∃ × −∞ < ηd < ηp = ζ Ex. 4.4, ∃QCQP minimizer

Table 1: The characteristics of Examples 4.1,4.2, 4.3 and 4.4. Condition (A’) is equiv-
alent to (A) ∃ a saddle point (u,y) of the Lagrangian function. (B’) is equivalent to
(B) the primal SDP (11) is exact, ∃ an optimal solution (y, s) of the dual SDP (12) and
−∞ < ηd = ηp = ζ <∞. (C) the primal SDP (11) is exact. ηd, ηp and ζ denote optimal
values of the dual SDP (12), the primal SDP (11) and QCQP (1), respectively.

Example 4.1.

ζ = inf

{
q0(u) ≡ u2 :

q1(u) ≡ (u− α)(u− 4) ≤ 0,
q2(α) ≡ −(u− 2)(u− 3) ≤ 0

}
. (18)

Here n = 1 and m = 2. This example illustrates relations among Conditions (A’)
(equivalent to (A)), (B’) (equivalent to (B)), (C) and (D), and shows that the Slater
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constraint qualification (15) is necessary for (B’) ⇐ (C). The Lagrangian function is
written as

L(u,y) = q0(u) + y1q1(u) + y2q2(u) = u2 + y1(u− α)(u− 4)− y2(u− 2)(u− 3).

The KKT condition is written as

0 ≥ qk(u), 0 ≤ yk, ykqk(u) = 0 (k = 1, 2),

0 = ∇uL(u,y) = 2u+ y1(2u− (α + 4))− y2(2u− 5).

}
(19)

The second order sufficient condition (7) for global optimality is written as

∇uuL(u,y) = 2 + 2y1 − 2y2 ≥ 0.

Letting

Q0 =

(
0 0
0 1

)
∈ S2, Q1 =

(
4α −(4 + α)/2

−(4 + α)/2 1

)
∈ S2,

Q2 =

(
−6 5/2
5/2 −1

)
∈ S2, H =

(
1 0
0 0

)
∈ S2,

we obtain the SDP relaxation (11) and its dual (12).

For every α ∈ R, QCQP (18) has a unique global minimizer u with the optimal value
ζ such that

u = α, ζ = α2 if α < 2,
u = 2, ζ = 4 if α = 2,
u = 3, ζ = 9 if 2 < α < 3,
u = 3, ζ = 9 if α = 3,
u = α, ζ = α2 if 3 < α < 4,
u = 4, ζ = 16 if α = 4,
u = 4, ζ = 16 if 4 < α.

For each case, we can easily check and/or solve the KKT condition (19) for y = (y1, y2)
and ∇uuL(u,y). Also, it is easy to compute the solution X of the primal SDP relax-
ation (11) for each case. Table 1 and Figure 1 summarize the results. Except for two
cases 2 < α < 3 and α = 4, Conditions (A’) and (B’) hold. In case 2 < α < 3, we see
that the primal SDP (11) has no rank-1 optimal solution, i.e., (C) does not hold. In
this case, neither (A)’ nor (B’) holds. We note that the KKT condition (19) holds but
∇uuL(u,y) < 0. Figure 1 (b) shows how 0 < ζ − ηp and detX changes as α increases in
the interval (2, 3), where detX = 0 if and only if rankX = 1 since X is a (1+1)× (1+1)
matrix with X00 = 1. In case α = 4, the KKT condition (19) does not hold. As Figure
1 (a) shows, the Lagrangian multiplier y1 ≥ 0, which exists when α 6= 4, tends to ∞

as α → 4 from below and above. In this case, rank-1 X =

(
1 4
4 16

)
∈ S2

+ is a unique

feasible solution of the primal SDP (11), but the Slater constraint qualification (15) in
Proposition 2.1 does not hold. Hence, the existence of (y, s) ∈ Rm+1 satisfying (13) is
not guaranteed. In fact, such a (y, s) ∈ Rm+1 does not exist, and the dual SDP (12) has
no optimal solution. Therefore, this case shows that Condition (B) is merely sufficient,
but not necessary for (C) when the Slater constraint qualification (15) is not satisfied.
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Table 2: Summary of Example 4.1

QCQP (1) KKT (6) SDP (11)
Parameter u ζ y1 y2 ∇uuL(u,y) X ηp

α < 2 α α2 y1 =
2α

4− α
> 0 y2 = 0

2α+ 8

4− α
> 0

(
1 α
α α2

)
α2

α = 2 2 4 2 ≤ y1 ≤ 5 y2 = −4 + 2y1 10− 2y1 ≥ 0

(
1 2
2 4

)
4

2 < α < 3 3 9 y1 = 0 y2 = 6 -10

 1
4α− 6

α− 1
4α− 6

α− 1

14α− 24

α− 1

 14α− 24

α− 1

α = 3 3 9 2.5 ≤ y1 ≤ 6 y2 = 6− y1 −10 + 4y1 ≥ 0

(
1 3
3 9

)
9

3 < α < 4 α α2 y1 =
2α

4− α
> 0 y2 = 0

2α+ 8

4− α
> 0

(
1 α
α α2

)
α2

α = 4 4 16 Not hold

(
1 4
4 16

)
16

4 < α 4 16 y1 =
8

α− 4
> 0 y2 = 0

2α

α− 4
> 0

(
1 4
4 16

)
16

Example 4.2.

ζ = inf

{
q0(u) ≡ 2u2 − 2u1 :

q1(u) ≡ −2u1 ≤ 0, q2(u) = −2u2 ≤ 0,

q3(u) ≡ u21 − u22 + 1 ≤ 0

}
,

where n = 2 and m = 3. This QCQP has a finite optimal value with no minimizer,
and none of Conditions (A) through (F) hold. Obviously, every feasible (u1, u2) satisfies
u1 ≥ 0 and u2 ≥ 1. We also see that −q3(u) = (u2 − u1)(u2 + u1) − 1 ≥ 0, which
implies that u2 > u1 and q0(u) > 0 for every feasible solution u. Moreover, u =
(u1, u2) = (u1,

√
u21 + 1) ∈ R2 with u1 ≥ 0 is a feasible solution with the objective value

q0(u) =
√
u21 + 1− u1, which tends to 0 as u1 →∞. Hence ζ = 0 and there is no global

minimizer. Letting

Q0 =

 0 −1 1
−1 0 0
1 0 0

 , Q1 =

 0 −1 0
−1 0 0
0 0 0

 ,

Q2 =

 0 0 −1
0 0 0
−1 0 0

 , Q3 =

1 0 0
0 1 0
0 0 −1

 , H =

1 0 0
0 0 0
0 0 0

 ,


(20)

we obtain the primal SDP relaxation (11) and its dual (12). We can easily verify that if
we take u1 ≥ 0, then

X =

 1 u1 0
u1 u21 0
0 0 u21 + 1


is a feasible solution of the primal SDP (11) with the objective Q0 •X = −2u1; hence
ηp = −∞. Therefore, the dual SDP (12) is infeasible. In fact, the constraints of the dual

12



Figure 1: (a) Changes of y1, ∇uu, ζ and ηp as α increases from 2 to 6 in Example 3.2.
(b) Changes of detX and ζ−ηp as α increases from 2 to 6 in Example 3.2. Since X11 = 1,
detX = 0 if and only if rankX = 1.
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SDP (12) with Qk (0 ≤ k ≤ 3) and H given by (20) are written as

yk ≥ 0 (k = 1, 2, 3),

S(y, s) ≡ Q0 +
3∑

k=1

ykQk − sH =

 y3 − s −1
2
− 1

2
y1

1
2
− 1

2
y2

−1
2
− 1

2
y1 y3 0

1
2
− 1

2
y2 0 −y3

 ∈ S3
+.

Clearly, there is no (y, s) satisfying the constraints.

Example 4.3.

ζ = inf

{
q0(u) ≡ 2u2 − 2u1 :

q1(u) ≡ −2u1 ≤ 0, q2(u) = −2u2 ≤ 0,

q3(u) ≡ u21 − u22 + 1 ≤ 0, q4(u) ≡ 2u1 − 2u2 ≤ 0

}
,

where n = 2 and m = 4. This QCQP is obtained by adding a redundant constraint
q4(u) ≤ 0 to Example 4.2, so that its optimal value ζ remains as 0 and it still has
no minimizer. However, the characteristics of its SDP relaxation drastically changes.
Defining

Q4 =

 0 1 −1
1 0 0
−1 0 0


in addition to Qk (k = 1, 2, 3) and H given by(20), we obtain the primal SDP relax-
ation (11) and its dual (12). We can easily verify that

X =

1 0 0
0 1 0
0 0 2


is a feasible solution of the primal SDP (11) with the objective Q0 •X = 0. We see
that (y1, y2, y3, y4, s) = (0, 0, 0, 1, 0) is a feasible solution of the dual SDP (12) with the
objective value 0. In fact,

S(y, s) ≡ Q0 +
4∑

k=1

ykQk − sH

=

 y3 − s −1− y1 + y4 1− y2 − y4
−1− y1 + y4 y3 0
1− y2 − y4 0 −y3

 = O ∈ S3
+.

Hence, ηd = ηp = ζ = 0 and the KKT condition (13) holds. Thus, this example shows
that even when the the KKT condition (13) and ηd = ηp (the strong duality) hold,
Condition ‘(D) ηp = ζ’ does not necessarily ensure ‘Condition (C) primal SDP (11) is
exact’ unless QCQP (1) has a minimizer.

Example 4.4.

ζ = inf

{
q0(u) ≡ u23 :

q1(u) ≡ u21 ≤ 0,

q2(u) ≡ −2u1u2 − 2u23 + 2 ≤ 0.

}
,
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where n = 3 and m = 2. This example illustrates a case where both Conditions (C) and
(D) hold but Conditions (E) does not, even when QCQP (1) has a minimizer. Obviously,
(u1, u2, u3) = (0, 0, 1) is a minimizer with the objective value ζ = 1. Define

Q0 =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 1

 , Q1 =


0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

 ,

Q2 =


2 0 0 0
0 0 −1 0
0 −1 0 0
0 0 0 −2

 , H =


1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 .


(21)

Then, we obtain the primal SDP relaxation (11) and its dual (12). It is easy to see that

X =


1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1


is a rank-1 feasible solution of the primal SDP (11) with the objective value ηp = 1 = ζ;
hence X is an optimal solution of (11). On the other hand, the constraint of the dual
SDP (12)

y1 ≥ 0, y2 ≥ 0,

S(y, s) ≡ Q0 + y1Q1 + y2Q2 − sH ≡


2y2 − s 0 0 0

0 y1 −y2 0
0 −y2 0 0
0 0 0 1− 2y2

 ∈ S1+3
+

holds if and only if y1 ≥ 0, y2 = 0 and s ≤ 0. Hence, (y1, y2, s) = (0, 0, 0) is an optimal
solution of the dual SDP (12) with the optimal value ηd = 0. Thus, 0 = ηd < 1 = ηp = ζ
holds.

5 An extension of Conditions (B), (C), (D) and (E)

to doubly nonnegative (DNN) relaxation

The SDP relaxation has played a major role in the discussion of Conditions (B), (C),
(D) and (E). For QCQP in nonnegative variables, we can strengthen those conditions by
replacing the SDP relaxation with a DNN relaxation. A lower bound provided by the
DNN relaxation is known to be at least as tight as one by the SDP relaxation in theory
and is often tighter in practice [14, 17].

To discuss conditions for the DNN relaxation, QCQP in nonnegative variables should
be first described, for instance, by rewriting QCQP (1) as

ζ = inf

{
q0(u

+ − u−) :
qk(u

+ − u−) + vk = 0 (k ∈M), vk ≥ 0 (k ∈M),

u+ ≥ 0, u− ≥ 0, u+i u
−
i = 0 (1 ≤ i ≤ n)

}
,
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where u+ ∈ Rn, u− ∈ Rn and v ∈ Rm are nonnegative variables. From the transformed
QCQP above, a DNN relaxation can be derived. The description of the resulting DNN
relaxation would be very complicated. For simplicity of discussion, we instead consider
a standard equality form QCQP:

ζ̂ = inf {q0(u) : qk(u) = 0 (k ∈M), u ≥ 0} . (22)

Here qk : Rn → R (0 ≤ k ≤ m) denote quadratic functions as used thus far.

Introducing redundant quadratic inequalities uiuj ≥ 0 (1 ≤ i, j ≤ n), which can be

represented as a matrix inequality

(
x20 uT

u uuT

)
≥ O with x20 = 1, and using the notation

and symbols given in (8), we first transform QCQP (22) to the following QCQP:

ζ̂ = inf
{
Q0 • xxT : xxT ≥ O, Qk • xxT = 0 (k ∈M), H • xxT = 1

}
= inf

{
Q0 • xxT : xxT ≥ O, xxT ∈ F̂

}
. (23)

Here F̂ =
{
X ∈ S1+n : Qk • xxT = 0 (k ∈M), H • xxT = 1

}
. Replacing xxT with a

matrix variable X ∈ S1+n
+ , we now obtain the primal SDP relaxation of QCQP(23) and

its dual as follows.

η̂p = inf
{
Q0 •X : X ∈ S1+n

+ ∩ N, X ∈ F̂
}
, (24)

η̂d = sup

{
s : Q0 −

∑
k∈M

ykQk − sH ∈ S1+n
+ + N, (y, s) ∈ Rm+1

}
, (25)

which serve as the primal DNN relaxation of QCQP (22) and its dual, respectively. Here
N =

{
X ∈ S1+n : X ≥ O

}
(the cone of (1+n)×(1+n) nonnegative symmetric matrices).

The Slater constraint qualification for the primal DNN (24) is written as{
X ∈ F̂ : X ∈ S1+n

++ , Xij > 0 (1 ≤ i, j ≤ n)
}
6= ∅. (26)

Let Ĝ = Rm+1×N. The Lagrangian function L : Rn+m+1× S1+n → R for QCQP(23)
is defined by

L̂(x,y, s,Z) = Q0 • xxT −
∑
k∈M

ykQk • xxT −Z • xxT − s(H • xxT − 1)

for every (x,y, s,Z) ∈ Rn+m+1 × S1+n.

Hence, the saddle-point problem is: Find a (x,y, s,Z) ∈ R1+n × Ĝ such that

sup
(y′,s′,Z ′

)∈Ĝ
L(x,y′, s′,Z ′) = L(x,y, s,Z) = inf

x′∈Rn
L(x′,y, s,Z),

and the Lagrangian dual is:

ϕ̂ = sup
(y,s,Z)∈Ĝ

inf
x∈Rn

L(x,y, s,Z).
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We are now ready to present the following relations.

(Â) ∃ a saddle point (x,y, s,Z) of the Lagrangian function L̂.

m
(B̂) the primal DNN (24) is exact,

∃ an optimal solution (y, s,Z) of the dual DNN (25) and

η̂d = η̂p (the strong duality).

⇓ ⇑ if (â) the Slater constraint qualification (26) holds.

(Ĉ) the primal DNN (24) is exact.

⇓ ⇑ if (b̂) QCQP (23) has a minimizer x when ζ̂ is finite.

(D̂) −∞ < η̂p = ζ̂ <∞.

if (B̂) holds ⇓ ⇑
(Ê) −∞ < η̂d = ζ̂ <∞⇐⇒ (F̂) −∞ < ϕ̂ = ζ̂ <∞.


We can prove these relations similarly as in Section 3. The details are omitted.

6 Concluding remarks

When QCQP (1) has a finite optimal value, the following two cases, (a) and (b), can
be considered: (a) the Slater constraint qualification (15) holds, (b) QCQP (1) has
a minimizer, If (a) and (b) are satisfied, then Conditions (A) through (F) for global
optimality of QCQP (1) are all equivalent. It was shown in [8] that (a) is a generic
property of conic optimization problems. Also, if the feasible region of QCQP (1) is
bounded, then (b) holds. Therefore (a) and (b) may be regarded as moderate assumptions
to avoid special degenerate cases.

For (a), however, we should be more carful as it may be frequently violated in practice.
Moreover, judging numerically whether (a) is satisfied or not is not an easy task in prac-
tice. Many computational methods including interior-point methods for solving SDPs
assume (a) for their convergence analysis, and often encounter the numerical difficulty
when (a) is not satisfied.
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