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Abstract

In the age of e-commerce, many logistic companies must operate in large road networks without accurate knowledge of travel times for their specific fleet of vehicles. Moreover, millions of dollars are spent on routing services that do not accurately capture the specific characteristics of the companies’ drivers and the types of vehicles they must use. In this work, we consider a logistic operator that has limited information about travel times in a network, and who seeks to find the optimal expected shortest path of origin-destination pairs. We model this problem as an Online Shortest Path Problem, common to many last mile routing settings: given a graph whose arcs’ travel times are stochastic and follow an unknown distribution, the planner seeks to find a vehicle route of minimum travel time from an origin to a destination. We assume the planner progressively collects information on the travel conditions as the drivers keep serving requests. Inspired by combinatorial multi-armed bandit and Kriging literature, we propose three methods with different characteristics that effectively learn the optimal shortest path and illustrate the practical advantages of incorporating spatial correlation in the learning process. Our approach balances the trade-off of exploration (better estimates for unexplored arcs) vs exploitation (executing the minimum expected time path) by using the Thompson Sampling algorithm. In each iteration, our algorithm executes the path minimizing the expected time with data from a posterior distribution of the arcs’ speeds. We carry out a computational study comprising two settings: a set of four artificial instances and a real-life case study. The case study uses empirical data of taxis in the 17km-radius area of the center of Beijing, completely enveloping Beijing’s “5th Ring Road”. In both settings, we observe that our algorithms efficiently and effectively balance the exploration-exploitation trade-off.
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1 Introduction

Urban logistics continuously and deeply impacts our society (Cattaruzza et al. 2017). Over the past decade, factors such as the steady population growth, the importance of fast transportation in supply chains, and the interest in sustainability have reshaped how logistics works; moreover, the advent of the Internet and the accelerated adoption of mobile devices have driven new trends, such as the boom of e-commerce and the sharing economy, in so allowing the creation of new business models, e.g., ultra-fast parcel delivery, ride-hailing, and meal delivery (Savelsbergh and Van Woensel 2016, Lafkihi et al. 2019, Al Mashalah et al. 2022).

Specifically, e-commerce sales have experienced double-digit yearly growth over the past years, with an explosive adoption boost in 2020 due to the COVID-19 pandemic (Insider Intelligence 2021, Euromonitor 2021). Between 2018 and 2020, US grocery e-commerce sales percentage relative to US total grocery sales has grown from 2.7% to 10.2%, and it is projected to reach 21.5% by 2025, estimated in $250 billion, i.e., 60% over pre-pandemic estimates (Mercatus and Incisiv 2021); moreover, worldwide retail e-commerce sales have increased from $1.3 trillion in 2014 to over $5.5 trillion in 2022, with sales expectations of $8.1 trillion in 2026 (Statista 2022).

That exist considerable potential gains in e-commerce is beyond doubt. Yet, the sustained rise in adoption of e-commerce, the steadily increasing service expectations from customers, and the stiff competition between logistics service providers lead to new and complex logistics challenges (Savelsbergh and Van Woensel 2016). Many of these challenges are encountered in last-mile delivery, i.e., the last segment of the logistics service where goods are delivered at the customer location; last-mile logistics is typically considered to be the least efficient and most expensive portion of the supply chain, with associated costs amounting up to 60% of the total logistics costs (Vanelslander et al. 2013, Lafkihi et al. 2019). Providing a fast, reliable, and efficient service are among the key factors for e-commerce success, and attaining these greatly depends on how transportation decisions are made (Mangiaracina et al. 2019).

In e-commerce logistics, customers typically place requests ahead of time and select a delivery location, and a decision maker coordinates the preparation and delivery processes. As requests become ready for dispatch, the decision maker decides which routes to follow to complete their deliveries. These decisions are executed using a fleet of drivers, which may be composed of a combination of direct employees and independent contractors. One of the challenges encountered when making these decisions is incorporating travel time uncertainty. Network travel times can be highly variable (e.g., due to traffic congestion, and road closures); and failing at accounting for these effects may translate into poor routing decisions and unreliable service quality, potentially deteriorating the business reputation in the long-term. Conversely, travel times information allows decision makers to make informed routing decisions, which ultimately can provide substantial benefits to their business, such as increased drivers’ productivity and reduced fuel consumption by selecting shorter routes, and faster and more reliable service for customers by choosing less congested routes (Szeto et al. 2013, Manufacturing and Logistics IT 2020, Kou et al. 2022).

Although in practice there exist multiple navigation tools that can provide real-time
travel time estimations, these solutions come with critical limitations for companies that have specialized operations. First, they provide time estimations that are primarily based on historical data on conventional users whose driving behaviors very likely differ significantly from a company’s specific operators. Second, these solutions are typically designed for standard vehicles (e.g., cars) whose eligible roads and travel times differ from more specialized vehicles (e.g., cars may swiftly traverse through a passageway that a delivery truck cannot due to size or weight restrictions). Third, these solutions do not scale well with the size of the system (e.g., the number of drivers and the number of requests) as most of them are not designed to construct efficient multi-stop routes but are designed to calculate simple origin-destination (O-D) routes. Lastly, most specialized solutions are commercial and their consistent usage may raise considerable operational costs, especially as business operations grow (Fu et al. 2020, Manufacturing and Logistics IT 2020).

Motivated by this, in this paper we propose a learning-based framework that allows transportation companies to learn over time which are the best routes to traverse as they operate their own fleet. We consider a setting where the decision maker coordinates the operations of a fleet of drivers across a transportation network and has limited or no initial information about the travel times of the network’s arcs; as they make routing decisions and collect travel time information when serving customer requests, they can improve their predictions of the network travel conditions. In the literature, this setting is known as the Online Shortest Path Problem (OSPP), a problem common to many last mile routing settings: given a time period (e.g., a day of operations) and a graph whose arcs’ travel times are stochastic, the decision maker must find a vehicle route from a source to a destination to minimize the total travel time. The travel times distribution parameters are unknown to the decision maker, but they have the ability to observe the realized travel times when one of its vehicles completes the route and use this gained knowledge to update the information about the graph’s travel times. At every time period, the decision maker faces the well-known “exploration-exploitation trade-off”: if the decision maker only considers the information obtained up to the current time period and executes the route with the shortest expected time, they might miss alternative, not yet-visited routes with shorter expected travel time; if instead, they explore new routes too frequently, the decision maker learns the distribution parameters but the routing operation becomes inefficient due to the possibility of finding sub-optimal alternative routes. We formulate this problem as a Combinatorial Multi-Armed Bandit (CMAB) problem (Cesa-Bianchi and Lugosi 2012), an extension of the more traditional Multi-Armed Bandit (MAB) setting (Robbins 1952). To address this trade-off, our framework adapts Thompson Sampling (Thompson 1933), an efficient machine learning algorithm that effectively balances investment to acquire new information that may improve future performance, and exploitation of current knowledge to maximize immediate performance (Chapelle and Li 2011). Moreover, we propose two extensions that leverage the concept of Kriging (Krige 1951) to incorporate spatial correlation between the travel time of nearby arcs, a phenomenon that is common in practice but generally disregarded in the literature to facilitate analysis. We conduct an exhaustive experimental study comprising synthetic and real-world data to empirically prove the effectiveness of our methods in finding
travel time-efficient paths.

Overall, the proposed approach offers multiple practical advantages, such as (i) except for the cost of exploring the network, it is cost-free for the retailer; (ii) estimations are based purely on data specific to its own fleet of drivers; (iii) its accuracy improves as the retailer keeps operating its delivery network and gathers new data; and (iv) it offers adaptability to potential changes in the travel conditions throughout the network. Furthermore, this work adds to the developing line of research that combines machine learning with logistics and illustrates the potential of how learning methods can be leveraged to effectively solve more complex logistics problems.

We summarize the contributions of this paper as follows:

- To the best of our knowledge, we present the first study of the OSPP in a setting that considers a general network topology, and without assumptions on the true distribution of rewards.
- We propose an algorithm that adapts Thompson Sampling to iteratively learn cost-effective paths across an operating network.
- We further propose two algorithms that build upon our first, which combine Thompson Sampling and Kriging to incorporate the spatial correlation between the travel times of close-by arcs, effectively speeding up the learning process.
- We demonstrate the capabilities of our methods by conducting a set of experiments that compare their performance against a benchmark policy inspired by the existing literature; and analyze the sensitivity of the performance of our methods with respect to the selection of their parameters.

The rest of the paper is organized as follows. Section 2 reviews existing literature pertinent to our work. Section 3 provides a mathematical definition of the OSPP and its corresponding CMAB formulation. Section 4 presents a Thompson Sampling-based learning algorithm to solve the OSPP, and proposes two extensions to handle the OSPP with spatially-correlated travel times. Section 5 presents an experimental study obtained from simulations using synthetic and real-world data. Section 6 summarizes the findings of the paper and proposes directions for future research.

2 Literature Review

The classical MAB problem (Robbins 1952, Lai et al. 1985) consists of a sequential decision problem where at each decision epoch (typically referred to as rounds), a decision maker selects an arm (decision) to pull from a pool of available arms. Based on the selected arm, the decision maker receives a corresponding reward whose distribution is unknown. The evaluation of the performance of a given policy is typically done by means of its pseudo-regret, defined as the difference between the expected total reward obtained from following the policy, and the optimal expected reward attainable if all arms’ reward distribution were
known by the decision maker. Solving a MAB problem consists of finding an optimal policy that minimizes the regret. The MAB problems have gained considerable attention over the last few years, with recent references describing in detail the problem, its variants and algorithms, such as the books Lattimore and Szepesvári (2020), Slivkins (2019) and the monograph Bubeck and Cesa-Bianchi (2012). This problem has arisen in multiple domains (Bouneffouf et al. 2020), such as online advertising (Chakrabarti et al. 2008), recommendation services (Zhou et al. 2017), revenue management (Ferreira et al. 2018), and even, in Artificial Intelligence applications such as AlphaGo (Silver et al. 2016).

One of the variants of the MAB is the CMAB problem (Chen et al. 2013, Cesa-Bianchi and Lugosi 2012). In contrast to classical MAB problems, in CMAB settings the decision maker pulls, at each round, a subset of the available arms (i.e., in the literature this subset is called super-arm). The subsets that can be selected at each round are commonly required to satisfy a set of constraints, e.g., the set of selected arms cannot exceed a given budget (Nuara et al. 2022), and the goal is to determine the optimal policy that minimizes the regret. The OSPP corresponds to a CMAB problem (Chen et al. 2013), wherein the super-arm selected at every round consists of a set of arcs in the network that describe a path connecting a given O-D pair, and the associated reward corresponds to the length of the path.

The OSPP has been studied in different contexts. In the transportation domain, it has shown up when solving reliable routing in stochastic network problems (Khani 2019). In this problem, an agent must travel from an origin to a destination using a routing policy with the minimum expected time on a graph. Information about travel times is revealed as the agent travels along the arcs, and authors solve it using an online shortest path model. This work differs from ours in that the path is dynamically adapted as it is executed and in that there is no learning of the distribution of random variables. Instead, the objective is to find a policy for deciding how to update the routing plan. The OSPP we studied is more similar to the problem studied in Talebi et al. (2017); however, in this work, the routing problem is not for vehicles, but for packets transmission in wireless networks, where the packets are either transmitted or not (Bernoulli distributions) and where the challenge is to learn the arcs probabilities for packets transmission. The authors consider a stochastic semi-bandit combinatorial setting for the problem. Another recent work that is similar to ours is Chen et al. (2020), in which it is studied the problem of routing electric vehicles that must travel from an origin to a destination. The energy consumption of the vehicles is learned, considering a semi-bandit setting using an Upper Confidence Bound (UCB) policy. Zou et al. (2014), Liu and Zhao (2012) also study the OSPP for packet transmission in wireless networks. To the best of our knowledge, the OSPP for vehicle routing minimizing travel times has not been studied.

The most widely adopted approaches to solve MAB problems include the UCB (Auer et al. 2002) and Thompson Sampling (Thompson 1933). UCB-based algorithms can be very effective with proper selection of UCB, yet their performance is highly dependent on these bounds, and obtaining high-quality bounds without a closed-form posterior distribution can be computationally expensive (Russo and Van Roy 2014). By contrast, Thompson Sampling-based algorithms in general admit an efficient and straightforward implementation, provide
theoretical performance guarantees comparable to the UCB approach (Kaufmann et al. 2012, Agrawal and Goyal 2013), and often attain better empirical results (Chapelle and Li 2011). Due to these advantages, in this work, we adapt the combinatorial variant of Thompson Sampling to a shortest path setting to effectively learn travel times in a given transportation network. To solve CMAB problems, authors have proposed extensions of the UCB and Thompson Sampling methods from traditional MAB literature, namely Combinatorial UCB (Chen et al. 2013) and Combinatorial Thompson Sampling (Komiyama et al. 2015).

A distinctive characteristic of the OSPP is the fact that unlike most of the MAB settings found in the literature, travel times from arcs (i.e., rewards from arms) that are close in proximity can be correlated, e.g., due to traffic. To model this spatial element, we construct learning algorithms borrowing ideas from the Kriging literature (Krige 1951). Kriging is a spatial prediction method that seeks to infer (or krige) unknown values based on observations at nearby locations (Cressie 1990, 2015, Cressie and Johannesson 2008). Correspondingly, we formulate the OSPP as a Gaussian Process (GP) where rewards of arcs follow normal distributions that are spatially correlated with nearby arcs, and progressively learn the unknown parameters of arcs’ distributions as we traverse paths across the network. Exploiting the spatial correlations allows us to deduce information about unfrequented arcs based on the visited paths and improve subsequent routing decisions, ultimately making the overall learning process more sample-efficient.

GP models are in general a powerful tool to model uncertainty over functions and are broadly used in the MAB literature (Rasmussen and Williams 2005, Srinivas et al. 2009, Hoffman et al. 2011, Chowdhury and Gopalan 2017). For example, in Nuara et al. (2022) the authors study the pay-per-click advertising with budget constraints problem over multiple channels, and formulate the problem as a combinatorial semi-bandit problem, in which the dependency of the number of clicks on the bid and daily budget is captured by a Gaussian process. Upper bounds for the regret and experimental evaluation of the algorithm are provided. To the best of our knowledge, algorithms combining a Kriging updating approach with Thompson Sampling have not been proposed and the posterior distribution updating strategies of our algorithms has not been studied.

Random travel times are usually considered in vehicle routing problems (Toth and Vigo 2014). In general, probability distributions with a positive skew and long tails are assumed, such as the Log-Normal, Gamma, Weibull, and Burr distributions (Ulmer 2017, Suislawati et al. 2013). The Log-Normal distribution is considered for different vehicle routing settings, such as routing on urban corridors or under congestion (Gomez et al. 2016), and it has been established that it is a distribution that accurately models travel times (Lechuyse et al. 2009, Chen et al. 2018, Srinivasan et al. 2014): it reflects that there is a minimum time required to cover the distance, after which the probability increases rapidly to a maximum, and then it decreases slowly with a long tail. Other studies supporting this distribution include Kharoufeh and Gautam (2004), Taniguchi et al. (2001).
3 Problem Formulation

This section formally defines the OSPP. We first provide a mathematical description of the OSPP setting and introduce necessary notation, and then formulate the OSPP as a CMAB problem.

3.1 Online Shortest Path Formulation

Let $G$ be a connected and directed network with $V$ nodes, indexed by $[V] := \{1, \ldots, V\}$, and arcs indexed by $k \in [A] := \{1, \ldots, A\}$. The planning horizon is $T \in \mathbb{Z}^+$, with time periods $t \in [T] := \{1, \ldots, T\}$. At each time $t \in [T]$, a decision maker requires to travel from an origin location $o_t \in [V]$ to a destination $d_t \in [V]$, for which they select a simple path in the network $P_t$ connecting both nodes. As a consequence of selecting path $P_t$, the decision maker incurs a (negative) reward equivalent to the total travel time required to traverse through the arcs of $P_t$ at time $t \in [T]$. The goal of the decision maker at every time period $t \in [T]$ is to follow the path from $o_t$ to $d_t$ of minimum expected travel time. Such a path can in principle be determined by solving a standard shortest path problem. Let $\mu_k$ be the true expected travel time of arc $k \in [A]$, and let $\mu := (\mu_k)_{k \in [A]}$ be the vector of expected travel times of arcs $[A]$; if $w_k$ denotes a binary decision variable that takes the value 1 if and only if arc $k \in P_t \subseteq [A]$, and $\delta^-_v, \delta^+_v \subseteq [A]$ are the sets of arcs inbound and outbound to node $v \in [V]$, respectively, then the shortest path optimization problem can be formulated as follows.

$$\text{SP}(o_t, d_t, \mu) := \min \sum_{k \in [A]} \mu_k w_k \quad (1a)$$

s.t. $\sum_{k \in \delta^+_o} w_k = 1 \quad (1b)$

$\sum_{k \in \delta^-_{d_t}} w_k = 1 \quad (1c)$

$\sum_{k \in \delta^+_v} w_k - \sum_{k \in \delta^-_v} w_k = 0 \quad \forall v \in [V] \setminus \{o_t, d_t\} \quad (1d)$

$w_k \in \{0, 1\} \quad \forall k \in [A] \quad (1e)$

Objective (1a) corresponds to the expected total travel time of the path selected by the decision maker at time $t$, which is modeled as the sum of the expected travel times $\mu_k, k \in [A]$, associated with each of the arcs in the path. Constraints (1b) and (1c) require that the path chosen starts at origin $o_t$ and ends at destination $d_t$, respectively, while Constraints (1d) impose flow conservation at every node visited by the path. Finally, Constraints (1e) specify the binary nature of each decision variable $w_k, k \in [A]$. This problem can be efficiently solved using linear programming or dynamic programming, e.g., Dijkstra’s algorithm (Dijkstra 1959).
3.2 Formulation as a CMAB Problem

In practice, however, the decision maker does not have access to either the expectation or the realization of the travel times across the different arcs of $G$ at each period, instead having to estimate them online. Achieving this requires that the decision maker faces the well-known exploration-exploitation dilemma: if they only consider the information obtained up to the current time period and execute the route with the shortest estimated expected time, then they might miss alternative routes whose expected times are better; if instead they explore new routes too frequently, they may learn more about the travel times distribution, albeit the routing operation may become inefficient. Hence, we formulate the OSPP as a CMAB problem. The word “combinatorial” references the fact that in the CMAB setting, the decision maker sequentially selects from a set of available options or arms, a subset or superarm that satisfies some combinatorial constraints. More precisely, we study a “semi-bandit” setting where once a superarm is selected, the decision maker observes only the payoffs corresponding to the arms contained in the selected superarm and gets the associated reward (as opposed to other settings where the decision maker observes the payoff of every arm, or only the superarm’s total reward is observed after making a decision Audibert et al. (2011)). In the OSPP, each arm corresponds to an arc of the network, and at each time $t \in [T]$, a superarm consists of a set of arcs describing a path from the origin $o_t$ to the destination $d_t$. The payoff of every arc is given by its travel time realization, and the reward of a path is the sum of the payoffs of the arcs defining it.

For $t \in [T]$, let $\mathcal{P}_t$ be the set of all simple directed paths connecting $o_t$ to $d_t$. The decision maker learns over time which are the most efficient arcs to travel by choosing, at each period $t \in [T]$, a simple path (superarm) $P_t \in \mathcal{P}_t$. By choosing path $P_t$ at time $t \in [T]$, the decision maker obtains a (negative) reward equivalent to the total travel time incurred when traversing the arcs in $P_t$. We denote the random variable corresponding to the travel time of arc $k \in A$ at time $t \in [T]$ by $X^t_k$, and the vector of random variables corresponding to the travel time of the arcs in $[A]$ by $X^t := (X^t_k)_{k \in [A]}$. Consequently, the negative reward of selecting path $P_t$ is the random variable given by $\sum_{k \in P_t} X^t_k$. Furthermore, we assume that the random travel times $X^t$ are jointly distributed with a cumulative distribution (CDF) $F(x; \theta)$, $x \in \mathbb{R}^A$, and where $\theta$ represents a parameter vector whose true values are unknown to the decision maker and takes values in the parameter space $\Theta$, and with $\mu := E(X^t) \in \theta, \forall t \in [T]$.

To measure the quality of the decisions made by the decision maker, we compare the average travel time of the path $P_t$ from $o_t$ to $d_t$ selected at time $t$ by the decision maker against the shortest (i.e., optimal) average travel time among all the paths in $\mathcal{P}_t$ (provided by a clairvoyant algorithm that has perfect knowledge of the expected travel times across the entire network). For each time period $t \in [T]$, let $P^*_t$ be the path that yields the optimal average travel time; we define the marginal pseudo-regret at $t$ as

$$\Delta_t := \sum_{k \in P_t} \mu_k - \sum_{k \in P^*_t} \mu_k$$  \hspace{1cm} (2)
and the total pseudo-regret as
\[ R_t := \sum_{t' \in [t]} \Delta_{t'} \quad (3) \]

Lastly, we define the time-average pseudo-regret at time \( t \in [T] \) as the average marginal regret over all time periods up to \( t \), i.e., \( \frac{R_t}{T} \). The goal is to design an online routing policy that minimizes the time-average pseudo-regret at the last time period, \( \frac{R_T}{T} \).

### 4 Thompson Sampling-based Shortest Path Learning Algorithm

In this section, we propose a Thompson Sampling-based learning algorithm to solve the OSPP. Our algorithm combines Thompson Sampling with a standard shortest path optimization routine that determines the best path (i.e., the best action) for a realization of the mean travel times of the arcs in \( A \). The key idea behind our algorithm is that the information collected when following sample-optimal paths at each time period is later used to update the posterior distribution of travel times, thereby improving future decisions. Subsequently, we propose two extensions to the algorithm that incorporates spatial correlation between the travel times of nearby arcs, by incorporating ideas from Kriging; as we will see in Section 5, these extensions can significantly speed up the learning process, improving the algorithm performance.

#### 4.1 General Framework

For period \( t \in [T] \), let \( \theta \) be a random travel time parameter vector sampled from the distribution \( \Theta_t \) at time \( t \). We denote the mean travel time of arc \( k \in [A] \) under distribution parameter \( \theta \) by \( X_k(\theta) \), and define the corresponding vector of means \( X(\theta) := (X_k(\theta))_{k \in [A]} \). Additionally, we denote the true realization of the travel time across arc \( k \in [A] \) at time \( t \in [T] \) by \( x_k^t \), and define the history of observations up to time period \( t \) as \( \mathcal{H}_t := \{(P_{t'}, \{x_k^t\}_{k \in P_{t'}})\}_{t' \in [t]} \).

We propose a Thompson Sampling-based learning procedure (in the sequel referred to as the main algorithm) to progressively learn the travel times across the network. The main algorithm first initializes a parameter vector \( \theta \) sampled from the prior distribution \( \Theta^0 \), and then at each time period \( t \in [T] \) performs an iteration comprising the following four steps:

(i) Compute the mean travel times with respect to \( \theta \), \( X_k(\theta) \), for each arc \( k \in [A] \).

(ii) Select path \( P_t \) from origin \( o_t \) to destination \( d_t \) by solving the shortest path problem \( \text{SP}(o_t, d_t, X(\theta)) \).

(iii) Observe travel times \( \{x_k^t\}_{k \in P_t} \) and update history of observations \( \mathcal{H}_t \) by incorporating the newly collected information \( \{(P_t, \{x_k^t\}_{k \in P_t})\} \).

(iv) Given \( \mathcal{H}_t \), compute the posterior distribution \( \Theta_t \), and sample a parameter vector \( \theta \) from \( \Theta_t \).
Steps (i), (iii), and (iv) are similar to the standard Thompson Sampling algorithm used for traditional MAB problems. In turn, step (ii) enforces that the selected super-arm defines a simple directed path connecting \( o_t \) with \( d_t \). This is done by solving shortest path problem \( \text{SP}(o_t, d_t, X(\bar{\theta})) \), which finds a \((o_t, d_t)\)-path of minimum mean travel time with respect to sampled parameter vector \( \bar{\theta} \); given an optimal solution \( w^* \in \{0,1\}^A \) for \( \text{SP}(o_t, d_t, X(\bar{\theta})) \), the decision maker selects path \( P_t = \{k \in [A] : w^*_k = 1\} \). Then in step (iii) the decision maker observes the realized travel times \( x^*_{tk} \), \( k \in P_t \), and stores these observations in the history \( H_t \). Finally, step (iv) updates the posterior distribution \( \Theta_t \) based on \( H_t \), and samples a new parameter vector \( \bar{\theta} \) from the updated posterior distribution \( \Theta^* \) for computing \( X(\bar{\theta}) \) at the next iteration. Step (iv) is a key part of the algorithm since as the decision maker continues to visit different arcs, the posterior distribution gradually becomes more informative of travel times across the network, thereby improving the quality of the paths computed in step (ii) at future iterations.

4.2 Uncertainty Modeling and Parameters Updating

We devote the rest of this section to describe in detail step (iv). In particular, we discuss how we model uncertainty, and how we use new observations to update the probabilistic models, and then present two mechanisms that incorporate spatial correlation between nearby arcs; as we will see, this can significantly speed up the learning of more efficient paths across the network.

4.2.1 Random Variables Distribution

Following results from the transportation literature on how to model the distribution of travel times (Lecluyse et al. 2009, Srinivasan et al. 2014, Chen et al. 2018), we opt to model the travel time of each arc as a Log-Normal random variable. Although we are interested in ultimately finding paths that yield the shortest travel time, learning the distribution of travel time presents some practical challenges; specifying prior information about the travel times from each arc \( (i.e., \text{an initial } \text{“guess” of the parameters of its distribution}) \) is not trivial as setting an acceptable prior value for the variance of its travel time might depend on arc-specific attributes unknown to the decision maker. To avoid this issue, we choose to instead focus the learning process on random variables related to the travel speed across arcs, as for these the decision maker can readily initialize a common prior value for all arcs. Modeling travel time using Log-Normal distributions allows us to easily relate travel speed with travel times, making it possible to rely on observed travel times to update speed estimates: if \( \ell_k > 0 \) is the length of arc \( k \in [A] \) and \( X_k \sim \text{LogN}(\mu^\text{travel}_k, \lambda_k) \) represents the random travel time across \( k \), then the random travel speed across \( k \), \( S_k \), satisfies \( S_k := \frac{\ell_k}{X_k} \sim \text{LogN}(\mu^\text{travel}_k, \lambda_k) \), namely the travel speed can also be modeled as a Log-Normal random variable. Furthermore, Log-Normal random variables have the useful property of being related to normal distribution; if \( Z \sim \text{LogN}(\mu_Z, \lambda_Z) \), then \( \ln(Z) \sim \mathcal{N}(\mu_Z, \lambda_Z) \). This allows us to exploit properties of normal random variables during the learning process, thereby making it more efficient as we will later show.
Consequently, the random variables we consider in the learning process are the arcs’ log-speeds, i.e., \( Y_k := \ln(S_k) \sim \mathcal{N}(\mu_k, \lambda_k), \forall k \in [A] \) (where \( \mu_k := -\mu_k^{travel} + \ln(\ell_k) \)), and the parameters to be learned are \( \theta = (\mu, \lambda) \), with \( \lambda := (\lambda_k)_{k \in [A]} \). For simplicity, in the sequel we assume the decision maker directly observes log-speeds when traversing an arc, noting that the log-speed of arc \( k \in [A] \) observed at time \( t \in [T] \), \( y_k^t \), can be easily computed from the corresponding observed travel time \( x_k^t \) as \( y_k^t = \ln \left( \frac{\ell_k}{x_k^t} \right) \).

### 4.2.2 Independent Gaussian Model (IGM)

Let the set of random log-speeds \( \{Y_k\}_{k \in [A]} \) be a real-value spatial random process, where we first assume that random variables \( Y_k \) are independent, and each has unknown mean \( \mu_k \) and variance \( \lambda_k \). To learn these parameters, we derive prior distributions for each and propose a Bayesian framework that updates them as new realizations of \( Y_k \) become available, for all \( k \in [A] \).

Due to the assumption that arcs are independent, we present the Bayesian framework for a generic arc \( k \in [A] \). Let \( Y_k \) be a Normal distributed random variable such that \( Y_k \sim \mathcal{N}(\mu_k, \lambda_k) \). For time period \( t \in [T] \), let \( T_{k,t} \subseteq [t] \) be the set of time periods up to (and including) \( t \) such that arc \( k \) was part of the corresponding selected path, i.e., \( T_{k,t} := \{t' \in [t] : k \in P_{t'}\} \), and let \( \{y_{k,t}'\}_{t' \in T_{k,t}} \) be the observed realizations of log-speed \( Y_k \) up to time \( t \). We assume the variance \( \lambda_k \) follows an Inverse-Gamma prior distribution, i.e., \( \frac{1}{\lambda_k} \sim \mathrm{Ga}(\alpha_k^0, \beta_k^0) \), with known \( \alpha_k^0 > 1 \) and \( \beta_k^0 > 0 \). We also assume a prior Normal distribution for \( \mu_k \), i.e., \( \mu_k \sim \mathcal{N}(\eta_k^0, \frac{\lambda_k}{\kappa_k^0}) \), with \( \kappa_k^0 > 0 \) a known parameter. Note that the initial values for the mean and variance of \( Y_k \) are provided by, respectively, parameters \( \eta_k^0 \) and \( \frac{\beta_k^0}{\alpha_k^0 - 1} \).

It follows that for each arc \( k \in [A] \), the prior distribution of \((\mu_k, \lambda_k)\) is a Normal-Inverse Gamma distribution, i.e., \( \mu_k, \lambda_k | \eta_k^0, \kappa_k^0, \alpha_k^0, \beta_k^0 \sim \Theta_k^0 := \mathrm{NIG}(\eta_k^0, \kappa_k^0, \alpha_k^0, \beta_k^0) \). Hence, for each iteration \( t \in [T] \) of the main algorithm (i.e., after observing \( t \) paths), the posterior distribution of \((\mu_k, \lambda_k)\) is given by

\[
p(\mu_k, \lambda_k | \{y_{k,t}'\}_{t' \in T_{k,t}}, \eta_k^0, \kappa_k^0, \alpha_k^0, \beta_k^0) = p(\{y_{k,t}'\}_{t' \in T_{k,t}} | \mu_k, \lambda_k) \ p(\mu_k, \lambda_k | \eta_k^0, \kappa_k^0, \alpha_k^0, \beta_k^0) \\
= \mathcal{N}(\{y_{k,t}'\}_{t' \in T_{k,t}} | \mu_k, \lambda_k) \ \mathcal{N}(\mu_k | \eta_k^0, \frac{\lambda_k}{\kappa_k^0}) \ \mathrm{IGa}(\lambda_k | \alpha_k^0, \beta_k^0) \\
\propto \left( \frac{1}{\lambda_k} \right)^{\alpha_k^0 + 3} \exp \left( -\frac{1}{2\lambda_k} \left( 2\beta_k^0 + \kappa_k^0 (\mu_k - \eta_k^0)^2 \right) \right)
\]

with

\[
\eta_k^t = \frac{\kappa_k^0 \eta_k^0 + \sum_{t' \in T_{k,t}} y_{k,t}'}{\kappa_k^0 + |T_{k,t}|} \\
\kappa_k^t = \kappa_k^0 + |T_{k,t}| \\
\alpha_k^t = \alpha_k^0 + \frac{|T_{k,t}|}{2} \\
\beta_k^t = \beta_k^0 + \frac{1}{2} \sum_{t' \in T_{k,t}} (y_{k,t}' - \bar{y}_k)^2 + \frac{\kappa_k^0 |T_{k,t}| (\eta_k^0 - \bar{y}_k)^2}{2(\kappa_k^0 + |T_{k,t}|)}
\]
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and \( \hat{y}_k^t = \frac{1}{|T_k, t|} \sum_{t' \in T_k} y_k^{t'} \) if \( T_k, t \neq \emptyset \), else 0. Subsequently,

\[
\mu_k, \lambda_k | \{ \hat{y}_k^t \}_{t' \in T_k}, \eta_k^0, \kappa_k^0, \alpha_k^0, \beta_k^0 \sim \text{NIG}(\eta_k^t, \kappa_k^t, \alpha_k^t, \beta_k^t),
\]  

(6)

Algorithm 1 describes in detail how the main algorithm updates the posterior distribution of \((\mu, \lambda)\) and how it samples parameters from it at a specific iteration \(t \in [T]\) (i.e., step (iv)). For each arc \( k \in [A] \), Algorithm 1 first updates the set of time periods at which \( k \) has been visited and the corresponding average of observed log-speed (lines 3 - 5), then computes the updated parameters for the posterior distribution by evaluating the set of Equations (5), and finally samples a mean and variance for the arcs’ log-speed (lines 6 and 7; we provide the derivation of Equations (4) - (6) in Appendix A). Note that in Algorithm 1 (and subsequent algorithms) we omit the time index \( t \) in the history, the vector of average log-speeds, and the set of visiting times; the reason is that in practice, these are implemented as global variables and are incrementally updated as new paths are observed. In the rest of the paper, we refer to this updating and sampling approach as the Independent Gaussian Model (IGM).

Algorithm 1: Posterior Update and Parameter Sampling – IGM

1. Initialize A-dimensional vectors \( \tilde{\mu} := (\tilde{\mu}_k)_{k \in [A]}, \tilde{\lambda} := (\tilde{\lambda}_k)_{k \in [A]} \);

2. for all \( k \in [A] \) do

3. if \( k \in P_t \) then

4. \( \bar{y}_k \leftarrow \frac{|T_k| \bar{y}_k + y_k^t}{|T_k| + 1} \);

5. \( T_k \leftarrow T_k \cup \{t\} \);

6. Compute posterior distribution \( \Theta_k^t \) by evaluating set of Equations (5) using history \( H \) parameters from prior distribution \( \Theta_k^0 \);

7. \( (\tilde{\mu}_k, \tilde{\lambda}_k) \leftarrow \text{Sample from posterior distribution } \Theta_k^t \);

8. return \((\tilde{\mu}, \tilde{\lambda})\)

4.3 Spatial Gaussian Model

Across the literature, random variables associated with arcs in a network are typically assumed to be independent in order to simplify the analysis. In practice, however, vehicles that traverse through arcs close in proximity at a given time commonly exhibit similar speeds (e.g., heavier than usual traffic at an artery may decrease the speed of vehicles in the artery and in nearby arcs). In this section, we incorporate this spatial effect into the travel log-speeds distributions.
Note that in our setting, learning the correlation between every pair of arcs in the network can become impractical: the decision maker would need to explore multiple (likely sub-optimal) paths to determine the inter-dependencies of the arcs, ultimately incurring a considerable total regret over the planning horizon. To keep the learning process efficient, we assume a special structure for the correlation between arcs’ log-speeds. Particularly, we model log-speed distributions as a spatial Gaussian process that assumes a degree of correlation between each pair of arcs based on the distance between them. Then, when the decision maker selects a path and observes the travel times (and thus log-speeds) of the associated arcs, they can use these observations to update not only the distribution parameters of arcs in the traversed path but also of arcs in its vicinity: for a given travel time realization, since the random variables follow a Gaussian distribution, we can easily compute the conditional distribution for the unobserved variables. Overall, the spatial Gaussian model we propose offers two main advantages: it reduces the number of parameters to be learned (i.e., the inter-dependencies of arcs); and it allows indirect learning, i.e., the decision maker can update unobserved arcs’ distribution parameters.

Let $\mathbf{Z}$ be a stationary Gaussian process with support in $\mathbb{R}^A$ and with zero mean that exhibits spatial correlation. We model the travel log-speed $Y_k$ of an arc $k \in [A]$ as

$$Y_k = \mu_k + Z_k + \varepsilon_k^{error} \tag{7}$$

where $\mu_k \in \mathbb{R}$ is a constant, $Z_k$ is a Gaussian process, and $\varepsilon_k^{error}$ is a Normal distributed error, $\varepsilon_k^{error} \sim \mathcal{N}(0, \sigma^2)$.

Let $c_k := (c_{kx}, c_{ky})$ be a two-dimensional vector denoting the position of the center of arc $k \in [A]$. To model the spatial correlation, we define $\rho_{kk'} = \|c_k - c_{k'}\|$ as the distance between the centers of arcs $k, k' \in [A]$, and assume that variables $Z_k$ and $Z_{k'}$ (and hence $Y_k$ and $Y_{k'}$) are more correlated as $\rho_{kk'}$ is closer to zero (and conversely, the correlation decreases as $\rho_{kk'}$ increases). Specifically, for each pair of arcs $k, k' \in [A]$ we denote the correlation between random variables $Y_k$ and $Y_{k'}$ by $\phi_{kk'}$, and correspondingly define it as $\phi_{kk'} = K(\rho_{kk'}, \varphi)$, where $\varphi > 0$ is a spatial influence parameter that controls the effect of the distance between two arcs’ centers on their interdependence, and $K(\cdot, \cdot)$ denotes the kernel function used to model the correlation between arcs. Furthermore, we encode all the pairwise correlations into a correlation matrix $\Phi := (\phi_{kk'})_{k \in [A], k' \in [A]}$. Given variances $\lambda_k > 0$ for each arc $k \in [A]$, we define the spatial covariance between $Z_k$ and $Z_{k'}$ as

$$\text{Cov}(Z_k, Z_{k'}) := \phi_{kk'} \sqrt{\lambda_k \lambda_{k'}} \tag{8}$$

and subsequently, define the log-speed spatial covariance matrix as

$$\Sigma := (\text{Cov}(Y_k, Y_{k'}))_{k \in [A], k' \in [A]} = \Lambda^\frac{1}{2} \Phi \Lambda^\frac{1}{2} + \sigma^2 I \tag{9}$$

where $\Lambda = \text{diag}(\lambda)$, and $I$ denotes the identity matrix of size $A$.

To incorporate spatial correlations, we slightly modify step (iv) of the main algorithm. At each $t \in [T]$, right after sampling distribution parameters $(\tilde{\mu}, \tilde{\lambda})$ from posterior distribution $\Theta^t$, we apply an additional update on $(\tilde{\mu}, \tilde{\lambda})$ using conditional Normal distributions (i.e., conditional on history $\mathcal{H}_t$), based on the following theorem.
Theorem 1 (Murphy (2012) Theorem 4.3.1). Suppose the components of the random vector \( X = (X_1, X_2) \in \mathbb{R}^{n_1+n_2} \) are jointly Gaussian, with parameters
\[
\mu = \begin{bmatrix} \mu_1 \\ \mu_2 \end{bmatrix}, \quad \Sigma = \begin{bmatrix} \Sigma_{11} & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22} \end{bmatrix}.
\]
Then the conditional posterior of \( X_1 \) given \( X_2 = x_2 \) satisfies
\[
X_1|X_2 = x_2 \sim \mathcal{N}(\mu_{1|2}, \Sigma_{1|2})
\]
where
\[
\mu_{1|2} = \mu_1 + \Sigma_{12}\Sigma_{22}^{-1}(x_2 - \mu_2)
\]
\[
\Sigma_{1|2} = \Sigma_{11} - \Sigma_{12}\Sigma_{22}^{-1}\Sigma_{21}.
\]

Specifically, we propose two alternative strategies for updating the parameters: a path-based strategy that independently uses the information of each path observed so far to perform the update; and an aggregated strategy that performs updates based on the average value of observations. For both strategies, we assume \( \Phi \) is known. To mathematically describe these strategies, for a subset of arcs \( Q \subseteq [A] \), we define \( \tilde{\mu}[Q] := (\tilde{\mu}_k)_{k \in Q} \), and denote the covariance sub-matrix of arcs in \( Q \) by \( \Sigma[Q] := (\Sigma_{kk'})_{k,k' \in Q} \). We also define, for each \( k \in [A] \setminus Q \), the vector \( \Sigma_k[Q] := (\Sigma_{kk'})_{k' \in Q} \).

4.3.1 Path-Based (PB) Spatial Updating Strategy

The key idea of this strategy is that right after sampling distribution parameters in step (iv), the decision maker iteratively adjusts the sample based on paths in the historical information (i.e., one path at a time, in chronological order); specifically, the decision maker uses log-speed observations of arcs in each observed path to update the remaining arcs based on spatial correlations.

Let \( t \in [T] \) be the current iteration of the main algorithm. For each time period \( t' \in [t] \), we define the vector \( y'' := (y''_{k})_{k \in P_{t'}} \), and for subset of path’s arcs \( Q \subseteq P_{t'} \) we let the vector \( y''[Q] := (y''_{k})_{k \in Q} \) (for \( Q = P_{t'} \) we simply write \( y'' \)); then given traversed path \( P_{t'} \) and vectors of means and variances \( \tilde{\mu} \) and \( \tilde{\lambda} \) sampled in step (iv) of the current iteration \( t \), it follows from Theorem 1 that for each arc \( k \in [A] \), \( Y_k \bigcap \bigcup_{k' \in P_{t'}} \{Y_{k'} = y''_{k'} \} \sim \mathcal{N}(\mu^\text{post}_k(\tilde{\mu}, \Sigma, P_{t'}, y''), \lambda^\text{post}_k(\tilde{\lambda}, \Sigma, P_{t'}) + \sigma^2) \), where \( \sigma^2 \) is the unknown internal variance of the Gaussian process (as defined in Equation (7)), and \( \mu^\text{post}_k \) and \( \lambda^\text{post}_k \) are functions defined as
\[
\mu^\text{post}_k(\tilde{\mu}, \Sigma, P_{t'}, y'') = \begin{cases} 
\tilde{\mu}_k + \Sigma_k[P_{t'}]^{\top}\Sigma[P_{t'}]^{-1}(y'' - \tilde{\mu}[P_{t'}]) & \text{if } k \notin P_{t'} \\
\tilde{\mu}_k & \text{otherwise}
\end{cases} \tag{10a}
\]
\[
\lambda^\text{post}_k(\tilde{\lambda}, \Sigma, P_{t'}) = \begin{cases} 
\tilde{\lambda}_k - \Sigma_k[P_{t'}]^{\top}\Sigma[P_{t'}]^{-1}\Sigma_k[P_{t'}] & \text{if } k \notin P_{t'} \\
\tilde{\lambda}_k & \text{otherwise}
\end{cases} \tag{10b}
\]

Thus at each \( t \in [T] \), the PB strategy iteratively performs “spatial” updates on sampled vectors \( \tilde{\mu} \) and \( \tilde{\lambda} \) by applying Equations (10a) and (10b) for each \( (P_{t'}, y'') \in \mathcal{H}_t \).
Note that in practice, computing the covariance matrix $\Sigma$ for spatially updating $\mu$ and $\lambda$ requires estimating $\sigma^2$. We do so for each $(P_t, y^t) \in \mathcal{H}_t$, prior to spatially updating $\mu$ and $\lambda$. Specifically, we first compute a covariance matrix assuming zero internal variance, \( \Sigma := \hat{\Lambda}^{\frac{1}{2}} \Phi \hat{\Lambda}^{\frac{1}{2}} \), where $\hat{\Lambda} = \text{diag}(\hat{\lambda})$; then for each arc $k \in P_t$, we use $\hat{\Sigma}$ to estimate its log-speed based on $k$’s spatial correlation with the remaining observed arcs $P_t \setminus \{k\}$, as

$$
\hat{y}_k^t := \hat{\mu}_k + \hat{\Sigma}_k[P_t \setminus \{k\}]^\top \hat{\Sigma}[P_t \setminus \{k\}]^{-1}(y_t^t[P_t \setminus \{k\}] - \hat{\mu}[P_t \setminus \{k\}])
$$

and then estimate the internal variance as the mean squared error between predicted and observed log-speeds for arcs in $P_t$, i.e., $\hat{\sigma}^2 := \frac{1}{|P_t|} \sum_{k \in P_t} (y_k^t - \hat{y}_k^t)^2$. Finally, we apply Equations (10a) and (10b) using $\Sigma = \hat{\Sigma} + \hat{\sigma}^2 I$.

Algorithm 2 describes in detail how the PB spatial strategy updates $\mu$ and $\lambda$. First, the algorithm initializes $\lambda$ and $\hat{\Sigma}$ by executing Algorithm 1, and then updates both vectors based on the PB spatial strategy: for each past time period $t \in [t]$, the algorithm computes $\hat{\lambda}$ and $\hat{\Sigma}$, and use them to compute log-speed predictions of arcs observed in path $P_t$ based on current estimation of arcs’ log-speed means and variances (lines 3 - 6). These predictions are in turn used to estimate the internal variance $\hat{\sigma}^2$ (line 7). Lastly, lines 8 and 9 update $\mu$ and $\hat{\lambda}$ according to Equations (10a) and (10b), respectively. After the last spatial update, the algorithm returns updated vectors $\mu$ and $\hat{\lambda}$.

---

**Algorithm 2: Posterior Update and Parameter Sampling – PB Spatial Strategy**

**Input**: Time period $t$, set of arcs $[A]$, history of observed paths and log-speeds $\mathcal{H} = \{(P_t, \{y^t_k\}_{k \in P_t})\}_{v \in [t]}$, prior distributions $\Theta^0$, vector of average observed log-speeds $\bar{y} := (\bar{y}_k)_{k \in [A]}$, sets of time periods each arc has been visited at $(T_k)_{k \in [A]}$, correlation matrix $\Phi$.

**Output**: Updated travel time distribution parameters $(\mu, \lambda)$.

1. $(\mu, \hat{\lambda}) \leftarrow \text{ALGORITHM 1}(t, [A], \mathcal{H}, \Theta^0, \bar{y}, (T_k)_{k \in [A]})$;
2. forall $t' \in [t]$ do
   3. $\hat{\lambda} \leftarrow \text{diag}(\hat{\lambda})$;
   4. $\hat{\Sigma} \leftarrow \hat{\Lambda}^{\frac{1}{2}} \Phi \hat{\Lambda}^{\frac{1}{2}}$;
   5. forall $k \in P_{t'}$ do
      6. $\hat{y}_k^t \leftarrow \hat{\mu}_k + \hat{\Sigma}_k[P_{t'} \setminus k]^\top \hat{\Sigma}[P_{t'} \setminus k]^{-1}(y_t^t[P_{t'} \setminus k] - \hat{\mu}[P_{t'} \setminus k])$;
      7. $\hat{\sigma}^2 \leftarrow \frac{1}{|P_{t'}|} \sum_{k \in P_{t'}} (y_k^t - \hat{y}_k^t)^2$;
      8. $\mu \leftarrow \mu^{\text{post}}(\hat{\mu}, \hat{\Sigma} + \hat{\sigma}^2 I, P_{t'}, y^t)$;
      9. $\lambda \leftarrow \lambda^{\text{post}}(\hat{\lambda}, \hat{\Sigma} + \hat{\sigma}^2 I, P_{t'})$;
9. return $(\mu, \hat{\lambda})$
4.3.2 Path-Aggregated (PA) Spatial Updating Strategy

The PB spatial strategy is able to accelerate the learning process (thus reducing the overall regret, as we will show later in Section 5). However, this strategy can be computationally expensive, primarily due to having to invert \( t \) correlation matrices at every execution. Hence, in this section, we propose a less expensive alternative, the Path-Aggregated (PA) spatial strategy. In contrast to its PB counterpart, the PA strategy only updates arcs that have never been visited up to the time of the update; furthermore, instead of applying the spatial effect iteratively over each past time period, this approach averages all observations for each observed arc and updates all non-observed arcs in one update step, thus requiring inverting a covariance matrix only once per execution.

Given current iteration \( t \in [T] \), let \( Q_t \subseteq [A] \) be the set of arcs that have been visited at least once, i.e., \( Q_t := \{ k \in [A] : T_{k,t} \neq \emptyset \} \); and let \( \bar{y}^t := (\bar{y}^t_k)_{k \in Q_t} \). Then by Theorem 1, we have that the random log-speed \( Y_k \) for each \( k \in [A] \) satisfies

\[
Y_k \mid S_k \in Q_t \{ Y_k = \bar{y}^t_k \} \sim N(\mu_{\text{post}}(\tilde{\mu}, \Sigma, Q_t, \bar{y}^t), \lambda_{\text{post}}(\tilde{\lambda}, \Sigma, Q_t) + \sigma^2),
\]

where

\[
\mu_{\text{post}}^k(\tilde{\mu}, \Sigma, Q_t, \bar{y}^t) = \begin{cases} \tilde{\mu}_k + \Sigma_k [Q_t]^T \Sigma [Q_t]^{-1} (\bar{y}^t - \tilde{\mu}[Q_t]) & \text{if } k \notin Q_t \\ \tilde{\mu}_k & \text{otherwise} \end{cases} \tag{11a}
\]

\[
\lambda_{\text{post}}^k(\tilde{\lambda}, \Sigma, Q_t) = \begin{cases} \tilde{\lambda}_k - \Sigma_k [Q_t]^T \Sigma [Q_t]^{-1} \Sigma_k [Q_t] & \text{if } k \notin Q_t \\ \tilde{\lambda}_k & \text{otherwise} \end{cases} \tag{11b}
\]

We design the PA strategy to be more consistent with IGM samples by setting \( \sigma = 0 \), which translates into getting \( \tilde{\mu}_k = \mu_{\text{post}}^k(\tilde{\mu}, \Sigma, Q_t, \bar{y}^t) \) and \( \tilde{\lambda}_k = \lambda_{\text{post}}^k(\tilde{\lambda}, \Sigma, Q_t) \) after the update. This setting, also known as noiseless Kriging (Cressie 1990), assumes the average of observed values as ground truth log-speeds for each visited arc, and estimates the log-speeds of unobserved arcs based on their spatial correlation.

Algorithm 3 shows the PA spatial updating strategy for \( \tilde{\mu} \) and \( \tilde{\lambda} \). Compared to Algorithm 2, it requires one additional input, \( Q_t \), which in our implementation is iteratively updated every time a new path is observed (and thus we omit the time index \( t \)). The algorithm initializes \( \tilde{\mu} \) and \( \tilde{\lambda} \) by executing Algorithm 1 and then computes \( \tilde{\Sigma} \). Lastly, vectors \( \tilde{\mu} \) and \( \tilde{\lambda} \) are updated using Equations (11a) and (11b), respectively. The algorithm returns updated vectors \( \tilde{\mu} \) and \( \tilde{\lambda} \).
Algorithm 3: Posterior Update and Parameter Sampling – PA Spatial Strategy

**Input**: Time period \( t \), set of arcs \([A]\), history of observed paths and log-speeds \( \mathcal{H} = \{(P_{t'}, \{y^{t'}_{k}\}_{k \in P_{t'}})\}_{t' \in [t]} \), prior distributions \( \Theta^0 \), vector of average observed log-speeds \( \bar{y} \), sets of time periods each arc has been visited at \( (T_k)_{k \in [A]} \), correlation matrix \( \Phi \), set of traversed arcs \( Q \).

**Output**: Updated travel time distribution parameters \((\hat{\mu}, \hat{\lambda})\).

1. \((\hat{\mu}, \hat{\lambda}) \leftarrow \text{Algorithm 1}(t, [A], \mathcal{H}, \Theta^0, \bar{y}, (T_k)_{k \in [A]});\)
2. \(\hat{\Lambda} \leftarrow \text{diag}(\hat{\lambda});\)
3. \(\hat{\Sigma} \leftarrow \hat{\Lambda}^{1/2} \Phi \hat{\Lambda}^{1/2};\)
4. \(\hat{\mu} \leftarrow \mu^{\text{post}}(\hat{\mu}, \hat{\Sigma}, Q, \bar{y});\)
5. \(\hat{\lambda} \leftarrow \lambda^{\text{post}}(\hat{\lambda}, \hat{\Sigma}, Q);\)
6. return \((\hat{\mu}, \hat{\lambda})\)

### 4.4 Main Algorithm

Algorithm 4 shows the implementation of the main algorithm described in Section 4.1. It first initializes the necessary vectors and sets (lines 1 - 5); in particular, it initializes vectors \(\hat{\mu}\) and \(\hat{\lambda}\) by sampling from the log-speed priors (line 5). Then for each iteration (i.e., time period), in lines 7 and 8 the algorithm computes the mean log-speeds of each arc (step (i)) and correspondingly determines the shortest \((o, d)\)-path by solving Model (1) (step (ii)). Subsequently, the decision maker observes the log-speeds from arcs in the shortest path and updates the history accordingly (step (iii); lines 9 - 11), and ends the iteration by obtaining the posterior of arcs’ log-speeds based on history, either using only the IGM or applying one of the proposed spatial updating strategies (step (iv); lines 12 - 18).

### 5 Computational Experiments

In this section, we show computation results from applying the proposed algorithms to artificial and real-world instances. The goal of these experiments is to (i) identify the advantages and disadvantages of each method; (ii) analyze the effect of parameter value selection on their performances; and (iii) demonstrate the effectiveness of our learning-based algorithms. We first present results on a set of artificial instances, which allows us to study the methods in a more controlled setting, and then we show results on an instance constructed using real taxi data from the city of Beijing.
Algorithm 4: Thompson Sampling-based Shortest Path Learning Algorithm

Input: Set of time periods $[T]$, set of arcs $[A]$, prior distributions $\Theta^0$, correlation matrix $\Phi$, set of O-D pairs $\{(o_t, d_t)\}_{t \in [T]}$.

1. $H \leftarrow \emptyset, Q \leftarrow \emptyset$;
2. Initialize vectors $\tilde{\mu} := (\tilde{\mu}_k)_{k \in [A]}, \tilde{\lambda} := (\tilde{\lambda}_k)_{k \in [A]}, \overline{X} := (\overline{X}_k)_{k \in [A]}, \overline{y} := (\overline{y}_k)_{k \in [A]}$;
3. forall $k \in [A]$ do
   4. $T_k \leftarrow \emptyset$;
   5. $(\tilde{\mu}_k, \tilde{\lambda}_k) \leftarrow$ Sample from prior distribution $\Theta^0_k$;
4. forall $t \in [T]$ do
   7. $\overline{X} \leftarrow \exp(\tilde{\mu}_k + \tilde{\lambda}_k)$;
   8. $P_t \leftarrow$ Shortest path from solving optimization problem $\text{SP}(o_t, d_t, \overline{X})$;
  9. forall $k \in P_t$ do
     10. $y^t_k \leftarrow$ Observed log-speed for arc $k$;
   11. $H \leftarrow H \cup \{(P_t, \{y^t_k\}_{k \in P_t})\}$;
  12. if using IGM then
     13. $(\tilde{\mu}, \tilde{\lambda}) \leftarrow \text{Algorithm 1}(t, [A], H, \Theta^0, \overline{y}, \{T_k\}_{k \in [A]})$;
  else if using PB Spatial Updating Strategy then
     15. $(\tilde{\mu}, \tilde{\lambda}) \leftarrow \text{Algorithm 2}(t, [A], H, \Theta^0, \overline{y}, \{T_k\}_{k \in [A]}, \Phi)$;
  else if using PA Spatial Updating Strategy then
     17. $Q \leftarrow Q \cup P_t$;
     18. $(\tilde{\mu}, \tilde{\lambda}) \leftarrow \text{Algorithm 3}(t, [A], H, \Theta^0, \overline{y}, \{T_k\}_{k \in [A]}, \Phi, Q)$;
5.1 Performance on Artificial Instances

The experiments on artificial instances consider the IGM, as well as the PB and PA spatial updating strategies. For each spatial strategy, we test different configurations, each given by a combination of values of distance norm $ρ_{kk'}$, spatial influence parameter $φ$, and kernel function $K$ from the ones shown in Table 1. We compare all three approaches in terms of pseudo-regret. Our goal with these controlled instances is to show which algorithms have the best performance, as well as to analyze the effect of the algorithmic configurations on their performance.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance norm $ρ_{kk'}$</td>
<td>Manhattan ($|c_k - c_{k'}|<em>1$), Euclidean ($|c_k - c</em>{k'}|_2$)</td>
</tr>
<tr>
<td>Spatial influence $φ$</td>
<td>0.67, 1.33, 2, 2.67, 3.33, 4</td>
</tr>
<tr>
<td>Kernel $K(ρ_{kk'}, φ)$</td>
<td>Exponential ($\text{exp}(-\frac{ρ_{kk'}}{φ})$), Gaussian ($\text{exp}(-\frac{(ρ_{kk'})^2}{φ})$)</td>
</tr>
</tbody>
</table>

Table 1: Configurations for PB and PA spatial updating strategies tested on synthetic instances

In order to test the effectiveness of our methods to find the optimal path (in the sequel also referred to as expert’s solution), we consider a total of four artificial instances, each defined by a set of different distributions and magnitudes of arcs’ speeds, and a corresponding expert’s solution (whose expected travel time we denote by $z^{*}$), see Figure 1. Based on the complexity of the expert’s solution, we classify the instances into “simple” and “difficult”.

Instances 1 and 2 correspond to simple instances. In instance 1, the origin and destination nodes are respectively located at the bottom left and top right corners of the network, and arcs are constructed such that they become more expensive (slower) the closest they are to the right and bottom borders; correspondingly, the expert’s solution consists of all arcs in the top and left borders of the network. Instance 2 shares the same origin node, but the destination node is now located at the bottom right corner of the network. Furthermore, this instance considers an obstacle (i.e., set of very expensive arcs) that covers most of the center of the network except its upper border, hence the optimal path corresponds to all arcs in the left, top, and right borders of the graph.

In turn, instances 3 and 4 correspond to difficult instances. In instance 3, the origin and destination nodes are located at the bottom left and top right corners, respectively. The expert’s solution circumvents two obstacles, describing a “snake-shaped” path. In instance 4, both origin and destination nodes are in opposite corners of a very slow zone in the interior of the network, and the fastest arcs are located in the network’s borders. Thus instead of traversing directly towards the destination, the optimal path requires first leaving the slow zone towards the graph’s top border (in the opposite direction of the destination), and then traversing clockwise through the network’s borders in order to reach the destination node from the right. For replication purposes, we include the pseudo-codes used to generate these instances in Appendix B.1.

For each instance, we construct 500 episodes of $T = 50$ time periods, each defined by
an initial prior distribution and realization of arcs’ speeds across all time periods, and then execute the IGM and all possible configurations of PA and PB spatial strategies on all episodes. We measure the performance of each approach as its attained average total pseudo-regret, $\frac{R_T}{T}$, averaged across all 500 episodes. For the spatial strategies, we use the kernel functions most used in the literature and specifically in the context of Kriging (Rasmussen and Williams 2005, Lantuéjoul 2013), although other kernel functions could be readily used. The values of the parameter $\varphi$ can be interpreted as the maximum distance within which two arcs are spatially correlated (which we define as having a spatial correlation that is greater than 5%). For example, when using the Exponential kernel, for tested values $\varphi \in \{0.67, 1.33, \ldots, 4\}$, the correlation is considered relevant only for arcs separated by a distance of 2, 4, $\ldots$, 12 arcs, respectively.

For all four instances, Figure 2 shows the evolution over time of the time-average total pseudo-regret (normalized by $z^*$) attained by each proposed method. Each data point corresponds to the normalized total pseudo-regret at each time period, averaged over the 500 corresponding episodes. For the spatial strategies, these results are obtained using the
Figure 2: Average time-average total pseudo-regret over 500 episodes, for all artificial instances. Spatial strategies use the Exponential kernel and Euclidean distance, and their corresponding value of $\varphi$ is set to the one that yields the lowest average total pseudo-regret by time period $t = 50$.

Exponential kernel with Euclidean distance, and the spatial influence parameter value that yields the best average total pseudo-regret for each specific instance.

We observe that in general, the PA and PB strategies outperform the IGM, showing the most significant performance differences in instances 1, 2, and 3. In terms of performance relative to $z^*$, all proposed methods perform better in the difficult instances (see the order of magnitude on the vertical axes of Figure 2). When comparing both spatial strategies, we observe that the PA strategy achieves a lower total pseudo-regret by the last iteration for the simple instances; however, the PB strategy attains better results for the difficult instances. In particular, for instance 3, the total pseudo-regret from the PA strategy starts to increase at iteration 25. Our conjecture is that the PB strategy has optimal regret guarantees, whereas the PA method does not; still, PA reports an overall good empirical performance in our simulations. We also note that the spatial approaches have decreasing curves in the number
of iterations, with the exception of instance 1 where both PA and PB methods experience an initial increase in their pseudo-regret (iterations 2-3) before trending downwards. Although we do not provide theoretical guarantees, we observe in our results that the pseudo-regret curves for both PA and PB describe a pattern close to $O(1/\sqrt{T})$, just as the optimal methods for MAB problems (Bubeck and Cesa-Bianchi 2012).

| Kernel     | $\varphi$ | Norm | Pseudo-regret $t = 10$ | Pseudo-regret $t = 50$ | % of wins $t = 10$ | % of wins $t = 50$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>PA</td>
<td>PB</td>
<td>PA</td>
<td>PB</td>
</tr>
<tr>
<td>Exponential</td>
<td>0.67</td>
<td>1</td>
<td>1.01</td>
<td>1.25</td>
<td>0.72</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td>1.33</td>
<td>1</td>
<td>0.77</td>
<td>1.17</td>
<td>0.48</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>0.68</td>
<td>0.99</td>
<td>0.40</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>0.66</td>
<td>0.89</td>
<td>0.40</td>
<td>0.49</td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.67</td>
<td>2</td>
<td>1.09</td>
<td>1.20</td>
<td>0.85</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td>1.33</td>
<td>2</td>
<td>0.99</td>
<td>1.23</td>
<td>1.24</td>
<td>1.84</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>1.47</td>
<td>1.24</td>
<td>1.55</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>3.33</td>
<td>2</td>
<td>1.80</td>
<td>1.29</td>
<td>1.71</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2</td>
<td>2.14</td>
<td>1.26</td>
<td>1.82</td>
<td>0.98</td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.67</td>
<td>2</td>
<td>1.09</td>
<td>1.20</td>
<td>0.85</td>
<td>1.08</td>
</tr>
<tr>
<td></td>
<td>1.33</td>
<td>2</td>
<td>0.99</td>
<td>1.23</td>
<td>1.24</td>
<td>1.84</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2</td>
<td>1.47</td>
<td>1.24</td>
<td>1.55</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>3.33</td>
<td>2</td>
<td>1.80</td>
<td>1.29</td>
<td>1.71</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2</td>
<td>2.14</td>
<td>1.26</td>
<td>1.82</td>
<td>0.98</td>
</tr>
</tbody>
</table>

Table 2: For instance 1, average (over all episodes) of the time-average total pseudo-regret, and percentage of episodes in which each method achieves the lowest total pseudo-regret among all three methods, at iterations $t = 10$ and $t = 50$. The pseudo-regret reported for IGM is normalized by $z^*$. The pseudo-regret reported for the spatial methods is normalized by the reported pseudo-regret for the IGM.

Table 2 reports the results obtained for instance 1. Each row represents the results of a spatial configuration. The first three columns indicate the kernel function, the influence parameter, and the distance metric used in each spatial configuration. The next four columns report the average total pseudo-regret obtained by PA and PB strategies for time periods 10 and 50; for an easier comparison, these values are normalized by the total pseudo-regret attained by the IGM at the corresponding time period, shown in the bottom row. For each spatial configuration, the last four columns show the percentage of episodes in which each spatial approach attains the lowest total pseudo-regret of the three methods, at iterations 10 and 50 (the percentage corresponding to the IGM can be computed as the difference between 1 and the sum of the corresponding percentages of PA and PB).

Based on instance 1, the approach with the overall best performance corresponds to
the PA strategy with Exponential kernel, with an average total pseudo-regret that is lower than the IGM and the PB strategy with Exponential kernel, considering all values of $\varphi$ and distance metrics. Moreover, in all configurations, by the last iteration the PA strategy with Exponential kernel wins over the IGM and the PB exponential model more than 56% of the episodes (see column % of wins for PB at $t = 50$, in Table 2). For instance 1, the Gaussian kernel is generally not as competitive as the Exponential kernel. Still, both approaches and kernels outperform the IGM (for some $\varphi$), attaining better total pseudo-regret values even at early iterations. For example, for $\varphi = 1.33$ and a distance norm of 2, the total pseudo-regret attained by the PA strategy with either the Exponential or Gaussian kernels corresponds to only a fraction of the total pseudo-regret of the IGM (43% for the Exponential kernel, and 66% for the Gaussian kernel). For the Exponential kernel, the value of $\varphi$ that shows the best total pseudo-regret is 4; we also observe that for this kernel, the Euclidean distance performs better than the Manhattan distance. Moreover, our results suggest that for the Exponential kernel, the correlation between arcs in instance 1 is properly captured when

Figure 3: For instance 1, selected path and associated normalized pseudo-regrets for all algorithms at different time periods.
setting a value of $\varphi \geq 1.33$ (*i.e.*, an influence distance of at least 4 arcs), which is consistent with the instance’s speeds: the arc speeds are similar for arcs separated by a distance of at least 4-arcs both in the vertical and horizontal direction (on the horizontal direction, this number is even higher since on some directions the speed does not change at all). For the Gaussian kernel, $\varphi = 1.33$ yields the best total pseudo-regret.

Figure 3 shows the progression over time of the estimated speeds means of the posterior distributions (average of samples) and origin-destination paths, selected by the IGM and spatial strategies (with Exponential kernel) as they explore the network. For each approach, we show its inferred arcs’ speeds (average of the posterior distribution) and the paths it selects at time periods 2, 20, and 50 of an episode. Note that the spatial strategies achieve a significantly higher performance than the IGM. At iteration 2, while the IGM is still exploring paths strictly within the grid, the PA and PB models are already exploring the border of the graph (where the fastest arcs are located). At iteration 20, the PA model has found the shortest path while the PB and independent models are still choosing sub-optimal paths. Notably, the marginal pseudo-regret attained by the IGM at iteration 50 is comparable to the average total pseudo-regret attained by the PA and PB strategies at iteration 20.

<table>
<thead>
<tr>
<th>Kernel</th>
<th>$\varphi$</th>
<th>Norm</th>
<th>Pseudo-regret $t = 10$</th>
<th>% of wins $t = 10$</th>
<th>Pseudo-regret $t = 50$</th>
<th>% of wins $t = 50$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>PA</td>
<td>PB</td>
<td>PA</td>
<td>PB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>t = 10</td>
<td>t = 50</td>
<td>t = 10</td>
<td>t = 50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PA</td>
<td>PB</td>
<td>PA</td>
<td>PB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.75</td>
<td>0.90</td>
<td>0.92</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.72</td>
<td>0.84</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.68</td>
<td>0.70</td>
<td>0.88</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.67</td>
<td>0.65</td>
<td>0.86</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.39</td>
<td>0.61</td>
<td>0.90</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.67</td>
<td>0.67</td>
<td>0.85</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.69</td>
<td>0.69</td>
<td>0.89</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.69</td>
<td>0.76</td>
<td>0.85</td>
<td>1.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.71</td>
<td>0.75</td>
<td>0.90</td>
<td>1.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.70</td>
<td>0.82</td>
<td>0.86</td>
<td>1.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.73</td>
<td>0.81</td>
<td>0.91</td>
<td>1.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.72</td>
<td>0.87</td>
<td>0.87</td>
<td>1.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.76</td>
<td>0.93</td>
<td>0.93</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.74</td>
<td>0.77</td>
<td>0.97</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.82</td>
<td>0.73</td>
<td>1.06</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.91</td>
<td>0.71</td>
<td>1.12</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.98</td>
<td>0.74</td>
<td>1.12</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.04</td>
<td>0.77</td>
<td>1.14</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.65</td>
<td>0.84</td>
<td>0.01</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 3: For artificial instance 4, average (over all episodes) of the time-average total pseudo-regret, and percentage of episodes in which each method achieves the lowest total pseudo-regret among all three methods, at iterations $t = 10$ and $t = 50$. The pseudo-regret reported for IGM is normalized by $z^*$. The pseudo-regret reported for the spatial methods is normalized by the reported pseudo-regret for the IGM. Table 3 shows results for instance 4. The columns, parameters, and configurations dis-
played are the same as in Table 2. Unlike instance 1, in this instance the best performance is attained by the PB strategy. In particular, the lowest regret is observed when using the Exponential kernel with Euclidean norm and $\varphi = 1.33$. This value for $\varphi$ is consistent with the instance arc speeds distribution: the correlation is meaningful for arcs within 4-arc distance.

As for the PA strategy in instance 1, the Euclidean norm achieves the best performance for the Exponential kernel for the PB strategy. Overall, most configurations of both spatial strategies outperform the IGM.

Figure 4: For instance 4, selected path and associated normalized pseudo-regrets for all algorithms at different time periods.

Figure 4 shows the evolution of selected paths and estimated speeds means across the arcs for a simulated episode of instance 4, for the IGM and spatial strategies with Exponential kernel and Euclidean distance, at iterations 2, 20, and 50. By iteration 2, the IGM explores O-D paths that directly cross the slow zone, whereas the spatial models start recognizing the slow zone. At iterations 2 and 20, the PB strategy yields a higher marginal pseudo-regret than the PA strategy, since the PB model still explores paths with high pseudo-regret (for PB, $\Delta z^*_2 = 1.3$, and $\Delta z^{20} = 1.6$). However, by iteration 50 the PB (and to some extent the PA)
strategy has already learned the arcs’ speeds distributions and selects paths that are very close to the expert’s solution, ultimately attaining the lowest total pseudo-regret among all three algorithms. On the other hand, the IGM continues exploring arcs within the grid.

Aggregate results and examples for instances 2 and 3 can be found in Appendix B.

5.2 Case Study: City of Beijing

The previous section shows that the proposed algorithms perform well on artificial instances under specific distributional assumptions. To empirically demonstrate their practical capabilities, in the remainder of this section, we analyze how our methods perform in a case study using real data from the city of Beijing. Specifically, in Section 5.2.1 we explain how the real-world instance is constructed, and in Section 5.2.2 we analyze how the proposed algorithms perform against a benchmark.

5.2.1 Instance Generation

For our experiments, we seek to model Beijing as a graph with each of its arcs associated with a travel time distribution; we determine these using empirical distributions based on observed times (instead of parametric probability distributions) to prevent performance boosts due to distributional assumptions.

We choose the city of Beijing due to its large population, which causes challenges for the city’s transportation, and also due to the large publicly available source of GPS data of vehicles traveling around the city. The graph of Beijing is downloaded from the OpenStreetMap project (OpenStreetMap contributors 2017), and the GPS points are obtained from Microsoft Research’s T-Drive trajectory dataset in Zheng (2011). This dataset corresponds to one week of trips of 10,357 taxis. The total number of records in this dataset is about 15 million, and the total traveled distance of the trajectories amounts to 9 million kilometers; each record specifies a GPS point within a route and its corresponding timestamp, and each route consists of multiple records. We map these GPS points into O-D data, each with corresponding departure and arrival times. Figure 5 shows the Beijing area considered in the case study.

To obtain travel times, we follow three steps: first, we pre-process the records in the GPS dataset based on geographical projection and average speed thresholds; second, we iteratively estimate the average travel time for each arc in the graph based on the paths’ travel times from the dataset; and third, we project the travel time values for each GPS O-D record using the estimated path and times. For the first and second tasks, we follow the methodology proposed in Bertsimas et al. (2019).

Following the pre-processing done in Bertsimas et al. (2019), we first filter out walkways and service roads, and eliminate nodes that do not represent the intersection of two or more arcs. Furthermore, we consider that across each O-D path, the average speed from one point to another must be within an interval; correspondingly, we discard all O-D data records whose average speed is less than 2 kph or greater than 110 kph. We then project each remaining GPS O-D record to corresponding nodes of the graph so both origin and
destination are respectively associated with one of the graph’s nodes, and drop records whose projected origin (destination) node is not within 250 meters of the origin’s (destination’s) GPS coordinates specified in the dataset. The pre-processed instance comprises 34,850 nodes, 42,892 arcs, and 238,000 GPS records. For the GPS timestamps, we select taxi trips completed between 7:00 am and 11:00 am on weekdays as this corresponds to a time of the day with high traffic. The average GPS travel time between each O-D pair is 356 seconds.

To estimate the average travel times and paths followed by vehicles for each O-D pair, we use the Bertsimas et al. (2019) methodology. This is an iterative algorithm: first, it estimates average times for each arc using as input the paths followed by vehicles; then, it finds the shortest paths using the estimated averages, which in turn are used to update the average travel time estimations. Our implementation of the algorithm stops when either (i) the difference in the average number of arcs between the paths found in one iteration and the next one is less than 0.5, or (ii) after completing 10 iterations. From the algorithm parameters used in their work, we choose the same regularization parameter value \( \lambda = 1000 \) and set the path memory limit to \( \Pi = 2 \).

Once the average times for each arc and the vehicles’ path are estimated, we project the time values of each GPS O-D pair. For each arc \( k \) in a vehicle’s path, we generate a travel
time value $\bar{x}_k$ of the form,

$$\bar{x}_k = \frac{\hat{x}_k T_{od}}{\hat{T}_{od}},$$  \hspace{1cm} (12)$$

where $\hat{x}_k$ is the estimated average time for arc $k$, $\hat{T}_{od}$ is the estimated travel time for the path between $o$ and $d$, and $T_{od}$ is the travel time specified in the corresponding GPS O-D record. We perform this projection for each GPS O-D record and obtain a set of travel time values for each arc. For our experiments, we use each arc’s empirical distribution defined by these time values. Thus, when an algorithm selects a path containing a given arc, the observed travel time for that arc is sampled (with replacement) from the set of time values associated with that arc.

The generated instance (graph and time values per arc) can be found in the following link \url{https://github.com/felipelagos/beijing-instance}. Figure 6 shows the Beijing graph, with colored arcs representing the estimated average speeds between 7:00 am to 11:00 am.

![Beijing graph](image)

Figure 6: Average speed between 7:00 am and 11:00 am for each arc in the graph.

### 5.2.2 Results and Analysis

These experiments comprise several O-D pairs, which are selected as the pairs that yield the worst pseudo-regrets from a pool of 100 O-D pairs when using a uniform prior-based approach (we describe this procedure in detail in Appendix C). Due to the increased size of
the real-world instances (relative to the artificial instances), we increase the number of time periods to $T = 150$; in general, we observe that this value is large enough for our approach to visit the expert’s solution at least once in most of the episodes.

Importantly, these instances result to be too large for the PA and PB strategies due to requiring considerable memory and computational resources. Hence, out of the three proposed approaches, we omit the spatial extensions in this section and limit the analysis to the IGM. Additionally, we provide an alternative baseline approach to test the value of the IGM. This baseline policy is inspired by the well-known $\varepsilon$-greedy algorithm of the Reinforcement Learning community (Sutton and Barto 2018); it considers each arc’s travel time distribution to have a single point estimate, computed as the mean of the observed values; and for arcs that currently have no observations, it instead uses the mean prior value (i.e., $\eta_{0k}$ for arc $k$). To add an exploration component, after the decision maker selects a first route and all its arcs have already been visited at least once, with probability $\varepsilon$ we allow the baseline policy to forbid one arc uniformly at random and compute an alternative route. In the sequel, we refer to this baseline approach as the $\varepsilon$-greedy to facilitate association. Unless stated otherwise, all comparisons between IGM and the $\varepsilon$-greedy algorithm are done using the value of $\varepsilon$ that yields the best final time-average total pseudo-regret $R_T$.

Priors values used by the IGM and the $\varepsilon$-greedy are initialized by inspection. The average speed in the city is initialized to $\eta_{0k} = 40$ kph, considering that this is typically between 20 and 60 kph depending on the type of road. However, to make the priors not informative enough for the IGM, we set the initial values of the other parameters to $\alpha_{0k} = \kappa_{0k} = 1$ and $\beta_{0k} = 3$; doing so introduces enough variance to the initial samples of the mean log-speed prior distribution so that algorithms are able to find main roads and highways.

Figure 7 compares IGM and $\varepsilon$-greedy in terms of marginal and average total pseudo-regret per time period for the instance where $\varepsilon$-greedy attains its best average total pseudo-regret per time period (see Figure 12 in Appendix C for the tuning of the exploration parameter $\varepsilon$). These results suggest that in general IGM outperforms the $\varepsilon$-greedy algorithm. The pseudo-regret of IGM starts higher but improves faster than the pseudo-regret of $\varepsilon$-greedy, which results in IGM attaining a 47% better time-average total pseudo-regret by the last time period. In the first periods ($t \in [0, 40]$), we observe that the IGM explores enough to find high-quality solutions, on average approaching the expert’s optimal value (see the marginal pseudo-regret curve in Figure 7). By contrast, during these time periods, the $\varepsilon$-greedy algorithm exploits its incumbent solutions as its exploration mechanism is unlikely to be triggered (due to most arcs having no observations). By iteration $t = 40$ the IGM starts exploiting its incumbent solution and converging, and by iteration $t = 60$ this exploitation pays off as IGM surpasses the $\varepsilon$-greedy in terms of average total pseudo-regret per time period. After $t = 30$, we occasionally observe pronounced peaks in the marginal pseudo-regret of $\varepsilon$-greedy due by policy exploration, which slightly deteriorates the time-average total pseudo-regret. By contrast, the IGM experiences considerably smaller peaks in its marginal pseudo-regret from exploration, and these do not affect its time-average total pseudo-regret.

Table 4 reports the average performance of IGM and $\varepsilon$-greedy by the last time period over all episodes. In more than 70% of the cases, the IGM is able to either find the expert’s
solution or a solution that yields a marginally higher pseudo-regret (attaining a pseudo-regret within .5% from the expert’s solution in 9 out of 10 instances). For the $\varepsilon$-greedy approach, we observe that the values $\varepsilon \in \{0.1, 0.3\}$ yield better performance; however, they do so by exploiting their corresponding incumbent solution, being unable to find the expert’s solution in any of the episodes. As higher values of $\varepsilon$ are considered, i.e., $\varepsilon \in \{0.5, 0.7, 0.9\}$, we observe a tendency to find the expert’s solution more often, and in some cases even decrease the pseudo-regret; however, in most cases the more frequent exploration considerably deteriorates the overall performance of the $\varepsilon$-greedy approach.

Figure 7: Average pseudo-regrets obtained from 100 episodes of the Beijing case study with multiple origin-destination pairs (10 episodes from each of the 10 instances presented in Appendix C).

6   Conclusions

Motivated by logistic problems currently faced by companies, we studied the OSPP. In this problem, a planner must find a vehicle route from an origin to a destination that minimizes the total travel time. Since in practice travel times are stochastic and follow a probability distribution that is unknown to the planner, they must balance the exploration of new paths and the exploitation of the most up to date travel time information. This problem has been
mainly studied for packet transmission in wireless networks but not for logistics operation (vehicle routing and travel times estimation). Along with introducing a new problem, we formulate it as a CMAB problem and propose Thompson Sampling-based algorithm that effectively finds policies that balances the trade-off between exploration and exploitation.

Table 4: Average performance per instance. Each row aggregates the results of 10 episodes: \#v.e. denotes the number of episodes each algorithm visits the expert’s solution at least once, \( \overline{\Delta_T} \) denotes the average (over episodes) marginal pseudo-regret at time period \( T \), and \( \overline{R_T} \) denotes to the average (over episodes) total pseudo-regret at time period \( T \).

<table>
<thead>
<tr>
<th>( z^* ) [min]</th>
<th>IGM</th>
<th>( \varepsilon = 0.1 )</th>
<th>( \varepsilon = 0.3 )</th>
<th>( \varepsilon = 0.5 )</th>
<th>( \varepsilon = 0.7 )</th>
<th>( \varepsilon = 0.9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>28.99</td>
<td>7</td>
<td>0.01</td>
<td>0.12</td>
<td>0</td>
<td>0.09</td>
<td>0.11</td>
</tr>
<tr>
<td>29.70</td>
<td>6</td>
<td>0.00</td>
<td>0.12</td>
<td>0</td>
<td>0.06</td>
<td>0.14</td>
</tr>
<tr>
<td>30.02</td>
<td>5</td>
<td>0.00</td>
<td>0.10</td>
<td>0</td>
<td>0.13</td>
<td>0.17</td>
</tr>
<tr>
<td>30.17</td>
<td>5</td>
<td>0.00</td>
<td>0.10</td>
<td>0</td>
<td>0.12</td>
<td>0.16</td>
</tr>
<tr>
<td>31.70</td>
<td>6</td>
<td>0.00</td>
<td>0.07</td>
<td>0</td>
<td>0.14</td>
<td>0.17</td>
</tr>
<tr>
<td>32.21</td>
<td>6</td>
<td>0.00</td>
<td>0.08</td>
<td>0</td>
<td>0.08</td>
<td>0.29</td>
</tr>
<tr>
<td>32.70</td>
<td>5</td>
<td>0.00</td>
<td>0.10</td>
<td>0</td>
<td>0.14</td>
<td>0.16</td>
</tr>
<tr>
<td>33.91</td>
<td>8</td>
<td>0.00</td>
<td>0.08</td>
<td>0</td>
<td>0.05</td>
<td>0.07</td>
</tr>
<tr>
<td>34.26</td>
<td>8</td>
<td>0.00</td>
<td>0.07</td>
<td>0</td>
<td>0.19</td>
<td>0.24</td>
</tr>
<tr>
<td>36.60</td>
<td>9</td>
<td>0.00</td>
<td>0.04</td>
<td>0</td>
<td>0.18</td>
<td>0.17</td>
</tr>
</tbody>
</table>

There are several extensions and future work to be drawn from this work. We highlight determining whether the algorithms we propose offer theoretical guarantees in terms of pseudo-regret analysis. In our experiments, the PB spatial strategy shows an empirical performance that surpasses the Thompson Sampling-based algorithm in all instances and conducted simulations, which leads us to believe that this algorithm may offer better guarantees than Thompson Sampling in terms of the optimality constant for the pseudo-regret. Another possible extension consists of studying different distributions of travel times or speeds, where our algorithms could be integrated with known methods in Machine Learning to generate samples of these distributions (e.g., Markov Chain Monte Carlo algorithms). In addition, future extensions could incorporate the learning of the value of the spatial influence parameter \( \phi \) that best fits the underlying correlation between arcs for a given kernel. Finally, we believe that our methods can be used for adaptive problems, namely, in online settings.
where at a given time period the planner may decide to deviate from an initially selected path halfway through it.
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Appendices

A Derivation of Prior and Posterior Distributions

This section shows the formal derivation of the posterior distribution of the log-speed of a single arc. For convenience, we perform the following two notation changes compared to the main body of the paper: (i) we omit the arc index $k$, and (ii) we write the time index as a subscript (instead of using it as a superscript).

Let $Y$ be a random variable that follows a Normal distribution with mean $\mu$ and variance $\lambda$, with each parameter being itself a random variable following a prior distribution; specifically, $\lambda$ following an Inverse-Gamma distribution with parameters $\alpha_0$ and $\beta_0$, and $\mu$ following a Normal distribution with mean $\eta_0$ and variance $\frac{1}{\kappa_0}$. The values of $\eta_0$, $\kappa_0$, $\alpha_0$, and $\beta_0$ are defined a priori and represent the initially available information about the population. We have,

\[ Y \sim N(\mu, \lambda) \]
\[ \lambda \sim IG(\alpha_0, \beta_0) \]
\[ \mu \sim N\left(\eta_0, \frac{1}{\kappa_0}\right) \]

From these, it follows that

\[ \mu, \lambda | \alpha_0, \beta_0, \eta_0, \kappa_0 \sim NIG(\eta_0, \kappa_0, \alpha_0, \beta_0), \]

where $NIG(\eta_0, \kappa_0, \alpha_0, \beta_0)$ is the probability distribution function of a Normal-Inverse-Gamma with parameters $(\eta_0, \kappa_0, \alpha_0, \beta_0)$. This function is mathematically given by

\[
p(\mu | \eta_0, \lambda, \kappa_0)p(\lambda | \alpha_0, \beta_0) = \sqrt{\frac{\kappa_0}{2\pi\lambda}} \exp\left(-\frac{\kappa_0(\mu - \eta_0)^2}{2\lambda}\right) \frac{\beta_0^{\alpha_0}}{\Gamma(\alpha_0)} \left(\frac{1}{\lambda}\right)^{\alpha_0+1} \exp\left(-\frac{\beta_0}{\lambda}\right),
\]

\[
= \sqrt{\frac{\kappa_0}{2\pi\Gamma(\alpha)}} \left(\frac{1}{\lambda}\right)^{\alpha_0+\frac{3}{2}} \exp\left(-\frac{\kappa_0(\mu - \eta_0)^2}{2\lambda} - \frac{\beta_0}{\lambda}\right),
\]

\sim NIG(\eta_0, \kappa_0, \alpha_0, \beta_0).

For $t \in [T]$, let $T_t \subseteq [t]$ be the set of time periods up to $t$ where an observation of $Y$ was collected, and \( \{y_{tv}\}_{v \in T_t} \) be the corresponding set of observations. Using Bayes’ theorem, we
derive the posterior distribution for \( \mu \) and \( \lambda \),

\[
p(\mu, \lambda | \{y'\} \in T_i, \eta_0, \kappa_0, \alpha_0, \beta_0) = \frac{p(\{y'\} \in T_i | \mu, \lambda) p(\mu, \lambda | \eta_0, \kappa_0, \alpha_0, \beta_0)}{p(\{y'\} \in T_i)}
\]

\[
\propto \left( \frac{1}{2\pi} \right)^{\frac{|T_i|}{2}} \exp \left( -\frac{1}{2\lambda} \sum_{i' \in T_i} (y' - \mu)^2 \right) \sqrt{\frac{\kappa_0}{2\Gamma(\alpha)}} \left( \frac{1}{\lambda} \right)^{\alpha_0 + \frac{3}{2}} \exp \left( -\frac{\kappa_0 (\mu - \eta_0)^2}{2\lambda} - \frac{\beta_0}{\lambda} \right)
\]

\[
\propto \left( \frac{1}{\lambda} \right)^{\alpha_0 + \frac{|T_i|}{2} + \frac{3}{2}} \exp \left( -\frac{\kappa_0 (\mu - \eta_0)^2}{2\lambda} - \frac{1}{\lambda} \sum_{i' \in T_i} (y' - \mu)^2 - \frac{\beta_0}{\lambda} \right)
\]

\[
= \left( \frac{1}{\lambda} \right)^{\alpha_0 + \frac{|T_i|}{2} + \frac{3}{2}} \exp \left( -\frac{1}{2\lambda} \kappa_t (\mu - \eta_t)^2 - \frac{1}{\lambda} \left( \beta_t - \frac{\eta_t^2 \kappa_t}{2} + \frac{\eta_0^2 \kappa_0 + \sum_{i' \in T_i} y_{i'}^2}{2} \right) \right)
\]

\[
= \left( \frac{1}{\lambda} \right)^{\alpha_t + \frac{3}{2}} \exp \left( -\frac{1}{2\lambda} \kappa_t (\mu - \eta_t)^2 - \frac{1}{\lambda} \left( \beta_t - \frac{1}{2} \sum_{i' \in T_i} (y' - \bar{y})^2 + \frac{|T_i| \kappa_0 (\bar{y} - \eta_0)^2}{2(\kappa_0 + |T_i|)} \right) \right)
\]

\[
= \left( \frac{1}{\lambda} \right)^{\alpha_t + \frac{3}{2}} \exp \left( -\frac{1}{2\lambda} \kappa_t (\mu - \eta_t)^2 - \frac{\beta_t}{\lambda} \right)
\]

\[
\sim \text{NIG}(\eta_t, \kappa_t, \alpha_t, \beta_t),
\]

with new values defined as follows,

\[
\eta_t = \frac{\kappa_0 \eta_0 + \sum_{i' \in T_i} y_{i'}}{\kappa_0 + |T_i|},
\]

\[
\kappa_t = \kappa_0 + |T_i|,
\]

\[
\alpha_t = \alpha_0 + \frac{|T_i|}{2},
\]

\[
\beta_t = \beta_0 + \frac{1}{2} \sum_{i' \in T_i} (y' - \bar{y})^2 + \frac{\kappa_0 |T_i| (\eta_0 - \bar{y})^2}{2(\kappa_0 + |T_i|)}.
\]

Note that the posterior distribution is also a Normal-Inverse-Gamma distribution, which is a consequence of choosing a conjugate family of distributions for prior distributions.

For computational convenience, the following family of distributions can be used to sample from the posterior distribution,

\[
\frac{1}{\lambda} \{y'\} \in T_i, \alpha_0, \beta_0 \sim \text{Ga}(\alpha_t, \beta_t),
\]

\[
\mu | \{y'\} \in T_i, \lambda, \eta_0, \kappa_0 \sim \mathcal{N} \left( \eta_t, \frac{\lambda}{\kappa_t} \right).
\]
B Artificial Instances

B.1 Instance Generation

This section outlines the procedures used to construct the underlying speed distributions for artificial instances used in Section 5.1. Recall that the networks in these instances are square grids, each with a total of A arcs of equal length \( \ell \), and with \( N \) nodes per side. For artificial instances, we assume that the speed of each arc in the grid follows a Log-Normal distribution. Correspondingly, Algorithms 5 through 8 outline how the arcs’ true log-speed means \( (\mu_k)_{k \in [A]} \) are computed for artificial instances 1 through 4, respectively. Furthermore, we set the scale parameter of all Log-Normal distributions to \( \sqrt{\lambda_k} = \log(1.2) \), \( \forall k \in [A] \). Then, to sample realizations of the log-speed of arcs, we draw a sample of each of these distributions and compute its logarithm, which then is used to update the posterior distributions.

For all artificial instances, we use the values \( N = 20 \), \( \ell = 1.5 \) distance units, and \( A = 760 \). The output given by these algorithms is plotted in Figure 1.

We calibrate the prior parameters for all algorithms by inspection as follows. For all four instances, we set the values of \( \alpha_0^k \) and \( \kappa_0^k \) to 50 and 1, respectively. For instance 1, we set \( \beta_0^k \) to \( \frac{7}{4} \), and \( \frac{1}{2} \) for instances 2, 3, and 4; and for instances 1 through 4, we set \( \eta_0^k \) to values 27, 20, 1, and 25, respectively.

**Algorithm 5:** Travel log-speed generation for artificial instance 1

**Input**: Set of arcs \([A]\), grid arc length \( \ell \), grid width \( N \)

**Output**: Vector of true log-speed means \( (\mu_k)_{k \in [A]} \):

1. **forall** \( i \in [2N-1] \) do
2.   **forall** \( k \in [A] \) do
3.     \( b_1 \leftarrow \frac{c_x^k}{\ell} = \frac{i-1}{2} \);
4.     \( b_2 \leftarrow \frac{c_y^k}{\ell} = \frac{2N-i-1}{2} \);
5.     \( b_3 \leftarrow \frac{c_x^k + c_y^k}{\ell} \geq N - 1 \);
6.     if \( b_1 \) or \( (b_2 \text{ and } b_3) \) then
7.       \( \mu_k \leftarrow (i - 3) \log \left( \frac{2}{1 + \sqrt{2}} \right) + \log 50 \);
8. return \( (\mu_k)_{k \in [A]} \)
Algorithm 6: Travel log-speed generation for artificial instance 2

**Input**: Set of arcs $[A]$, grid arc length $\ell$, grid width $N$

**Output**: Vector of true log-speed means $(\mu_k)_{k \in [A]}$

1. $(\text{obstacle\_position}_x, \text{obstacle\_position}_y) \leftarrow (\frac{N-1}{2}, 0)$;
2. $(\text{orientation\_effect}_x, \text{orientation\_effect}_y) \leftarrow (10, 3.5)$;
3. forall $k \in [A]$ do
   4. $\text{value}_1 \leftarrow \text{orientation\_effect}_x \left(\frac{c^x_k}{\ell} - \text{obstacle\_position}_x\right)$;
   5. $\text{value}_2 \leftarrow \text{orientation\_effect}_y \left(\frac{c^y_k}{\ell} - \text{obstacle\_position}_y\right)$;
   6. $\mu_k \leftarrow (\max \{\text{value}_1, \text{value}_2\} - 60) \log \left(\frac{1+\sqrt{2}}{2}\right) + \log 50$;
4. return $(\mu_k)_{k \in [A]}$

Algorithm 7: Travel log-speed generation for artificial instance 3

**Input**: Set of arcs $[A]$, grid arc length $\ell$, grid width $N$

**Output**: Vector of true log-speed means $(\mu_k)_{k \in [A]}$

1. $(\text{obstacle\_position}_1^x, \text{obstacle\_position}_1^y) \leftarrow (\frac{N-1}{3}, \frac{N-1}{3})$;
2. $(\text{obstacle\_position}_2^x, \text{obstacle\_position}_2^y) \leftarrow (\frac{2(N-1)}{3}, \frac{2(N-1)}{3})$;
3. $\text{orientation\_effect} \leftarrow (10, 3.5)$;
4. forall $k \in [A]$ do
   5. $\text{value}_{11} \leftarrow \text{orientation\_effect}_1 \left(\frac{c^x_k}{\ell} - \text{obstacle\_position}_1^x\right)$;
   6. $\text{value}_{12} \leftarrow \text{orientation\_effect}_2 \left(\frac{c^y_k}{\ell} - \text{obstacle\_position}_1^y\right)$;
   7. $\text{value}_{21} \leftarrow \text{orientation\_effect}_1 \left(\frac{c^x_k}{\ell} - \text{obstacle\_position}_2^x\right)$;
   8. $\text{value}_{22} \leftarrow \text{orientation\_effect}_2 \left(\frac{c^y_k}{\ell} - \text{obstacle\_position}_2^y\right)$;
   9. $\mu_k \leftarrow (\min_{i=1,2} \max_{j=1,2} \text{value}_{ij} - 60) \log \left(\frac{1+\sqrt{2}}{2}\right) + \log 50$;
10. return $(\mu_k)_{k \in [A]}$
Algorithm 8: Travel log-speed generation for artificial instance 4

Input: Set of arcs $[A]$, grid arc length $\ell$, grid width $N$
Output: Vector of true log-speed means $(\mu_k)_{k \in [A]}$

1. forall $i \in [N+1]$ do
2.     forall $k \in [A]$ do
3.         $b_1 \leftarrow \left( \frac{c^k \ell}{\ell} = \frac{i-1}{2} \right)$ or $\left( \frac{c^k \ell}{\ell} = N - \frac{i+1}{2} \right)$;
4.         $b_2 \leftarrow \left( \frac{c^k \ell}{\ell} = \frac{i-1}{2} \right)$ or $\left( \frac{c^k \ell}{\ell} = N - \frac{i+1}{2} \right)$;
5.         $b_3 \leftarrow \frac{i-1}{2} \leq \frac{c^k \ell}{\ell} \leq N - \frac{i+1}{2}$;
6.         $b_4 \leftarrow \frac{i-1}{2} \leq \frac{c^k \ell}{\ell} \leq N - \frac{i+1}{2}$;
7.         if ($b_1$ and $b_4$) or ($b_2$ and $b_3$) then
8.             $\mu_k \leftarrow (i - 3) \log \left( \frac{2}{1+\sqrt{2}} \right) + \log 50$;
9.     return $(\mu_k)_{k \in [A]}$

B.2 Artificial Instances: Additional Results

Table 5 reports the results obtained for artificial instance 2 at iterations 10 and 50. In particular, it reports the time-average total pseudo-regret obtained by the IGM, and the spatial strategies at iterations (averaged over all run episodes); the reported regrets for the IGM are normalized by $z^*$, and the ones reported for PA and PB strategies are normalized by IGM’s reported regret. The last four columns show the percentage of episodes in which each spatial strategy attains the lowest total pseudo-regret (the percentage of the IGM can be computed as 1 minus the sum of the percentages of both spatial methods). Similar results for artificial instance 3 are reported in Table 6.

Figure 8 shows the estimated speeds mean (average of samples) of the posterior distributions for the IGM and the spatial strategies with the Exponential kernel, for artificial instance 2. For iterations 2, 20, and 50, we plot the arc’s mean speeds of a simulation and the path chosen by each method. Figure 9 shows the simulations for artificial instance 3.

C Case Study: Additional Results

The O-D pairs provided in this section are computed from an initial pool of 100 O-D pairs having at least 25 minutes of expert total travel time. For each of the 100 pairs, we first compute the shortest path based on distance, and then using a uniform-speed prior policy we solve the OSPP and calculate the obtained total pseudo-regret. From these results, we select the 10 pairs for which the policy achieves the worst total pseudo-regret as instances for the case study. These are displayed in Figures 10 and 11.

The calibration of $\varepsilon$ for the $\varepsilon$-greedy baseline algorithm considered in Section 5.2.2 is done according to the time-average total pseudo-regret obtained at iteration $t = 150$. Figure 12 shows the marginal and total pseudo-regret curves for different values of $\varepsilon \in$
Table 5: For artificial instance 2, average (over all episodes) of the time-average total pseudo-regret, and percentage of episodes in which each method achieves the lowest total pseudo-regret among all three methods, at iterations $t = 10$ and $t = 50$. The pseudo-regret reported for IGM is normalized by $z^*$. The pseudo-regret reported for the spatial methods is normalized by the reported pseudo-regret for the IGM.

\{0.1, 0.3, 0.5, 0.7, 0.9\}. We observe that $\varepsilon$-greedy attains the best total pseudo-regret for $\varepsilon = 0.1$. 

<table>
<thead>
<tr>
<th>Kernel</th>
<th>$\varphi$</th>
<th>Norm</th>
<th>Pseudo-regret</th>
<th>% of wins</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$t = 10$</td>
<td>$t = 50$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PA</td>
<td>PB</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PA</td>
<td>PB</td>
</tr>
<tr>
<td>exponential</td>
<td>0.67</td>
<td>1</td>
<td>0.60</td>
<td>1.00</td>
</tr>
<tr>
<td>exponential</td>
<td>0.67</td>
<td>2</td>
<td>0.56</td>
<td>1.02</td>
</tr>
<tr>
<td>exponential</td>
<td>1.33</td>
<td>1</td>
<td>0.47</td>
<td>0.91</td>
</tr>
<tr>
<td>exponential</td>
<td>1.33</td>
<td>2</td>
<td>0.41</td>
<td>0.89</td>
</tr>
<tr>
<td>exponential</td>
<td>2</td>
<td>1</td>
<td>0.40</td>
<td>0.87</td>
</tr>
<tr>
<td>exponential</td>
<td>2</td>
<td>2</td>
<td>0.36</td>
<td>0.81</td>
</tr>
<tr>
<td>exponential</td>
<td>2.67</td>
<td>1</td>
<td>0.38</td>
<td>0.82</td>
</tr>
<tr>
<td>exponential</td>
<td>2.67</td>
<td>2</td>
<td>0.35</td>
<td>0.79</td>
</tr>
<tr>
<td>exponential</td>
<td>3.33</td>
<td>1</td>
<td>0.36</td>
<td>0.79</td>
</tr>
<tr>
<td>exponential</td>
<td>3.33</td>
<td>2</td>
<td>0.35</td>
<td>0.76</td>
</tr>
<tr>
<td>exponential</td>
<td>4</td>
<td>1</td>
<td>0.35</td>
<td>0.77</td>
</tr>
<tr>
<td>exponential</td>
<td>4</td>
<td>2</td>
<td>0.35</td>
<td>0.77</td>
</tr>
<tr>
<td>gaussian</td>
<td>0.67</td>
<td>2</td>
<td>0.72</td>
<td>1.02</td>
</tr>
<tr>
<td>gaussian</td>
<td>1.33</td>
<td>2</td>
<td>0.52</td>
<td>0.91</td>
</tr>
<tr>
<td>gaussian</td>
<td>2</td>
<td>2</td>
<td>0.48</td>
<td>0.91</td>
</tr>
<tr>
<td>gaussian</td>
<td>2.67</td>
<td>2</td>
<td>0.77</td>
<td>0.95</td>
</tr>
<tr>
<td>gaussian</td>
<td>3.33</td>
<td>2</td>
<td>0.95</td>
<td>1.00</td>
</tr>
<tr>
<td>gaussian</td>
<td>4</td>
<td>2</td>
<td>1.02</td>
<td>1.04</td>
</tr>
</tbody>
</table>

| Independent | 6.56 · 10^3 | 1.60 · 10^3 |
Figure 8: For artificial instance 2, selected path and associated normalized pseudo-regrets for all algorithms at different time periods.
Table 6: For artificial instance 3, average (over all episodes) of the time-average total pseudo-regret, and percentage of episodes in which each method achieves the lowest total pseudo-regret among all three methods, at iterations $t = 10$ and $t = 50$. The pseudo-regret reported for IGM is normalized by $z^*$. The pseudo-regret reported for the spatial methods is normalized by the reported pseudo-regret for the IGM.
Figure 9: For artificial instance 3, selected path and associated normalized pseudo-regrets for all algorithms at different time periods.

\[
\begin{array}{c}
\frac{\tilde{R}_t}{\tilde{x}_t} = 32.85 \quad \frac{\Delta x}{\tilde{x}_t} = 26.28 \\
\frac{\tilde{R}_t}{\tilde{x}_t} = 11.76 \quad \frac{\Delta x}{\tilde{x}_t} = 1.12 \\
\frac{\tilde{R}_t}{\tilde{x}_t} = 7.84 \quad \frac{\Delta x}{\tilde{x}_t} = 0.06 \\
\frac{\tilde{R}_t}{\tilde{x}_t} = 17.95 \quad \frac{\Delta x}{\tilde{x}_t} = 1.82 \\
\frac{\tilde{R}_t}{\tilde{x}_t} = 5.06 \quad \frac{\Delta x}{\tilde{x}_t} = 0.03 \\
\frac{\tilde{R}_t}{\tilde{x}_t} = 2.71 \quad \frac{\Delta x}{\tilde{x}_t} = 0.02 \\
\frac{\tilde{R}_t}{\tilde{x}_t} = 10.68 \quad \frac{\Delta x}{\tilde{x}_t} = 19.68 \\
\frac{\tilde{R}_t}{\tilde{x}_t} = 4.9 \quad \frac{\Delta x}{\tilde{x}_t} = 12.34 \\
\frac{\tilde{R}_t}{\tilde{x}_t} = 3.73 \quad \frac{\Delta x}{\tilde{x}_t} = 0.17
\end{array}
\]
Figure 10: Expert’s solution for multiple O-D pairs in the case study.
Figure 11: Expert's solution for multiple O-D pairs in the case study (continued).
Figure 12: For $\epsilon$-greedy, average pseudo-regrets obtained from 100 episodes of the Beijing case study with multiple origin-destination pairs (10 episodes from each of the 10 instances shown in Figures 10 and 11), for multiple values of $\epsilon$. The best performance is attained for $\epsilon = 0.1$. 
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