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#### Abstract

We introduce a subspace inertial line search algorithm (SILSA), for finding solutions of nonlinear monotone equations (NME). At each iteration, a new point is generated in a subspace generated by the previous points. Of all finite points forming the subspace, a point with the largest residual norm is replaced by the new point to update the subspace. In this way, SILSA leaves regions far from the solution of NME and approaches regions near it, leading to a fast convergence to the solution. This study analyzes global convergence and complexity upper bounds on the number of iterations and the number of function evaluations required for SILSA. Numerical results show that SILSA is promising compared to the basic line search algorithm with several known derivative-free directions.
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## 1. Introduction

This paper introduces an efficient derivative-free algorithm for solving monotone equations

$$
\begin{equation*}
F(x)=0, x \in \mathbb{R}^{n} \tag{1}
\end{equation*}
$$

where $x$ is a vector in $\mathbb{R}^{n}$ and $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a monotone function, possibly with large $n$. In finite precision arithmetic, for a given threshold $\varepsilon>0$ and an initial point $x_{0} \in \mathbb{R}^{n}$, the algorithm finds an $\varepsilon$-approximate solution $x_{\varepsilon}$ of the problem (1), where the residual norm of $x_{\varepsilon}$ is below $\min \left(\varepsilon,\left\|F\left(x_{0}\right)\right\|\right)$. Here $\|\cdot\|$ is the Euclidean norm.

The problem (1) appears in various practical applications, including constrained neural networks [1], nonlinear compressed sensing [2], phase retrieval [3], and economic and chemical equilibrium problems [4].

Different algorithms [5-17] have been proposed and analyzed for finding an $\varepsilon$ approximate solution of the problem (1). However, these approaches either require the computation of the (real) Jacobian matrix, which can be computationally expensive and memory-intensive, making them unsuitable for high-dimensional problems, or use its approximation, which may require a large number of function evaluations in high dimensions. As a result, these methods are not ideal for tackling large scale nonlinear systems of equations.

To address these limitations, Solodov and Svaiter [18] proposed a basic line search algorithm (BLSA) augmented with a projected scheme for finding an $\varepsilon$-approximate solution of (1). Compared to methods that require the (real) Jacobian matrix or its approximation, derivative-free methods [19-38] have a simpler structure and lower memory requirements, making them suitable for solving large-scale problems. Nevertheless, it should be noted that BLSA does not provide a guarantee for reducing the residual norm at every accepted point. Instead, the residual norm can non-monotonically jump down or up until an $\varepsilon$-approximate solution of (1) is obtained. Hence, the convergence rate of BLSA is relatively slow.

To accelerate the convergence rate of BLSA and obtain an $\varepsilon$-approximate solution of (1), one potential approach is to integrate BLSA with inertial methods, such as those proposed in [39-45], which construct steps based on the two previous accepted points, as described in [29-31]. Despite using two previous points to generate new points, these methods still do not guarantee that the resulting points have the lowest residual norms in comparison to the prior accepted points. Another potential approach proposed in [46] is to augment the algorithm with an extrapolation step in the line search condition to enforce residual norm reduction at each accepted point. However, in ill-conditioned problems, this technique may face challenges in finding such points since it does not accept points whose residual norms have not been reduced.

The global convergence of BLSA with various derivative-free directions to find an $\varepsilon$ approximate solution of (1), has been established in [24,29-32,35]. However, based on our knowledge, no attempt has been made to find out the maximum number of iterations and the maximum number of function evaluations required to find an $\varepsilon$-approximate solution of (1) for BLSA. Thus, if complexity upper bounds on the number of function evaluations and the number of iterations are found, it would be interesting to know the cost of the algorithm before the algorithm is implemented and to know what parameters are appeared in such complexity bounds.

### 1.1. Contribution

This study proposes a new derivative-free line search algorithm, named subspace inertial line search algorithm (SILSA), which aims to find an $\varepsilon$-approximate solution of the problem (1) in Euclidean space. The underlying mapping of (1) is monotone and Lipschitz continuous. The proposed subspace inertial point uses the information of the previous evaluated points. It uses a procedure to replace a point with the largest residual norm in the subspace with a new evaluated point. Due to this replacement, SILSA
moves from regions containing points with large residual norms to regions containing points with low residual norms, leading to a fast convergence to an $\varepsilon$-approximate solution of the problem (1). Additionally, the algorithm employs a spectral derivative-free direction based on the efficient direction of Liu and Storey [32], along with an improved version of BLSA by Solodov and Svaiter [18]. Moreover, we establish the global convergence property of SILSA under mild conditions and derive complexity upper bounds on the number of iterations and the number of function evaluations required by SILSA to find an $\varepsilon$-approximate solution of (1).

### 1.2. Organization of the paper

The paper is structured as follows. Section 2 provides preliminaries. Section 3 introduces SILSA, which comprises a new subspace inertial technique in Subsection 3.1 and a new derivative-free direction in Subsection 3.2. Section 4 investigates theoretical results for SILSA, which include auxiliary results in Subsection 4.1, global convergence in Subsection 4.2, and complexity results in Subsection 4.3. In Section 5, we compare SILSA with BLSA using several known derivative-free directions. Conclusion is given in Section 6.

## 2. Preliminaries

A mapping $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is said to be monotone if the condition

$$
\begin{equation*}
(F(x)-F(y))^{T}(x-y) \geq 0, \quad \forall x, y \in \mathbb{R}^{n} \tag{2}
\end{equation*}
$$

holds in a Euclidean space $\mathbb{R}^{n}$.
In this paper, we assume the following assumptions:
(A1) The function $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is continuously differentiable and Lipschitz continuous with the Lipschitz constant $L>0$.
(A2) $F$ is monotone, i.e., the condition (2) holds.
(A3) The solution set $\mathbf{X}^{*}$ of the system (1) is nonempty.

In the following subsections, we review the important concepts (basic line search, least and most promising points, inertial point, and complexity bound) that we are using during our study.

### 2.1. Basic line search algorithm (BLSA)

In this subsection, we introduce the concept of BLSA, which generates a sequence of iterates, denoted as $\left\{y_{k}\right\}_{k \geq 0}$, to find an $\varepsilon$-approximate solution of (1). It enforces the condition that $y_{k}$ must satisfy the line search condition

$$
\begin{equation*}
-F\left(y_{k}+\alpha_{k} d_{k}\right)^{T} d_{k} \geq \sigma \alpha_{k}\left\|F\left(y_{k}+\alpha_{k} d_{k}\right)\right\|\left\|d_{k}\right\|^{2} \tag{3}
\end{equation*}
$$

After the direction $d_{k}$ satisfies the descent condition

$$
\begin{equation*}
F\left(y_{k}\right)^{T} d_{k} \leq-c\left\|F\left(y_{k}\right)\right\|^{2}, \quad \text { with } 0<c<1 \tag{4}
\end{equation*}
$$

and the step size $\alpha_{k}$ is found by satisfying the line search condition (3), BLSA accepts the new point

$$
\begin{equation*}
y_{k+1}:=y_{k}+\alpha_{k} d_{k}, \quad \forall k \geq 0 . \tag{5}
\end{equation*}
$$

### 2.2. Least and most promising points

In this subsection, we define two important concepts, which are needed to clarify our algorithm: the least promising point (LP point), defined as the point with the highest residual norm among the evaluated points, and the most promising point (MP point), defined as the point with the lowest residual norm among the evaluated points. These definitions are motivated by the fact that there is no guarantee of a residual norm reduction in each step of BLSA.

### 2.3. Inertial step

In this subsection, the traditional inertial point

$$
\begin{equation*}
v_{k}=y_{k}+e_{k}\left(y_{k}-y_{k-1}\right) \tag{6}
\end{equation*}
$$

is defined, where $y_{k-1}, y_{k} \in \mathbb{R}^{n}$ are the two distinct points generated by BLSA and $e_{k} \in[0,1)$ is called extrapolation step size, which can be updated in various ways [29-$31,39-43,45]$, one of which is

$$
\begin{equation*}
e_{k}=\min \left\{e_{\max }, k^{-2}\left\|y_{k}-y_{k-1}\right\|^{-2}\right\}, \tag{7}
\end{equation*}
$$

where $0<e_{\max } \leq 1$ is a tuning parameter. This choice guarantees the global convergence for BLSA in combination with the initial step (7), e.g., see [29, Lemma 4.5].

Due to existing of no guarantee of producing $y_{k-1}$ and $y_{k}$ as MP points by applying BLSA, it may decrease the effectiveness of inertial point. However, employing a subspace inertial point based on the previous MP points, gives us this chance to generate a new MP point or a point close to two previous MP points. In this way, the new generated point would be far from the previous LP points.

### 2.4. Complexity bound

In this subsection, we define the complexity bound, i.e., the maximum number of iterations and the maximum number of function evaluations required to find an $\varepsilon$ -
approximate solution $x_{\varepsilon}$ of the problem (1) that satisfies the theoretical criterion

$$
\begin{equation*}
\left\|F\left(x_{\varepsilon}\right)\right\| \leq \min \left(\varepsilon,\left\|F\left(x_{0}\right)\right\|\right) . \tag{8}
\end{equation*}
$$

Let us define $f(x):=\frac{1}{2}\|F(x)\|^{2}$ and its true gradient by $g(x):=J(x)^{T} F(x)$ of $F$ at $x$, where $J(x)$ denotes the true Jacobian of $F$ at $x$. Using the linear approximation of $F(x+d) \approx F(x)+J(x)^{T} d$, we have

$$
f(x+d) \approx q(d):=f(x)+g(x)^{T} d+\frac{1}{2}\|J(x) d\|^{2},
$$

where the function $q(d)$ is a convex function. Assumptions (A1)-(A2) implies that for every $x, d \in \mathbb{R}^{n}$, we have

$$
f(x+d)-f(x)=g(x)^{T} d+\frac{1}{2} \gamma^{2}\|d\|^{2},
$$

where $\gamma$ depends on $x$ and $d$ and also satisfies

$$
\begin{equation*}
|\gamma| \leq L \quad \text { (general case), } 0 \leq \gamma \leq L \quad \text { (convex case). } \tag{10}
\end{equation*}
$$

The following result is a variant of [47, Proposition 2], which is a crucial component to obtain the complexity bound for our algorithm. This result is independent of a particular derivative-free line search. Here we use the basic line search algorithm, which is different from the line search algorithm of [47].

Proposition 2.1. Consider $x, d \in \mathbb{R}^{n}$ and $\Delta_{f} \geq 0$, where $\Delta_{f}$ is a threshold on $f$. Then, we show that at least one of the following conditions is satisfied:
(i) $f(x+d)<f(x)-\Delta_{f}$,
(ii) $f(x+d)>f(x)+\Delta_{f}$ and $f(x-d)<f(x)-\Delta_{f}$,
(iii) $\left|g(x)^{T} d\right| \leq \Delta_{f}+\frac{1}{2} L^{2}\|d\|^{2}$.

Proof. We assume that (iii) does not satisfy. Hence, we have

$$
\left|g(x)^{T} d\right|>\Delta_{f}+\frac{1}{2} L^{2}\|d\|^{2} .
$$

Although the condition (4) holds, we cannot guarantee $g(x)^{T} d<0$ because the true matrix $J(x)$ at $x$ is not available in $g(x)=J(x)^{T} F(x)$. Hence, we consider the proof in the following two cases:
CASE 1. If $g(x)^{T} d \leq 0$, from (9) and (10), we have

$$
\begin{equation*}
f(x+d)-f(x) \leq g(x)^{T} d+\frac{1}{2} L^{2}\|d\|^{2}=-\left|g(x)^{T} d\right|+\frac{1}{2} L^{2}\|d\|^{2}<-\Delta_{f} ; \tag{11}
\end{equation*}
$$

hence (i) holds.
CASE 2. If $g(x)^{T} d \geq 0$, from (9) and (10), we have

$$
\begin{equation*}
f(x-d)-f(x) \leq g(x)^{T}(-d)+\frac{1}{2} L^{2}\|d\|^{2}=-\left|g(x)^{T} d\right|+\frac{1}{2} L^{2}\|d\|^{2}<-\Delta_{f} \tag{12}
\end{equation*}
$$

hence the second inequality of (ii) holds. The first inequality of (ii)

$$
f(x+d)-f(x) \geq g(x)^{T} d-\frac{1}{2} L^{2}\|d\|^{2}>\Delta_{f}
$$

is obtained.

In exact precision arithmetic, the aim is to obtain an exact solution of the problem (1). However, in the presence of finite precision arithmetic, the algorithm may get stuck before finding an approximate solution of (1), especially in nearly flat areas of the search space. For a finite termination, the theoretical criterion (8) is used to find an $\varepsilon$-approximate solution of (1).

### 2.5. Existing derivative-free directions

We here discuss several conjugate gradient (CG) type directions and their derivative-free variants.

Let us begin with a well-known CG method that aims to minimize an unconstrained smooth function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, using the iterative formula:

$$
\begin{equation*}
x_{k+1}=x_{k}+\alpha_{k} d_{k}, \quad \forall k \geq 0, \tag{13}
\end{equation*}
$$

where $\alpha_{k}$ is a step size determined by a line search procedure. The search direction

$$
\begin{equation*}
d_{0}:=-g\left(x_{0}\right), \quad d_{k}:=-g\left(x_{k}\right)+\beta_{k} d_{k-1}, \quad \forall k \geq 1 \tag{14}
\end{equation*}
$$

is computed, where $g\left(x_{k}\right)$ is the true gradient of $f(x)$ at $x_{k}$ and $\beta_{k} \in \mathbb{R}$ is the CG parameter.

Some classical famous formulas of the CG parameter are
(i) $\beta_{k}^{P R P}:=\frac{g\left(x_{k}\right)^{T} v_{k-1}}{\left\|g\left(x_{k-1}\right)\right\|^{2}}$ of Polak-Ribere-Polyak (PRP) $[36,37]$, where $v_{k}:=g\left(x_{k}\right)-$ $g\left(x_{k-1}\right) ;$
(ii) $\beta_{k}^{F R}:=\frac{\left\|g\left(x_{k}\right)\right\|^{2}}{\left\|g\left(x_{k-1}\right)\right\|^{2}}$ of Fletcher-Reeves (FR) [26];
(iii) $\beta_{k}^{L S}:=\frac{g\left(x_{k}\right)^{T} v_{k-1}}{-d_{k-1}^{T} g\left(x_{k-1}\right)}$ of Liu-Storey (LS) [32];
(iv) $\beta_{k}^{D Y}:=\frac{\left\|g\left(x_{k}\right)\right\|^{2}}{d_{k-1}^{T} v_{k-1}}$ of Dai-Yuan (DY) [25].
(v) $\beta_{k}^{D L}:=\frac{g\left(x_{k}\right)^{T} v_{k-1}}{d_{k-1}^{T} v_{k-1}}-t \frac{g\left(x_{k}\right)^{T} s_{k-1}}{d_{k-1}^{T} v_{k-1}}$ of Dai-Liao (DL) [48], where $t \geq 0$ and $s_{k}:=$ $x_{k}-x_{k-1}$.

For the other CG type directions; see the survey [28].
To identify an $\varepsilon$-approximate solution of (1), BLSA generates the sequence $\left\{x_{k}\right\}_{k \geq 0}$ given by

$$
\begin{equation*}
x_{k+1}=x_{k}-\lambda_{k} F\left(z_{k}\right), \quad \lambda_{k}=\frac{F\left(z_{k}\right)^{T}\left(x_{k}-z_{k}\right)}{\left\|F\left(z_{k}\right)\right\|^{2}} \tag{15}
\end{equation*}
$$

with the trial point $z_{k}=x_{k}+\alpha_{k} d_{k}$. As a cheap and useful choice for $d_{k}$, based on CG directions this paper focuses on the following three derivative-free search directions:
(a) Motivated by the PRP method, the derivative-free direction

$$
d_{0}=-F\left(x_{0}\right), d_{k}=-F\left(x_{k}\right)+\beta_{k} d_{k-1}
$$

was proposed in [24], where $\beta_{k}=\frac{F\left(x_{k}\right)^{T} y_{k-1}}{\left\|F\left(x_{k-1}\right)\right\|}$ and $y_{k}=F\left(x_{k}\right)-F\left(x_{k-1}\right)$.
(b) Inspired by the FR method, the derivative-free direction

$$
d_{0}=-F\left(x_{0}\right), d_{k}=-F\left(x_{k}\right)+\beta_{k}^{F R} v_{k-1}-\theta_{k} F\left(x_{k}\right)
$$

was proposed in [35] with $\beta_{k}^{F R}=\frac{\left\|F\left(x_{k}\right)\right\|^{2}}{\left\|F\left(x_{k-1}\right)\right\|^{2}}$ and the three different choices

$$
\theta_{k}^{(1)}=\frac{F\left(x_{k}\right)^{T} v_{k-1}}{\left\|F\left(x_{k-1}\right)\right\|^{2}}, \quad \theta_{k}^{(2)}=\frac{\left\|F\left(x_{k}\right)\right\|^{2}\left\|v_{k-1}\right\|^{2}}{\left\|F\left(x_{k-1}\right)\right\|^{4}}, \quad \theta_{k}^{(3)}=\theta_{k}^{(1)}+\left(\beta_{k}^{F R}\right)^{2}
$$

where $v_{k}=z_{k}-x_{k}$.
(c) Motivated by the LS method, the derivative-free direction

$$
d_{0}=-F\left(x_{0}\right), d_{k}=-F\left(x_{k}\right)+\beta_{k}^{E L S} d_{k-1}
$$

was proposed in [49], where $\beta_{k}^{E L S}=\frac{F\left(x_{k}\right)^{T} y_{k-1}}{F\left(x_{k-1}\right)^{T} d_{k-1}}-t \frac{\left\|y_{k-1}\right\|^{2} F\left(x_{k}\right)^{T} d_{k-1}}{\left(F\left(x_{k-1}\right)^{T} d_{k-1}\right)^{2}}$ and $t \geq \frac{1}{4}$.

These methods are particularly well-suited for tackling large-scale non-smooth problems, since they utilize only function values and require minimal memory. Furthermore, the stability of the search directions is independent of the type of line search employed. It has been demonstrated that the sequence $\left\{x_{k}\right\}_{k \geq 0}$ generated by these methods globally converges to the solution of (1), provided that the underlying mapping $F$ is monotone
and $L$-Lipschitz continuous [18]. In Section 5, we present and evaluate several derivativefree directions that are based on the well-known CG directions and compare them with our proposed method.

## 3. Modified derivative-free algorithm

As mentioned in the introduction, several iterative inertial methods have been proposed in [29-31] for obtaining an $\varepsilon$-approximate solution of nonlinear monotone equations (1) in Euclidean space. The authors established that the sequences generated by their methods converge globally to the solution of the problem under mild conditions. Their primary contribution is in achieving an $\varepsilon$-approximate solution to (1) at a faster rate.

As discussed in Section 2, the concepts of MP and LP points were defined. Since BLSA cannot guarantee that the two points used to construct the inertial method are the previous MP points, the traditional inertial point has a low probability of being an MP point. To address this issue, the inertial point must ideally be constructed based on the previous MP points, or at the very least, a point in close proximity to the previous MP points. Hence, SILSA reduces the oscillation intensity of the residual norm by moving from regions containing LP points to regions containing MP points.

### 3.1. Novel subspace inertial method

In this section, we present a novel subspace inertial method that chooses the ingredients of the subspace from the previous MP points, thereby accelerating convergence to an $\varepsilon$ approximate solution of (1).

Let $\left\{x_{k}\right\}_{k \geq 0}$ be the sequence generated by our method. At the $k$ th iteration of SILSA, we save the points generated by SILSA as the columns of the matrix $X_{n \times m}$ and their residual norms as the components of the vector

$$
\mathrm{NF}_{1 \times m}^{k}:=\left(\left\|F\left(X_{: 1}^{k}\right)\right\|, \ldots,\left\|F\left(X_{: m}^{k}\right)\right\|\right)
$$

Here the $j$ th column of $X^{k}$ is denoted by $X_{: j}^{k}$ and $m$ is the subspace dimension. We now introduce our novel subspace inertial point

$$
\begin{equation*}
w_{k}:=x_{k}+e_{k} \sum_{j=1}^{m-1} \lambda_{j}\left(X_{: j+1}^{k}-X_{: j}^{k}\right), \tag{16}
\end{equation*}
$$

where the extrapolation step size

$$
\begin{equation*}
e_{k}:=\min \left\{e_{\max }, k^{-2}\left\|\sum_{j=1}^{m-1} \lambda_{j}\left(X_{: j+1}^{k}-X_{: j}^{k}\right)\right\|^{-2}\right\} \tag{17}
\end{equation*}
$$

is computed, so that the condition

$$
\begin{equation*}
\sum_{k=1}^{\infty}\left\|\sum_{j=1}^{m-1} \lambda_{j}\left(X_{: j+1}^{k}-X_{: j}^{k}\right)\right\|<\infty \tag{18}
\end{equation*}
$$

is satisfied. Here $0<e_{\max } \leq 1$ is the maximum value for $e_{k}$ and $0<\lambda_{j}<1$ for $j=1, \cdots, m-1$ are called subspace step sizes, satisfying

$$
\begin{equation*}
\sum_{j=1}^{m-1} \lambda_{j}=1 . \tag{19}
\end{equation*}
$$

These subspace step sizes will be chosen in Section 5 such that (19) holds. The condition (18) results in $\alpha_{k}\left\|d_{k}\right\| \rightarrow 0$ (see Lemma 4.1, below), where $\alpha_{k}$ satisfies the line search condition (3). This result guarantees the global convergence for SILSA (see Theorem 4.3, below).

To update the matrix $X^{k}$ and the vector $\mathrm{NF}^{k}$ at the $k$ th iteration of SILSA, we replace the LP point with a new MP point (if any). Therefore, we use the new subspace inertial point (16), which involves a weighted average of the $m$ previous MP points. This increases the chance of discovering an MP point by SILSA, i.e., $x_{b}$ with $b=\underset{i=1: m}{\operatorname{argmin}}\left(\mathrm{NF}_{i}^{k}\right)$.

It should be noted that when $m=2$, the traditional inertial point (6) differs from our subspace inertial point (16), because (16) replaces the LP point among the previous MP points with a new point. This means that (16) is not restricted to using only the two previous points $x_{k-1}$ and $x_{k}$, while the traditional inertial point (6) is limited to exactly these two points. If these two points are LP points, then BLSA using (6) cannot move quickly from regions with LP points to regions with MP points, while SILSA using (16) has a good chance of having more MP points in the subspace inertial, since the subspace inertial is updated by removing LP points as described above.

### 3.2. Novel derivative-free direction

Motivated by the CG method given in [32], we introduce the spectral derivative-free direction

$$
d_{k}:= \begin{cases}-\theta_{0} F\left(w_{k}\right) & \text { if } k=0,  \tag{20}\\ -\theta_{k} F\left(w_{k}\right)+\beta_{k}^{D F L S} d_{k-1} & \text { if } k \geq 1,\end{cases}
$$

with the scalar parameter

$$
\begin{equation*}
\beta_{k}^{D F L S}:=-\frac{F\left(w_{k}\right)^{T} y_{k-1}}{F\left(w_{k-1}\right)^{T} d_{k-1}} \tag{21}
\end{equation*}
$$

and the spectral parameter

$$
\theta_{k}:= \begin{cases}c & \text { if } k=0  \tag{22}\\ c+\beta_{k}^{D F L S} \frac{F\left(w_{k}\right)^{T} d_{k-1}}{\left\|F\left(w_{k}\right)\right\|^{2}} & \text { if } k \geq 1\end{cases}
$$

where $0<c<1$ is given and $w_{k}$ comes from (16).
Lemma 3.1. The search direction $d_{k}$ computed by (20) for $k \geq 0$ satisfies the descent condition (4).

Proof. For the tuning parameter $0<c<1, d_{0}^{T} F\left(w_{0}\right)=-c\left\|F\left(w_{0}\right)\right\|^{2}$ and

$$
\begin{aligned}
d_{k}^{T} F\left(w_{k}\right) & =\left(-\theta_{k} F\left(w_{k}\right)+\beta_{k}^{D F L S} d_{k-1}\right)^{T} F\left(w_{k}\right) \\
& =-\left(c+\beta_{k}^{D F L S} \frac{F\left(w_{k}\right)^{T} d_{k-1}}{\left\|F\left(w_{k}\right)\right\|^{2}}\right)\left\|F\left(w_{k}\right)\right\|^{2}+\beta_{k}^{D F L S} F\left(w_{k}\right)^{T} d_{k-1} \\
& =-c\left\|F\left(w_{k}\right)\right\|^{2} \text { for } k \geq 1
\end{aligned}
$$

hence $d_{k}$ satisfies (4) for all $k \geq 0$.

### 3.3. Subspace inertial line search with SILSA

In this subsection, we introduce a detailed description of our subspace inertial derivativefree algorithm, which we call SILSA. This algorithm is designed to find an $\varepsilon$-approximate solution of (1) and is an improved version of BLSA that incorporates the subspace inertial method for faster convergence. In practice, the new subspace inertial method generates points that are, at worst, close to the previous MP points. Specifically, the new method replaces one of the previous MP points with the greatest residual norm. This substitution causes SILSA to move from regions with LP points to regions with MP points, and in practice quickly finds an approximate solution of (1).

```
Algorithm 1 SILSA, subspace inertial line search algorithm for (1)
    1: Given above tuning parameters.
    S0 (initialization)
    choose \(x_{0} \in \mathbb{R}^{n}\) and \(\lambda_{j} \in(0,1)\) for \(j=1, \cdots, m-1\);
    Set \(w_{0}=x_{0}, d_{0}=-F\left(w_{0}\right), F\left(w_{0}\right)=F\left(x_{0}\right), \mathrm{NF}_{0}^{0}=\left\|F\left(x_{0}\right)\right\|, X_{: 0}^{0}=x_{0}, e_{0}=e_{\max }\),
    and \(\delta_{0}=\delta_{\text {max }}\);
    for \(k=0,1,2, \cdots\) do \(\quad \triangleright\) start of the main loop
        S1 (performing the line search along \(d_{k}\) )
        \(\operatorname{run}\left[z_{k}, F\left(z_{k}\right)\right]=\operatorname{lineSearch}\left(\delta_{k}, d_{k}, \sigma, r, w_{k}\right)\);
        if \(\left\|F\left(z_{k}\right)\right\|<\varepsilon\) then, set \(x_{k}=z_{k}\); return; \(\quad \triangleright\) the stopping test
        else
        S2 (checking reduction in the residual norm)
            \(\operatorname{run}\left[\delta_{k+1}, e_{k+1}\right]=\operatorname{checkDec}\left(\bar{\gamma}, \delta_{\max }, e_{\max }, \omega_{d}, \delta_{k}, e_{k}, F\left(w_{k}\right), F\left(z_{k}\right)\right)\);
        S3 (projecting \(w_{k}\) into Hyperplane \(H:=\left\{w \in \mathbb{R}^{n} \mid F\left(z_{k}\right)^{T}\left(w-z_{k}\right)=0\right\}\) )
        run \(\left[x_{k+1}, F\left(x_{k+1}\right)\right]=\operatorname{projectPoint}\left(z_{k}, F\left(z_{k}\right), w_{k}\right)\);
        if \(\left\|F\left(x_{k+1}\right)\right\|<\varepsilon\), then, return; end if \(\quad \triangleright\) the stopping test
            S4 (update the subspace information)
        run \(\left[X^{k+1}, \mathrm{NF}^{k+1}\right]=\operatorname{updateSubspace}\left(k, m, X^{k}, \mathrm{NF}^{k}, x_{k+1}, F\left(x_{k+1}\right)\right)\);
            S5 (update the ( \(k+1\) )th subspace inertial point)
            compute \(w_{k+1}\) by (16);
                if \(\left\|F\left(w_{k+1}\right)\right\|<\varepsilon\), then, set \(x_{k+1}=w_{k+1}\); return end if \(\triangleright\) the stopping test
                if \(\delta_{k+1} \leq \delta_{\text {min }}\), then return; end if \(\quad \triangleright\) the stopping test
                set \(y_{k}=F\left(w_{k+1}\right)-F\left(w_{k}\right)\);
            S6 (computing the ( \(k+1\) )th search direction)
                run \(d_{k+1}=\operatorname{searchDir}\left(c, w_{k}, w_{k+1}, y_{k}, d_{k}\right)\);
        end if
    end for
                                    \(\triangleright\) end of the main loop
```

The SILSA algorithm incorporates several tuning parameters: $\sigma>0$ and $0<\bar{\gamma}<1$ (the line search parameters), $0 \leq \delta_{\min }<1$ (the minimum threshold for $\delta_{k}$ ), $0<\delta_{\min }<$ $\delta_{\max } \leq 1$ (the initial value for $\delta_{k}$ ), $\omega_{d}>1$ (the parameter for updating $\delta_{k}$ ), $0<c<1$ (the parameter for computing $d_{k}$ ), $m \geq 2$ (the subspace dimension), $r \in(0,1)$ (the parameter for reducing $\alpha_{k}$ ), and $0 \leq e_{\max }<1$ (the maximum value for $e_{k}$ ).

We now describe how SILSA algorithm works:
(S0) (Initialization) First, we choose an initial point $x_{0} \in \mathbb{R}^{n}$. Next, we select the inertial weights $0<\lambda_{j}<1$, for $j=1, \cdots, m-1$ such that the condition $\sum_{j=1}^{m-1} \lambda_{j}=1$ is satisfied. We then choose the initial inertial point $w_{0}=x_{0}$, and set the search direction to the negative residual vector at $x_{0}$. The initial parameter $e_{0}$ for adjusting the inertial point is set to the tuning parameter $0<e_{\max } \leq 1$, while the initial step size $0<\delta_{0}<\infty$ is set to the tuning parameter $0<\delta_{\max } \leq 1$.
(S1) (Line search algorithm) At the $k$ the iteration, SILSA performs lineSearch (line 5) along the derivative-free direction $d_{k}$ ( $d_{k}$ is computed by searchDir in line 16 for $k \geq 1$ ). Initially, lineSearch sets $j=0$ and takes the initial step size

$$
\begin{equation*}
\alpha_{k, 0}:=\delta_{k} \tag{23}
\end{equation*}
$$

The other step sizes are then reduced by a given factor $0<r<1$ according to

$$
\begin{equation*}
\alpha_{k, j+1}:=r \alpha_{k, j} \text { for } j \geq 0 \tag{24}
\end{equation*}
$$

and $j$ is increased until the line search condition

$$
\begin{equation*}
-F\left(w_{k}+\alpha_{k, j} d_{k}\right)^{T} d_{k} \geq \sigma \alpha_{k, j}\left\|F\left(w_{k}+\alpha_{k, j} d_{k}\right)\right\|\left\|d_{k}\right\|^{2} \tag{25}
\end{equation*}
$$

is satisfied. Once this condition holds, we set $\alpha_{k}:=\alpha_{k, j}$ and compute the accepted point

$$
\begin{equation*}
z_{k}:=w_{k}+\alpha_{k} d_{k} \tag{26}
\end{equation*}
$$

and its residual vector $F\left(z_{k}\right)$. If $\left\|F\left(z_{k}\right)\right\|$ is below a given threshold $\varepsilon>0, z_{k}$ is chosen as an approximate solution of (1), and SILSA terminates.
(S2) (Checking reduction of the residual norm) If $\left\|F\left(z_{k}\right)\right\|>\varepsilon$, then checkDec (line 8) checks whether or not the decrease condition

$$
\begin{equation*}
f\left(z_{k}\right)<f\left(w_{k}\right)-\bar{\gamma} \delta_{k} \tag{27}
\end{equation*}
$$

holds, where $f\left(z_{k}\right):=\frac{1}{2}\left\|F\left(z_{k}\right)\right\|^{2}$ and $f\left(w_{k}\right):=\frac{1}{2}\left\|F\left(w_{k}\right)\right\|^{2}$. Accordingly, using the tuning parameter $\omega_{d}>1$, it then either increases the step size $\delta_{k}$ of the decrease condition (27), i.e.,

$$
\begin{equation*}
\delta_{k+1}:=\min \left(\omega_{d} \delta_{k}, \delta_{\max }\right) \tag{28}
\end{equation*}
$$

or decreases it, i.e.,

$$
\begin{equation*}
\delta_{k+1}:=\delta_{k} / \omega_{d} . \tag{29}
\end{equation*}
$$

Moreover, the extrapolation step size $e_{k}$ is computed by (17).
(S3) (Projection of $w_{k}$ into the hyperplane $\left.H:=\left\{w \in \mathbb{R}^{n} \mid F\left(z_{k}\right)^{T}\left(w-z_{k}\right)=0\right\}\right)$ The point $w_{k}$ is projected into $H$ by projectPoint (line 9) and then the new point

$$
\begin{equation*}
x_{k+1}:=w_{k}-\mu_{k} F\left(z_{k}\right) \tag{30}
\end{equation*}
$$

is computed with the step size $\mu_{k}:=\frac{F\left(z_{k}\right)^{T}\left(w_{k}-z_{k}\right)}{\left\|F\left(z_{k}\right)\right\|^{2}}$, and its residual norm $\left\|F\left(x_{k+1}\right)\right\|$. If $\left\|F\left(x_{k+1}\right)\right\|$ is below a given threshold $\varepsilon>0, x_{k+1}$ is chosen as an approximate solution of (1) and SILSA ends.
(S4) (Update of the subspace of the old points) If the norm of the residual vector at the next point $x_{k+1}$, denoted by $\left\|F\left(x_{k+1}\right)\right\|$, is greater than a given threshold $\varepsilon>0$ then updateSubspace updates the information of the subspace inertial point, which includes the matrix $X^{k}$ and the vector $\mathrm{NF}^{k}$ (defined in Section 3.1) in line 11. If the current iteration $k+1 \geq m$ holds, then a new point is added to the subspace. Specifically, we find the index $i_{w}$ of the previous MP point with the largest residual norm and replace it with the new point $x_{k+1}$, i.e.,

$$
i_{w}:=\underset{i=1: m}{\operatorname{argmax}}\left\{\mathrm{NF}_{: i}^{k+1}\right\}, \quad X_{: i_{w}}^{k+1}=x_{k+1}, \quad \mathrm{NF}_{: i_{w}}^{k+1}=\left\|F\left(x_{k+1}\right)\right\| .
$$

On the other hand, if $k+1<m$, we set $X_{: k+1}^{k+1}=x_{k+1}$ and $\mathrm{NF}_{: k+1}^{k+1}=\left\|F\left(x_{k+1}\right)\right\|$. By adding more points with the lower residual norm to the subspace, this strategy increases the chance of finding an $\varepsilon$-approximate solution of (1).
(S5) (Computation of a new inertial point) After calculating the new subspace inertial point $w_{k+1}$ by (16) and determining its residual norm, if the value of $\left\|F\left(w_{k+1}\right)\right\|$ is found to be less than a certain specified threshold $\varepsilon>0$, then $w_{k+1}$ is considered as an approximate solution for (1), and SILSA terminates. Alternatively, if $\delta_{k}$ is found to be less than a given threshold $\delta_{\min }>0$, then $w_{k}$ is considered as an approximate solution for (1), and SILSA terminates.
(S6) (Computation of the search direction) If the value of $\left\|F\left(w_{k+1}\right)\right\|$ is greater than $\varepsilon$, the difference between the residual at the inertial points $w_{k+1}$ and $w_{k}$, denoted by $y_{k}:=F\left(w_{k+1}\right)-F\left(w_{k}\right)$, is computed. Then the derivative-free direction $d_{k+1}$ is computed by (20), whose step sizes $\beta_{k}^{D F L S}$ and $\theta_{k+1}$ have been computed by (21) and (22), which depend on the values of $y_{k}, d_{k}, w_{k}$, and $w_{k+1}$.
The tuning parameters $\delta_{\text {max }}, \delta_{\text {min }}, \omega_{d}$, and $r$ appear in the complexity bound on the number of function evaluations, which is discussed in Section 4.3. It is worth noting that, based on the update rules for $\delta_{k}$ in (28) and (29), $\delta_{k}$ is always less than or equal to $\delta_{\max }$ for all values of $k$.

## 4. Convergence analysis and complexity

In this section, we first present several auxiliary results, that are necessary to establish global convergence and the complexity bounds, and then the main theoretical results.

### 4.1. Some auxiliary results

The following results have a key role in proving global convergence.
Lemma 4.1. Let $\left\{w_{k}\right\}_{k \geq 0}$ and $\left\{x_{k}\right\}_{k \geq 0}$ be the two sequences generated by SILSA, assume that the assumptions (A1)-(A3) hold, and define $\Delta^{k}:=\max _{j=1: m-1}\left|X_{: j+1}^{k}-X_{: j}^{k}\right|$. Then:
(i) The inequality

$$
\begin{equation*}
\left\|x_{k+1}-x^{*}\right\|^{2} \leq\left\|w_{k}-x^{*}\right\|^{2}-\sigma^{2}\left\|w_{k}-z_{k}\right\|^{4} \tag{31}
\end{equation*}
$$

holds.
(ii) The sequence $\left\{x_{k}\right\}_{k \geq 0}$ is bounded,

$$
\sum_{k=0}^{\infty}\left\|w_{k}-z_{k}\right\|^{4}<\infty
$$

and so

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|w_{k}-z_{k}\right\|=\lim _{k \rightarrow \infty} \alpha_{k}\left\|d_{k}\right\|=0 \tag{32}
\end{equation*}
$$

(iii) $\Delta^{k}$ is finite and

$$
\begin{equation*}
\sum_{j=1}^{m-1} \lambda_{j}\left\|X_{: j+1}^{k}-X_{: j}^{k}\right\| \leq(m-1) \Delta^{k}<\infty \tag{33}
\end{equation*}
$$

(iv) There exists a positive constant $\bar{\Gamma}_{w}$ such that

$$
\begin{equation*}
\left\|F\left(w_{k}\right)\right\| \leq \bar{\Gamma}_{w}, \quad \forall k \geq 0 \tag{34}
\end{equation*}
$$

(v) If the direction $d_{k}$ is bounded, i.e., $\left\|d_{k}\right\| \leq \Gamma_{d}$ for a positive constant $\Gamma_{d}$, then there exists a positive constant $\Gamma_{z}$ such that

$$
\begin{equation*}
\left\|F\left(z_{k}\right)\right\| \leq \Gamma_{z}, \quad \forall k \geq 0 \tag{35}
\end{equation*}
$$

Here, $z_{k}$ is from (26).
(vi) If $F\left(w_{k}\right) \neq 0$ for any $k$, then $\left\|d_{k}\right\| \geq c\left\|F\left(w_{k}\right)\right\|$ and $d_{k} \neq 0$.

Proof. Let $x^{*}$ be the solution of equation (1) and $x^{*} \in \mathbf{X}^{*} \subset \mathbb{R}^{n}$ be the set of feasible solutions.
(i-ii) The proof can be done like the proof of [29, Lemma 4.5], but with the difference that the extrapolation step size (17) and the condition (18) are used instead of the traditional extrapolation step size (6) and the condition (7), respectively.
(iii) There exist two positive integers $k>k^{\prime}$ such that

$$
\Delta^{k}=\max _{j=1: m-1}\left\|X_{: j+1}^{k}-X_{: j}^{k}\right\|=\left\|x_{k}-x_{k^{\prime}}\right\| \leq\left\|x_{k}\right\|+\left\|x_{k^{\prime}}\right\|<\infty
$$

due to (ii). Then, the condition (33) holds, because $0<m<\infty$ and $\sum_{j=1}^{m-1} \lambda_{j}=1$.
(iv) From (ii), since $\left\{x_{k}\right\}_{k \geq 0}$ is bounded, there exists a positive constant $\Gamma_{0}$ such that $\left\|x_{k}\right\| \leq \Gamma_{0}$ for all $k \geq 0$. From (17) and since $0<e_{\max } \leq 1$, we obtain $e_{k} \leq e_{\max } \leq$ 1 for all $k$. Hence, by (16) and (33), the sequence $\left\{w_{k}\right\}_{k \geq 0}$ is bounded above, i.e.,

$$
\begin{aligned}
\left\|w_{k}\right\| & =\left\|x_{k}+e_{k} \sum_{j=1}^{m-1} \lambda_{j}\left(X_{: j+1}-X_{: j}\right)\right\| \\
& \leq\left\|x_{k}\right\|+e_{k} \sum_{j=1}^{m-1} \lambda_{j}\left\|X_{: j+1}-X_{: j}\right\| \\
& \leq \Gamma_{0}+2 \Gamma_{0}(m-1)=(2 m-1) \Gamma_{0}
\end{aligned}
$$

hence $F$ is continuous from (A1) and therefore (34) is valid.
(v) From (23), (28), and since $0<\delta_{\max } \leq 1$, we obtain $\alpha_{k} \leq \delta_{\max } \leq 1$ for all $k$. Hence, (26) and (iv) result in

$$
\left\|z_{k}\right\|=\left\|w_{k}+\alpha_{k} d_{k}\right\| \leq\left\|w_{k}\right\|+\left\|d_{k}\right\| \leq(2 m-1) \Gamma_{0}+\Gamma_{d} .
$$

Therefore the continuity of $F$ implies that (35) is valid.
(vi) From (4) and the fact that $F\left(w_{k}\right) \neq 0$ for all $k$, we have

$$
-\left\|d_{k}\right\| \leq \frac{F\left(w_{k}\right)^{T} d_{k}}{\left\|F\left(w_{k}\right)\right\|} \leq-c\left\|F\left(w_{k}\right)\right\|<0
$$

resulting in $d_{k} \neq 0$.

In the following result, under the assumption that the residual norms are bounded below, upper and lower bounds for search directions and step sizes are restricted.

Proposition 4.2. Let $\left\{x_{k}\right\}_{k \geq 0}$ and $\left\{w_{k}\right\}_{k \geq 0}$ be the two sequences generated by SILSA and assume that the assumptions (A1)-(A3) hold. If there is a positive constant $\underline{\Gamma}_{w}$ such that $\left\|F\left(w_{k}\right)\right\| \geq \underline{\Gamma}_{w}$ for all $k$, then the following two statements are valid:
(i) The search directions $d_{k}$ are bounded above, i.e.,

$$
\begin{equation*}
0<\left\|d_{k}\right\| \leq \Gamma_{d}:=c \bar{\Gamma}_{w}+\frac{4 \bar{\Gamma}_{w}^{2}}{c \underline{\Gamma}_{w}^{2} \sigma} \quad \forall k \tag{36}
\end{equation*}
$$

where $\sigma$ is from the line search condition (25), $\bar{\Gamma}_{w}$ is from (34), and $c$ is from (4).
(ii) If the line search condition (25) cannot be satisfied, then line search step sizes $\alpha_{k}$ are bounded, i.e.,

$$
\begin{equation*}
\underline{\alpha}:=\frac{r c \bar{\Gamma}_{w}^{2}}{\left(L+\sigma \Gamma_{z}\right) \Gamma_{d}^{2}} \leq \alpha_{k} \leq \delta_{\max } \leq 1 \tag{37}
\end{equation*}
$$

where $r$ is from the line search condition (25), $L$ is from (A2), and $\delta_{\max }$ is a tuning parameter.

Proof. By the Cauchy-Schwartz inequality and (25), we have

$$
\left\|F\left(z_{k}\right)\right\|\left\|w_{k}-z_{k}\right\| \geq F\left(z_{k}\right)^{T}\left(w_{k}-z_{k}\right) \geq \sigma \alpha_{k, j}^{2}\left\|F\left(z_{k}\right)\right\|\left\|d_{k}\right\|^{2}=\sigma\left\|F\left(z_{k}\right)\right\|\left\|w_{k}-z_{k}\right\|^{2}
$$

Thus, we obtain

$$
\begin{equation*}
\sigma\left\|w_{k}-z_{k}\right\| \leq 1, \quad \forall k \geq 0 \tag{38}
\end{equation*}
$$

It follows from Lemma 4.1(iv), (4), (20), (34), and (38) that,

$$
\begin{aligned}
\left|\theta_{k}\right| & =\left|c-\frac{\left(F\left(w_{k}\right)^{T} y_{k-1}\right)\left(F\left(w_{k}\right)^{T} d_{k-1}\right)}{F\left(w_{k-1}\right)^{T} d_{k-1}\left\|F\left(w_{k}\right)\right\|^{2}}\right| \\
& \leq c+\frac{\left\|F\left(w_{k}\right)\right\|\left\|y_{k-1}\right\|\left\|F\left(w_{k}\right)\right\|\left\|d_{k-1}\right\|}{\left|F\left(w_{k-1}\right)^{T} d_{k-1}\right|\left\|F\left(w_{k}\right)\right\|^{2}}
\end{aligned}
$$

and $\left|\beta_{k}^{D F L S}\right|=\left|\frac{F\left(w_{k}\right)^{T} y_{k-1}}{F\left(w_{k-1}\right)^{T} d_{k-1}}\right| \leq \frac{\left\|F\left(w_{k}\right)\right\|\left\|y_{k-1}\right\|}{\left|F\left(w_{k-1}\right)^{T} d_{k-1}\right|}$, resulting in

$$
\begin{aligned}
0<\left\|d_{k}\right\| & =\left\|-\theta_{k} F\left(w_{k}\right)+\beta_{k}^{D F L S} d_{k-1}\right\| \leq c\left\|F\left(w_{k}\right)\right\|+2 \frac{\left\|F\left(w_{k}\right)\right\|\left\|y_{k-1}\right\|}{\left|F\left(w_{k-1}\right)^{T} d_{k-1}\right|}\left\|d_{k-1}\right\| \\
& \leq c\left\|F\left(w_{k}\right)\right\|+4 \frac{\bar{\Gamma}_{w}^{2}}{c\left\|F\left(w_{k-1}\right)\right\|^{2}}\left\|w_{k-1}-z_{k-1}\right\| \leq \Gamma_{d}=c \bar{\Gamma}_{w}+\frac{4 \bar{\Gamma}_{w}^{2}}{c \underline{\Gamma}_{w}^{2} \sigma}
\end{aligned}
$$

(ii) From Lemma $4.1(\mathrm{vi}), d_{k} \neq 0$. We show that lineSearch always terminates in a finite number of steps. From (23), we have $\alpha_{k, 0}=\delta_{k}$. Then according to the role of
updating $\alpha_{k, j}$ in (24) we have $\alpha_{k, j}=r^{-j} \delta_{k}$. If the condition (25) with $\alpha_{k, j}=r^{-j} \delta_{k}$ does not hold, i.e.,

$$
\begin{equation*}
-F\left(w_{k}+r^{-j} \delta_{k} d_{k}\right)^{T} d_{k}<\sigma r^{-j} \delta_{k}\left\|F\left(w_{k}+r^{-j} \delta_{k} d_{k}\right)\right\|\left\|d_{k}\right\|^{2} \tag{39}
\end{equation*}
$$

as $j$ goes to infinity, we have $-F\left(w_{k}\right)^{T} d_{k}<0$, which contradicts (4), since $\delta_{k} \leq \delta_{\max }$, $\left\|d_{k}\right\| \leq \Gamma_{d}($ from (i) $)$, and $\left\|F\left(w_{k}+r^{-j} \delta_{k} d_{k}\right)\right\|=\left\|F\left(w_{k}\right)\right\| \leq \Gamma_{z}$. Hence lineSearch terminates finitely; there is a positive integer $j^{\prime}$ such that

$$
\alpha_{k}=\alpha_{k, j^{\prime}}=r^{-j^{\prime}} \delta_{k}
$$

satisfying (25). As long as (39) holds, applying (22) into (4) and using (A2), we have

$$
\begin{aligned}
c\left\|F\left(w_{k}\right)\right\|^{2} & =-F\left(w_{k}\right)^{T} d_{k} \\
& =\left(F\left(w_{k}+r^{-\left(j^{\prime}-1\right)} \delta_{k}, d_{k}\right)^{T} d_{k}-F\left(w_{k}\right)^{T} d_{k}\right)-F\left(w_{k}+r^{-\left(j^{\prime}-1\right)} \delta_{k} d_{k}\right)^{T} d_{k} \\
& \leq \operatorname{Lr}^{-\left(j^{\prime}-1\right)} \delta_{k}\left\|d_{k}\right\|^{2}+\sigma r^{-\left(j^{\prime}-1\right)} \delta_{k}\left\|F\left(w_{k}+r^{-\left(j^{\prime}-1\right)} \delta_{k} d_{k}\right)\right\|\left\|d_{k}\right\|^{2},
\end{aligned}
$$

leading to

$$
\delta_{\max } \geq \alpha_{k}=r^{-j^{\prime}} \delta_{k} \geq \frac{r c\left\|F\left(w_{k}\right)\right\|^{2}}{\left(L+\sigma\left\|F\left(w_{k}+r^{-\left(j^{\prime}-1\right)} \delta_{k} d_{k}\right)\right\|\right)\left\|d_{k}\right\|^{2}} \geq \underline{\alpha}=\frac{r c \bar{\Gamma}_{w}^{2}}{\left(L+\sigma \Gamma_{z}\right) \Gamma_{d}^{2}}
$$

from Lemma 1(iv).

### 4.2. Convergence analysis

The following result is the main global convergence of SILSA. The variants of this result can be found in [29-31], but with the different inertial point.

Theorem 4.3. Suppose that (A1)-(A3) hold and $\left\{w_{k}\right\}_{k \geq 0},\left\{z_{k}\right\}_{k \geq 0},\left\{x_{k}\right\}_{k \geq 0}$ are the three sequences generated by SILSA. Let $\delta_{\min }=0$. Then, at least one of

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|F\left(z_{k}\right)\right\|=0, \quad \lim _{k \rightarrow \infty}\left\|F\left(w_{k}\right)\right\|=0, \quad \lim _{k \rightarrow \infty}\left\|F\left(x_{k}\right)\right\|=0 \tag{40}
\end{equation*}
$$

holds. Moreover, the sequences $\left\{x_{k}\right\}_{k \geq 0}$ and $\left\{w_{k}\right\}_{k \geq 0}$ converge to a solution of (1).

Proof. If $\left\|F\left(w_{k}\right)\right\|=0$, then SILSA terminates and accepts $w_{k}$ as a solution of (1) (see line 13 of SILSA). Otherwise, SILSA performs and therefore there is a positive constant $\underline{\Gamma}_{w}$ such that $\left\|F\left(w_{k}\right)\right\|>\underline{\Gamma}_{w}$, for all $k$, holds. Hence Proposition 4.2(i) results in that there is a positive constant $\Gamma_{d}$ such that $0<\left\|d_{k}\right\| \leq \Gamma_{d}$ for all $k\left(d_{k} \neq 0\right.$ from Lemma 4.1(vi)). Moreover, if $\left\|F\left(w_{k}+r^{-j^{\prime}} \delta_{k} d_{k}\right)\right\|=0$, then SILSA terminates and accepts $z_{k}=w_{k}+r^{-j^{\prime}} \delta_{k} d_{k}$ as a solution of (1) (here $j^{\prime}$ is a positive integer value such that $\alpha_{k}=\alpha_{k, j^{\prime}}=r^{-j^{\prime}} \delta_{k}$ satisfying (25)). Otherwise, from Lemma 4.1(iv), there is a
positive constant $\Gamma_{z}$ such that

$$
0<\left\|F\left(z_{k}\right)\right\| \leq \Gamma_{z} \text { with } z_{k}=w_{k}+r^{-j^{\prime}} \delta_{k} d_{k} .
$$

As such, the assumptions of Proposition 4.2(ii) are verified and this proposition results in that there is a positive constant $\underline{\alpha}$ such that $\alpha_{k} \geq \underline{\alpha}$ for all $k$. Hence, from Lemma 4.1(vi), we obtain $\alpha_{k}\left\|d_{k}\right\|>\underline{\alpha} c\left\|F\left(w_{k}\right)\right\|>\underline{\alpha} \underline{\Gamma}_{w}>0$ for all $k$, which contradicts (32). Therefore, $\left\|F\left(w_{k}\right)\right\|=0$ is obtained. From (32), $\lim _{k \rightarrow \infty}\left\|x_{k}-w_{k}\right\|=0$ and the continuity of $F$ results in

$$
\lim _{k \rightarrow \infty}\left\|F\left(x_{k}\right)\right\|-\lim _{k \rightarrow \infty}\left\|F\left(w_{k}\right)\right\| \leq \lim _{k \rightarrow \infty}\left\|F\left(x_{k}\right)-F\left(w_{k}\right)\right\| \leq L \lim _{k \rightarrow \infty}\left\|x_{k}-w_{k}\right\|=0
$$

which consequently implies

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|F\left(x_{k}\right)\right\|=0 . \tag{41}
\end{equation*}
$$

From the continuity of $F$, the boundedness of $\left\{x_{k}\right\}_{k \geq 0}$ and (41), it implies that the sequence $\left\{x_{k}\right\}_{k \geq 0}$, generated by SILSA, has an accumulation point $x^{*}$ such that $F\left(x^{*}\right)=$ 0 . On the other hand, the sequence $\left\{x_{k}-x^{*}\right\}_{k \geq 0}$ is convergent by Lemma 4.1, which means that the sequence $\left\{x_{k}\right\}_{k \geq 0}$ globally converges to the solution $x^{*}$ of (1).

### 4.3. Complexity results

This section concerns an investigation of the complexity of SILSA. Firstly, we establish an upper limit on the number of function evaluations required by lineSearch. Following that, we determine an upper bound on the number of iterations needed for SILSA to converge, with or without a reduction in residual norms. Consequently, we derive an upper threshold for the total number of function evaluations necessary to successfully find an approximate solution of (1) by SILSA.

Proposition 4.4. Let $\left\{x_{k}\right\}_{k \geq 0}$ be the sequence generated by SILSA and assumes that (A1)-(A3) hold. Assuming that the initial step size is bounded by $0<\delta_{\max } \leq 1$ and that the parameter $0<r<1$ is utilized to decrease the step size in lineSearch, the number nf of function evaluations used by lineSearch (line 5 of SILSA) can be constrained by

$$
\left\lceil\log _{r^{-1}} \frac{\delta_{\max }}{\underline{\alpha}}\right\rceil \text {, }
$$

where $\underline{\alpha}$ is a positive constant derived from Proposition 4.2(ii).

Proof. From Proposition 4.2(ii), we have $\alpha_{k, n f} \geq \underline{\alpha}$ for all $k$. By (23) and (24), we have

$$
r^{n f} \delta_{\max } \geq \alpha_{k, n f}=r^{n f} \delta_{k} \geq \underline{\alpha}
$$

leading to

$$
n f \leq\left\lceil\log _{r^{-1}} \frac{\delta_{\max }}{\underline{\alpha}}\right\rceil
$$

since $r \in(0,1)$.

By means of (27), we define the index set $I_{k}$ as the set of all iterations $k$ such that $f\left(z_{k}\right)<f\left(w_{k}\right)-\bar{\gamma} \delta_{k}$. This set encompasses iterations exhibiting at most $\bar{\gamma} \delta_{k}$ reductions in the residual norms, while the index set $I_{k}^{c}$ is the complement of $I_{k}$.

Theorem 4.5. Let $\left\{w_{k}\right\}_{k \geq 0},\left\{z_{k}\right\}_{k \geq 0},\left\{x_{k}\right\}_{k \geq 0}$ be the sequences generated by SILSA, let $x_{\varepsilon}$ be an $\varepsilon$-approximate solution of (1) found by SILSA, and assume that (A1)(A3) hold. Moreover, the tuning parameters $0<\bar{\gamma}<1$ (parameter for line search), $0<\delta_{\min }<\delta_{\max } \leq 1$ (initial and minimal threshold for the step size $\delta_{k}$ ), $0<r<1$ (parameter for reducing step size by lineSearch), $1 \leq \omega_{d}<\infty$ (parameter for updating the step size $\delta_{k}$ ) are given. Then the following statements are valid:
(i) The number of iterations of SILSA with reductions in the residual norms is bounded by

$$
\begin{equation*}
\left|I_{k}\right| \leq \frac{f\left(x_{0}\right)-f\left(x_{\varepsilon}\right)}{\bar{\gamma} \delta_{\min }} \tag{42}
\end{equation*}
$$

(ii) The number of iterations of SILSA without reductions in the residual norms is bounded by

$$
\begin{equation*}
\left|I_{k}^{c}\right| \leq \log _{\omega_{d}} \frac{\delta_{\max }}{\delta_{\min }} \tag{43}
\end{equation*}
$$

(iii) The number of iterations of SILSA is bounded by

$$
N=\left|I_{k}\right|+\left|I_{k}^{c}\right| \leq \frac{f\left(x_{0}\right)-f\left(x_{\varepsilon}\right)}{\bar{\gamma} \delta_{\min }}+\log _{\omega_{d}} \frac{\delta_{\max }}{\delta_{\min }}=\mathcal{O}\left(\delta_{\min }^{-1}\right)
$$

(iv) The number of function evaluations of SILSA is bounded by

$$
n f_{t o t a l} \leq N\left\lceil\log _{r^{-1}} \frac{\delta_{\max }}{\underline{\alpha}}\right\rceil
$$

(v) If there is a positive constant $M_{0}$ such that

$$
\begin{equation*}
\left\|g\left(w_{k}\right)\right\| \leq M_{0}\left\|F\left(w_{k}\right)\right\| \tag{44}
\end{equation*}
$$

for all $k$ and SILSA has no iteration with a reduction in the residual norm, SILSA finds at least a point $w_{k}$ with at most $\mathcal{O}\left(\varepsilon^{-2}\right)$ function evaluations satisfying $\left\|F\left(w_{k}\right)\right\|=\mathcal{O}(\varepsilon)$. Here $g\left(w_{k}\right)=J\left(w_{k}\right)^{T} F\left(w_{k}\right)$ comes from Section 2.

Proof. (i) The index set $I_{k}$ is defined as $\left\{k \mid f\left(z_{k}\right)<f\left(w_{k}\right)-\bar{\gamma} \delta_{k}\right\}$. By the definition of $I_{k}$, we have:

$$
f\left(x_{0}\right)-f\left(x_{\varepsilon}\right) \geq \sum_{j \in I_{k}}\left(f\left(w_{j}\right)-f\left(z_{j}\right)\right) \geq \bar{\gamma} \sum_{j \in I_{k}} \delta_{k} \geq \bar{\gamma} \sum_{j \in I_{k}} \delta_{\min }=\left|I_{k}\right| \bar{\gamma} \delta_{\min }
$$

which yields the result in (42).
(ii) The set $I_{k}^{c}$ is defined as $\{1,2, \cdots, k\} \backslash I_{k}$. Updating $\delta_{k}=\delta_{k-1} / \omega_{d}$ guarantees that $\delta_{\text {min }} \leq \delta_{k} \leq \delta_{\text {max }}$, which leads to the derivation of (43).
(iii) Combining the results from (i) and (ii) yields the desired outcome.
(iv) The result is obtained from (iii) and Proposition 4.4.
(v) Consider any $j \in \mathbb{N} \cup\{0\}$ with $j<\infty$. During the execution of lineSearch, the trial points $w_{k}+\alpha_{k, j} d_{k}$ are generated, the last of which satisfies the line search condition (25) and is accepted as $z_{k}$. However, the condition (27) along $\pm d_{k}$ may not be satisfied. In the worst case, we assume that (27) is not satisfied. Then, by applying Proposition 2.1(iii), we have:

$$
\left|g\left(w_{k}\right)^{T}\left(\alpha_{k} d_{k}\right)\right| \leq \bar{\gamma} \delta_{k}+\frac{L}{2}\left\|\alpha_{k} d_{k}\right\|^{2} .
$$

We now consider the following two cases:
CASE 1: If $\left\|F\left(w_{k}\right)\right\| \leq \varepsilon:=\sqrt{\delta_{\text {min }}}$, then $x_{k}=w_{k}$ is a solution of (1). Hence SILSA finds a point $x_{k}$ whose residual norm is less than $\varepsilon$ with at most $\mathcal{O}\left(\varepsilon^{-2}\right)$ function evaluations.

Case 2: Assuming that $\left\|F\left(w_{k}\right)\right\|>\varepsilon$ for all $k$, we can apply Proposition 4.2(i) to obtain the condition (36), which ensures that $\left\|d_{k}\right\| \leq \Gamma_{d}$ for all $k$. Additionally, Lemma 4.1(iv) and Proposition 4.2(ii) guarantee that the condition (37) holds, i.e., $\alpha_{k} \geq \underline{\alpha}$ for all $k$. Consequently, after a finite number of iterations, SILSA terminates due to the role of updating $\delta_{k}$ in (29), which implies the existence of a positive integer $k_{0}$ such that $\alpha_{k} \leq \delta_{k} \leq \delta_{\min }$ for $k \geq k_{0}$. Considering the worst-case scenario where there is no reduction of the residual norm at $z_{k}$ for all $k$ (i.e., $I_{k}$ is empty), we can use Proposition 2.1, (36), (37), and (44) to obtain

$$
M_{0}\left|F\left(w_{k}\right)^{T}\left(\alpha_{k} d_{k}\right)\right| \leq\left|g\left(w_{k}\right)^{T}\left(\alpha_{k} d_{k}\right)\right| \leq \bar{\gamma} \delta_{k}+\frac{L}{2}\left\|\alpha_{k} d_{k}\right\|^{2} \leq \bar{\gamma} \delta_{\min }+\frac{L}{2} \alpha_{k}^{2} \Gamma_{d}^{2}
$$

for all $k \geq k_{0}$, i.e.,

$$
c\left\|F\left(w_{k}\right)\right\|^{2}=\left|F\left(w_{k}\right)^{T} d_{k}\right| \leq \frac{\bar{\gamma} \delta_{\min }}{M_{0} \alpha_{k}}+\frac{L}{2 M_{0}} \Gamma_{d}^{2} \alpha_{k} \leq\left(\frac{\bar{\gamma}}{M_{0} \underline{\alpha}}+\frac{L \Gamma_{d}^{2}}{2 M_{0}}\right) \delta_{\min } .
$$

Combining the results of the two cases, we obtain $\left\|F\left(w_{k}\right)\right\|=\mathcal{O}(\varepsilon)=$ $\mathcal{O}\left(\sqrt{\delta_{\text {min }}}\right)$, which completes the proof.

As stated in the introduction, our complexity bound is of the same order as the bounds
obtained by Cartis et al. [50], Curtis et al. [51], Dodangeh and Vicente [52], Dodangeh et al. [53], Kimiaei and Neumaier [47], and Vicente [54] for other optimization methods.

## 5. Numerical experiments

In this section, we present a comparative analysis of our algorithm, SILSA, with 10 wellknown algorithms (discussed below) on a set of 18 test problems with the dimensions

$$
n \in\{10,50,300,500,1000,5000\} .
$$

This results in a total of 108 test functions. The Matlab codes of these 18 problems are available in the Section 7. To ensure that all test problems used are monotone in finite precision arithmetic, we randomly generated $10^{6}$ distinct points $x$ and $y$ and verified that the condition

$$
\frac{(x-y)^{T}(F(x)-F(y))}{|x-y|^{T}(|F(x)|+|F(y)|)+1} \leq-0.1
$$

was fulfilled.
We compare SILSA with the following algorithms:
(1) BLSA-DY, BLSA with the derivative-free direction using the CG direction of Dai and Yuan [25].
(2) BLSA-HZ, BLSA with the derivative-free direction using the CG direction of Hager and Zhang [27].
(3) BLSA-PR, BLSA with the derivative-free direction using the CG direction of Polak-Ribere-Polyak (PRP) [36,37].
(4) BLSA-FR, BLSA with the derivative-free direction using the CG direction of Fletcher and Reeves (FR) [26].
(5) BLSA-3PR, BLSA with the derivative-free direction using the CG direction of Zhang et al. [38].
(6) BLSA-3A, BLSA with the derivative-free direction using the CG direction of Andrei [22].
(7) BLSA-IM, BLSA with the derivative-free direction of Ivanov et al. [55].
(8) BLSA-AK, BLSA with the derivative-free direction of Abubakar and Kumam [56].
(9) BLSA-HD, BLSA with the derivative-free direction of Huang et al. [57].
(10) BLSA-SS, BLSA with the derivative-free direction of Sabi'u et al. [58].

In our comparison, the line search parameters for all algorithms were set to $\sigma=0.01$ and $r=0.5$. We performed a tuning process to choose these two values for the selected test problems. The values of the other tuning parameters of the proposed algorithms are default values. For SILSA, the default values of the tuning parameters are as follows: $\delta_{\max }=0.5$ (the initial step size $\delta_{k}$ ), $\delta_{\min }=0$ (the minimum threshold for the step size $\delta_{k}$ ), $\omega_{d}=2$ (the parameter for updating the step size $\delta_{k}$ ), $c=0.5$ (the direction parameter), $e_{\max }=10^{-4}$ (maximum value for $e_{k}$ ), $\bar{\gamma}=10^{-20}$ (the line search parameter), $\lambda_{i}^{0}=\ln \left(\mu+\frac{1}{2}\right)-\ln i$ (the initial values for weights), and $m=10$ (the subspace
inertial dimension). Here $\mu=4+\lfloor 3 \ln n\rfloor$ was chosen and the normalized version $\lambda_{i}^{0}$ of $\lambda_{i}:=\lambda_{i}^{0} / \sum_{j=1}^{m-1} \lambda_{j}^{0}$ for $i=1,2, \cdots, m-1$ was computed.

Following the data profile of Mor'e and Wild [59] and the performance profile of Dolan and Mor'e [60],

- the data profile $\delta_{s}(\kappa)$ of the solver $s$ for a positive value of $\kappa$ measures the fraction of problems that the solver $s$ can solve with at most $\kappa(n+1)$ function evaluations, where $n$ is the dimension of problems,
- the performance profile $\rho_{s}(\tau)$ of the solver $s$ for a positive value of $\tau$ measures the relative efficiency of the solver $s$ in solving the set of problems.

In particular, the fraction of problems that the solver $s$ wins compared to the other solvers is $\rho_{s}(1)$ and the fraction of problems for sufficiently large $\tau$ (or $\kappa$ ) that the solver $s$ can solve is $\rho_{s}(\tau)$ (or $\left.\delta_{s}(\kappa)\right)$. The measure for efficiency considered in this paper is the number nf of function evaluations. The efficiency with respect to nf is called nf efficiency. All algorithms terminated when exactly one of the conditions $\left\|F\left(x_{\varepsilon}\right)\right\| \leq 10^{-5}$, $\mathrm{nf} \leq \mathrm{nfmax}=10000$, and sec $\leq \operatorname{secmax}=360 \mathrm{sec}$ was satisfied. Here sec denotes time in seconds.

To evaluate their robustness and efficiency, we plot the data and performance profiles of all algorithms. From Figure 1, we conclude that SILSA is competitive with the other algorithms. Of the 112 test functions, SILSA is able to solve $95 \%$ of them, while also having the lowest number of function evaluations on $45 \%$ of these problems.


Figure 1.: Results for problems with $n \in\{10,50,300,500,1000,5000\}$, the maximum number of function reevaluations (nfmax $=10000$ ), the maximum time in seconds (secmax $=360 \mathrm{sec})$, and $\varepsilon=10^{-5}$ : Data profiles $\delta(\kappa)$ (left) in dependence of a bound $\kappa$ on the cost ratio, performance profiles $\rho(\tau)$ (right) in dependence of a bound $\tau$ on the performance ratio, in terms of nf . Problems solved by no solver are ignored.

## 6. Conclusion

The paper discusses an improved derivative-free line search method for nonlinear monotone equations. Our line search is a combination of the basic line search algorithm proposed by Solodov and Svaiter [18] and a novel subspace inertial point whose goal is to speed up reaching an approximate solution of nonlinear monotone equations. The subspace is generated based on a finite number of the previous MP points such that a point with largest residual norm among the previous MP points is replaced by a new evaluated point. The global convergence and worst case complexity results are proved. Numerical results show that our improved line search method is competitive with the state-of-the-art derivative-free methods.

## 7. Test problems in Matlab

The Matlab codes of all 18 test problems are as follows:

```
Problem 1
i=2:(n-1);
F(1) =2*x(1)+sin}(x(1))-1
F(i) = -x (i-1) +2*(x(i))+sin(x(i)) -1;
F(n)=2*x(n)+sin(x(n))-1;
Problem 2
i=1:(n);F(i)=2*x(i)-sin(abs(x(i)));
Problem 3
i=1:(n);F(i)=exp(x(i))-1;
Problem 4
h=1/(n+1);i=2:(n-1);
F(1) =x (1) - exp (cos (h*(x (1) +x (2))));
F(i)=x(i) - exp (cos(h.*(x(i-1)+x(i)+x(i+1))));
F(n)=x(n)-exp(cos(h*(x (n-1)+x(n))));
Problem 5
i=2:(n-1);
F}(1)=x(1)*(x(1)^2+2*x(2)^2)-1
F(i)=x(i).*(x(i-1).^ 2+2*x(i).^ 2+x(i+1).^2) - 1;
F(n)=x(n).*(x(n-1).^ 2+x(n).^ 2);
Problem 6
i=2:(n-1);
F (1) =2. 5*x (1) +x (2) -1;
F (i) = x (i-1) +2. 5* (x(i) ) +x(i+1) -1;
F}(n)=x(n-1)+2.5*(x(n))-1
```

```
Problem 7
i=2:(n);F(1)=exp(x(1))-1;F(i)=exp(x(i))+x(i) - 1;
Problem 8
i=1:n;F(i)=min(min((x(i)),x(i).^2),max((x(i)),x(i).^3));
Problem 9
i=1:(n);F(i)=(i/n)*exp(x(i)) - 1;
Problem 10
i=1:(n);F(i)=x(i)-sin(abs(x(i)-1));
Problem 11
i=1:(n-1);F(i)= -4+4*x(i).*((x(i).^ 2) +x(n).^2);
F(n)=4*x(n).*sum(x(i). ^2+x(n).^2);
Problem 12
i=1:(n);F(i)=(exp(x(i))).^ 2+3*sin(x(i)).* cos(x(i))-1;
Problem 13
i=1:(n);F(i)=((8)^0.5)*x(i)-1;
Problem 14
F(1)=x(1); for i=2:n,F(i)=cos(x(i-1))+x(i)-1; end
Problem 15
h=1/(n+1); F(1)=2*x(1)+h*2*(x(1)+sin (x (1)))-x(2);
for i=2:n-1,
    F(i) =2*x(i) +h*2*(x(i) +sin(x (i)) ) - x (i-1) -x(i+1);
end
F}(\textrm{n})=2*x(n)+h*2*(x(n)+\operatorname{sin}(\textrm{x}(\textrm{n})))-\textrm{x}(\textrm{n}-1)
Problem 16
mu=1e-5;m=n/2;s=x (1:m);y=x(m+1:n);i=1:m;
f(i)=min(min((y(i)),y(i).^2),max((y(i)),y(i).^3));f=f(:);
F(1:m)=s-f;F(m+1:n)=y+s-sqrt((y-s).^ 2+4*mu);
Problem 17
mu=1e-5;m=n/2;s=x (1:m); y=x (m+1:n);i=1:m;
f(i)=2*y(i)-sin(abs(y(i)));
f=f(:);F(1:m)=s-f; F(m+1:n)=y+s-sqrt((y-s).^ 2+4*mu);
Problem 18
mu=1e-5;m=n/2;s=x(1:m);y=x(m+1:n);f(1)=y(1);
for i=2:m,f(i)=cos(y(i-1))+y(i)-1; end
f=f(:);F(1:m)=s-f;F(m+1:n)=y+s-sqrt((y-s).^ 2+4
```

The problems $1-4,6-8,10,13$ are from [46], the problem 5 is from [14], the problems 9 , 14,15 are from [61], the problems 12 is from [62], and the problems 16-18 are from the
present paper. To obtain the problems $16-18$, the nonlinear complementarity problem $(x, s) \geq 0, s=F(x), x^{T} s=0$ is converted to the nonsmooth equations

$$
\begin{equation*}
\binom{s-F(x)}{\min \{x, s\}}=0, \tag{45}
\end{equation*}
$$

where $F$ is a monotone operator. Following [63], by defining

$$
\phi(\mu, a, b):=a+b-\sqrt{(a-b)^{2}+4 \mu} \text { for all }(\mu, a, b) \in \mathbb{R}^{3},
$$

the problem (45) is transformed into

$$
\left(\begin{array}{c}
s-F(x) \\
\phi\left(\mu, x_{1}, s_{1}\right) \\
\phi\left(\mu, x_{2}, s_{2}\right) \\
\\
\phi\left(\mu, x_{n}, s_{n}\right)
\end{array}\right)=0 .
$$

For all test problems, the initial points were chosen to be $x_{i}=i /(i+2)$ for $i=1, \ldots, n$.
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