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#### Abstract

In the past decade, deep learning became the prevalent methodology for predictive modeling thanks to the remarkable accuracy of deep neural networks in tasks such as computer vision and natural language processing. Meanwhile, the structure of neural networks converged back to simpler representations based on piecewise constant and piecewise linear functions such as the Rectified Linear Unit (ReLU), which became the most commonly used type of activation function in neural networks. That made certain types of network structure - such as the typical fully-connected feedforward neural network - amenable to analysis through polyhedral theory and to the application of methodologies such as Linear Programming (LP) and Mixed-Integer Linear Programming (MILP) for a variety of purposes. In this paper, we survey the main topics emerging from this fast-paced area of work, which brings a fresh perspective to understanding neural networks in more detail as well as to applying linear optimization techniques to train, verify, and reduce the size of such networks.


## 1 Introduction

Deep learning has continuously achieved new landmarks in varied areas of artificial intelligence for the past decade. Examples of those areas include predictive tasks in computer vision (Krizhevsky et al., 2012, Ciresan et al., 2012, Szegedy et al., 2015, He et al., 2016, Xie et al., 2020b), natural language processing (Sutskever et al., 2014, Peters et al., 2018, Radford et al., 2018, Devlin et al., 2019), and speech recognition (Hinton et al., 2012, Graves and Jaitly, 2014, Park et al., 2019). The artificial neural networks behind such feats are being used in many applications, and there is a growing interest for analytical insights to help design such networks and then to leverage the model that they have learned. For the most commonly used types of neural networks, some of those results and


Figure 1: Example classification task on the MNIST database of handwritten digits, in which the image of a handwritten digit is given as input and the probability of that digit being from each possible class is provided as output.
methods are coming from operations research tools such as polyhedral theory and associated optimization techniques such as Linear Programming (LP) and Mixed-Integer Linear Programming (MILP). Among other things, these connections with mathematical optimization may help us understand what neural networks can represent, how to train them, and how to make them more compact. For example, consider the popular task of classifying images (Figure 1); polyhedral theory and associated optimization techniques may help us answer questions such as the following. How should we train the classifier model? How large should it be? How robust to perturbations is it?

### 1.1 What neural networks can model

We can essentially think of artificial neural networks as functions mapping an input $\boldsymbol{x}$ from a given domain to an output $\boldsymbol{y}$ for a given application. For the classification task in Figure 1, inputs $\boldsymbol{x}$ correspond to images from the dataset, and $\boldsymbol{y}$ to the associated predicted labels, or probabilities for labels describing the content of those images. The basic units of neural networks mimic biological neurons in that they receive inputs from adjacent units, transform those inputs, and may produce an output to subsequent units of the network. In other words, every unit is also a function, and in fact the output of most units is defined by the composition of a nonlinear function with a linear function. The nonlinear function is often denoted as the activation function in analogy to how a biological neuron is triggered to send a signal to adjacent neurons when the stimulus caused by the input exceeds a certain activation threshold. Such non-linearity is behind the remarkable expressiveness of neural networks.

This model was pioneered by McCulloch and Pitts (1943), who considered a thresholding function for activation that is now often denoted as the Linear Threshold Unit (LTU). That activation is also the basis of the classic perceptron


Figure 2: Mapping from $\boldsymbol{x} \in \mathbb{R}^{n_{0}}$ to $\boldsymbol{y} \in \mathbb{R}^{n_{L}}$ through a feedforward neural network with $L$ layers, layer widths $\left\{n_{l}\right\}_{l \in \mathbb{L}}$, and activation functions $\left\{\sigma_{l}\right\}_{l \in \mathbb{L}}$.
algorithm by Rosenblatt (1957), which yields a binary classifier of the form

$$
f(\boldsymbol{x})= \begin{cases}1 & \text { if } \boldsymbol{w} \cdot \boldsymbol{x}+b>0 ;  \tag{1}\\ 0 & \text { otherwise }\end{cases}
$$

for an input $\boldsymbol{x} \in \mathbb{R}^{n_{0}}$ and with parameters $\boldsymbol{w} \in \mathbb{R}^{n_{0}}$ and $b \in \mathbb{R}$. Those parameters are chosen by optimizing the predictions for a given task, as discussed below and in Section 5. The term single-layer perceptron is used for a neural network consisting of a set of such units processing the same input in parallel. The term multi-layer perceptron is used for a generalization of this concept, by which the output of a layer - a set of units with same input - is the input for a subsequent layer. This perceptron terminology has also been loosely applied to neural networks with other activation functions.

More generally, neural networks that successively transform inputs through an ordered sequence of layers are also denoted feedforward networks. The layers that do not produce the final output of the neural network are denoted hidden layers. For a network with $L$ layers, we denote $n_{l}$ as the number of units -or width - of layer $l \in \mathbb{L}:=\{1,2, \ldots, L\}$ and $h_{i}^{l}$ as the output of the $i$-th unit in layer $l$, where $i \in\left\{1,2, \ldots, n_{l}\right\}$. The output of a unit is given by

$$
\begin{equation*}
h_{i}^{l}=\sigma^{l}\left(\boldsymbol{w}_{i}^{l} \cdot \boldsymbol{h}^{l-1}+b_{i}^{l}\right), \tag{2}
\end{equation*}
$$

where the weights $\boldsymbol{w}_{i}^{l} \in \mathbb{R}^{n_{l-1}}$ and the bias $b_{i}^{l} \in \mathbb{R}$ are parameters of the unit. Those parameters can be aggregated across the layer as the matrix $\boldsymbol{W}^{l} \in \mathbb{R}^{n_{l} \times n_{l-1}}$ and the vector $\boldsymbol{b}^{l} \in \mathbb{R}^{n_{l}}$. The vector $\boldsymbol{h}^{l-1} \in \mathbb{R}^{n_{l-1}}$ represents the aggregated outputs from layer $(l-1)$. The activation function $\sigma^{l}: \mathbb{R} \rightarrow \mathbb{R}$ is applied by the units in layer $l$. These definitions implicitly assume that $n_{0}$ is the size of the network input $\boldsymbol{x} \in \mathbb{R}^{n_{0}}$ and that $\boldsymbol{h}^{0}$ and $\boldsymbol{x}$ are the same. Figure 2 illustrates the operation of a feedforward network as described above.

### 1.2 How neural networks are obtained and evaluated

In resemblance to how other models for supervised learning in machine learning are obtained, we can train a neural network for a given task by adjusting its behavior with respect to the examples of a training set and then evaluate the
final trained network on a test set. Both of these sets consist of inputs for which the correct output $\hat{y}$ is known. We can define an objective function to model a measure of distance between the output $y$ and the correct output $\hat{y}$, which is typically denoted as the loss function, and then iteratively update parameters such as $\left\{\boldsymbol{W}^{l}\right\}_{l \in \mathbb{L}}$ and $\left\{\boldsymbol{b}^{l}\right\}_{l \in \mathbb{L}}$ to minimize that loss function over the training set. A common objective function is the square error $\|y-\hat{y}\|^{2}$ summed over the points in the training set. The test set contains a separate collection of inputs and their outputs, which is used to evaluate the trained neural network with examples that were not seen during training. A good performance on the test set may indicate that the trained neural network is able to generalize beyond the seen examples, whereas a bad performance may suggest that it overfits for the training set. Neural networks also have hyperparameters that are often chosen manually and do not change during training, such as the depth $L$, the widths of the layers $\left\{n_{l}\right\}_{l \in \mathbb{L}}$, and the activation functions used in each layer $\left\{\sigma^{l}\right\}_{l \in \mathbb{L}}$. Different models can be produced by varying the hyperparameters. In such a case, a validation set disjoint from the training and test sets can be used to compare models with different hyperparameters. Whereas the validation set may serve as a benchmark to different trained models corresponding to different choices of hyperparameters, the test set can only be used to evaluate a single neural network chosen among those evaluated with the validation set. The emergent field of neural architecture search -recently surveyed by Elsken et al. (2019) - concerns with automatically choosing such hyperparameters.

One of the key factors for the success of deep learning is that first-order methods for continuous optimization can be effectively applied to train deep networks. The interest in neural networks first vanished due to negative results in the Perceptrons book by Minsky and Papert (1969), which showed that single-layer perceptrons cannot represent functions such as the Boolean XOR. However, moving to multi-layer perceptrons capable of expressing the Boolean XOR as well as other more expressive models would require a clever training strategy. Hence, the interest was regained with papers that popularized the use of backpropagation, such as Rumelhart et al. (1986) and LeCun et al. (1989). Note that backpropagation was first discussed much earlier in the context of networks by Linnainmaa (1970) and of neural networks explicitly by Werbos (1974). The backpropagation algorithm calculates the derivative of the loss function with respect to each neural network parameter by applying the chain rule through the units of the neural network, which is considerably more efficient than explicitly evaluating the derivative of each network parameter. Consequently, neural networks are generally trained with gradient descent methods in which the parameters are updated sequentially from the output to the input layer in each step. In fact, most algorithms for training neural networks are based on Stochastic Gradient Descent (SGD), which is a form of the stochastic approximation through sampling pioneered by Robbins and Monro (1951). SGD approximates the partial derivatives of the loss function at each step by using only a subset of the data in order to make the training process more efficient. Examples of popular SGD algorithms include momentum (Polyak, 1964), Adam (Kingma and Ba, 2014), and Nesterov Adaptive Gradient
(Sutskever et al., 2013) - the later inspired by Nesterov (1983). Interestingly, however, we generally cannot guarantee convergence to a global optimum with gradient descent due to the nonconvexity of the loss function. Nevertheless, neural networks trained with adequately parameterized SGD algorithms tend to generalize well.

### 1.3 Why nonlinearity is important in artificial neurons

The nonlinearity of the activation function leads to such nonconvexity of the loss function. However, as we will see in Section 3, that same nonlinearity enables the neural network to represent more complex functions as a whole. In fact, removing such nonlinearities by using an identity activation function $\sigma^{l}(u)=u \forall l \in \mathbb{L}$ would reduce the entire neural network to an affine transformation of the form $f(x)=\boldsymbol{W}^{L}\left(\boldsymbol{W}^{L-1}\left(\ldots\left(\boldsymbol{W}^{2}\left(\boldsymbol{W}^{1} x+\boldsymbol{b}^{1}\right)+\boldsymbol{b}^{2}\right)+\ldots\right)+\boldsymbol{b}^{L-1}\right)+\boldsymbol{b}^{L}$. Hence, a feedforward network without nonlinear activation functions is equivalent to a linear regression model. However, in that case we can easily obtain such a model without resorting to neural networks and backpropagation: the loss function is convex and the optimal solution is given by a closed formula, such as in least squares regression. In contrast, neural networks with a single hidden layer of arbitrary width have been long known to be universal function approximators for a broad variety of activation functions (Cybenko, 1989, Funahashi, 1989, Hornik et al., 1989), as well as for ReLU more recently (Yarotsky, 2017). These results have also been extended to the converse case of limited width but arbitrarily large depth (Lu et al., 2017, Hanin and Sellke, 2017, Park et al., 2021a).

Although nonlinear activation functions are important for obtaining more complex models, these functions do not need to be overly complex to produce good results. In the past, it was common practice to use sigmoid functions for activation (LeCun et al., 1998). Those are monotonically increasing functions that approach finite values for arbitrarily large positive and negative inputs, such as the standard logistic function $\sigma(u)=\frac{1}{1+e^{-u}}$ and the hyperbolic tangent $\sigma(u)=\tanh (u)$. In the present, the most commonly used activation function is the Rectified Linear Unit $(\operatorname{ReLU}) \sigma(u)=\max \{0, u\}$ (LeCun et al., 2015, Ramachandran et al., 2018), which was proposed by Hahnloser et al. (2000) and first applied to neural networks by Nair and Hinton (2010). The popularity of ReLU is in part due to experiments by Nair and Hinton (2010) and Glorot et al. (2011) showing that this simpler form of activation yields competitive results. Thinking back in terms of the analogy with biological neurons, we say that a ReLU is active when the output is positive and inactive when the output is zero. ReLUs have a linear output behavior on the inputs associated with the same ReLUs being active and inactive; this property also holds for other piecewise linear and piecewise constant functions that are used as activation functions in neural networks. Table 1 lists some of the most commonly used activation functions of that kind. For more comprehensive lists of activation functions, including several other variations based on ReLU, we refer to Dubey et al. (2021) and Tao et al. (2022).

Table 1: Main piecewise constant and piecewise linear activation functions.

| Name | Function | Reference |
| :---: | :---: | :---: |
| LTU | $\sigma(u)= \begin{cases}1 & \text { if } u>0 \\ 0 & \text { if } u \leq 0\end{cases}$ | McCulloch and Pitts (1943) |
| ReLU | $\sigma(u)=\max \{0, u\}$ | Hahnloser et al. (2000), Nair and Hinton (2010) |
| leaky <br> ReLU | $\sigma(u)=\left\{\begin{array}{cc} u & \text { if } u>0 \\ \varepsilon u & \text { if } u \leq 0 \end{array}\right.$ <br> ( $\varepsilon$ is small and fixed) | Maas et al. (2013) |
| parametric ReLU | $\sigma(u)=\left\{\begin{array}{cc} u & \text { if } u>0 \\ a u & \text { if } u \leq 0 \end{array}\right.$ <br> ( $a$ is a trainable parameter) | He et al. (2015) |
| hard tanh | $\sigma(u)=\left\{\begin{array}{cl} 1 & \text { if } u>1 \\ u & \text { if }-1 \leq u \leq 1 \\ -1 & \text { if } u<-1 \end{array}\right.$ | Collobert (2004) |
| hard sigmoid | $\sigma(u)=\left\{\begin{array}{cl} 1 & \text { if } u>\frac{1}{2} \\ u+\frac{1}{2} & \text { if }-\frac{1}{2} \leq u \leq \frac{1}{2} \\ 0 & \text { if } u<-\frac{1}{2} \end{array}\right.$ | Courbariaux <br> et al. (2015) |
| max pooling | $\sigma\left(u_{1}, \ldots, u_{k}\right)=\max \left\{0, u_{1}, \ldots, u_{k}\right\}$ <br> (each $u_{i}$ is the output of another neuron) | Weng et al. (1992) |
| maxout | $\begin{gathered} \sigma\left(u_{1}, \ldots, u_{k}\right)=\max \left\{u_{1}, \ldots, u_{k}\right\} \\ \left(\text { each } u_{i}\right. \text { is an affine function) } \end{gathered}$ | Goodfellow et al. (2013) |

### 1.4 When deep learning meets polyhedral theory

It is commonly accepted in machine learning that a simpler model is preferred if it trains as well as a more complex one, since a simpler model is less likely to overfit. Conveniently, the successful return of neural networks to relatively simpler activation functions prepared the ground for deep learning to meet polyhedral theory. In other words, we are now able to analyze and leverage neural networks through the same lenses and tools that have been successfully used for linear and discrete optimization in operations research for many decades. We explain this connection in more detail and some lines of research that it has opened up in Section 2.

### 1.5 Scope of this survey and related work

The interplay between mathematical optimization and machine learning has also been discussed by other recent surveys. Bengio et al. (2021) review the use of machine learning in mathematical optimization, whereas Gambella et al. (2021) formulate mathematical optimization problems with the main focus of obtaining machine learning models, such as by training neural networks. A similar scope has been previously surveyed by Curtis and Scheinberg (2017) and Bottou et al. (2018). Our survey complements those by focusing exclusively on neural networks while outlining how linear optimization can be used more broadly in that context, from network training and verification to model embedding and compression, as well as refined through formulation strengthening. In addition, we illustrate how polyhedral theory can ground the use of such linear formulations and also provide a more nuanced understanding of the discriminative ability of neural networks.

The presentation in this survey is centered on feedforward rectifier networks. These are very commonly used networks with only ReLU activations and for which most polyhedral results and applications of linear optimization are known. The focus on a single type of neural network is intended to help the reader capture the intuition behind different developments and understand the nuances involved. Despite our focus on fully-connected models, which are those in which every unit is connected to all units in the subsequent layer, there are many variants of interest with fewer or different types of connection that can be interpreted as a special case of fully-connected models. For example, the units of Convolutional Neural Networks (CNNs or ConvNets) (Fukushima, 1980) have local connectivity: only a subset of adjacent units defines the output of each unit in the next layer, and the same parameters are used to define the output of different units. In fact, multiple filters of parameters can be applied to a set of adjacent units through the output of different units in the next layer. CNNs are often applied to identify and aggregate the same local features in different parts of a picture, and we can interpret them as a special case of feedforward networks. Another common variant, the Residual Network (ResNet) (He et al., 2016), includes skip connections that directly connect units in nonadjacent layers. Those connections can be emulated by adding units passing their outputs
through the intermediary layers. Hence, many of the results and applications discussed along the survey are relevant to other variants (e.g., LTU and maxout activations, or those other connectivity patterns), and we also provide references to more specific results and applications involving them.

We also discuss the extent to which other variants remain relevant or can be analyzed through the same lenses. For example, feedback connections in recurrent networks (Little, 1974, Hopfield, 1982) allow the output of a unit to be used as an input of units in previous layers. Recurrent networks such as Long Short-Term Memory (LSTM) (Hochreiter and Schmidhuber, 1997) produce outputs that depend on their internal state, and they may consequently process sequential inputs with arbitrary length. While feedback connections may not be emulated with a feeforward network, we discuss in the following paragraph how recurrent networks have been replaced with great success by attention mechanisms, which are implemented with feedforward networks. In the realm of variants that remain relevant, it is very common to apply a different type of activation to the output layer of the network, such as the layer-wise softmax function $\sigma: \mathbb{R}^{n_{L}} \rightarrow \mathbb{R}^{n_{L}}$ in which $\sigma(u)_{i}=e^{u_{i}} / \sum_{j=1}^{n_{L}} e^{u_{j}} \forall i \in\left\{1, \ldots, n_{L}\right\}$ (Bridle, 1990), which is used to normalize a multidimensional output as a probability distribution. While softmax is not piecewise linear, we describe how its output can also be analyzed from a polyhedral perspective.

Other uses of deep learning Deep learning is also being used in machine learning beyond the realm of supervised learning. In unsupervised learning, the focus is on drawing inferences from unlabeled datasets. For example, Generative Adversarial Networks (GANs) (Goodfellow et al., 2014) have been used to generate realistic images using a pair of neural networks. One of these networks is a discriminator trained to identify elements from a dataset and the other is a generator aiming to mislead the discriminator with synthetic inputs that could be classified as belonging to the dataset.

In reinforcement learning, the focus is on modeling agents that can interact with their environment through actions and associated rewards. Examples of such applications include neural networks designed for the navigation of selfdriving vehicles (Gao et al., 2020) and for playing Atari games (Mnih et al., 2015), more contemporary electronic games such as Dota 2 (OpenAI et al., 2019) and StarCraft II (Vinyals et al., 2017), and the game of Go (Silver et al., 2017) at levels that are either better or at least comparable to human players.

A more recent and popular example are generative transformers (Radford et al., 2018), such as DALL•E 2 (Ramesh et al., 2022) producing realistic images from text prompts in mid-2022 and ChatGPT (OpenAI, 2022) producing realistic dialogues with users in early 2023 , the latter belonging to the fast growing family of large language models. They are based on replacing architectures based on feedback connections, such as LSTM, with the attention mechanisms aimed at scoring the relevance of past states (Bahdanau et al., 2015), which is the foundation of the transformer architecture (Vaswani et al., 2017).

Further reading For a historical perspective on neural networks, we recommend Schmidhuber (2015). For a recent and broad introduction to the fundamentals of deep learning, we recommend Zhang et al. (2023). For other forms of measuring model complexity in neural networks, we refer to Hu et al. (2021).

## 2 The Polyhedral Perspective

A feedforward rectifier network models a piecewise linear function (Arora et al., 2018) in which every such piece is a polyhedron (Raghu et al., 2017), and represents a special case among neural networks modeling piecewise polynomials (Balestriero and Baraniuk, 2018). Therefore, training a rectifier network is equivalent to performing a piecewise linear regression, and we can potentially interpret such neural networks in terms of what happens in each piece of the function that they model. However, we are only beginning to answer some of the questions entailed by such a remark. In this survey, we discuss how insights on this subject may help us answer the following questions.

1. Which piecewise linear functions can or cannot be obtained from training a neural network given its architecture?
2. Which neural networks are more susceptible to adversarial exploitation?
3. Can we integrate the model learned by a neural network into a broader decision-making problem for which we want to find an optimal solution?
4. Is it possible to obtain a smaller neural network that models exactly the same function as another trained neural network?
5. Can we exploit the polyhedral geometry present in neural networks in the training phase?
6. Can we efficiently incorporate extra structure when training neural network, such as linear constraints over the weights?

The first question complements the universal approximation results for neural networks. Namely, there is a limit to what functions can be well approximated when limited computational resources are translated into constraints on the depth and width of the layers of neural networks that can be used in practice. The functions that can be modeled depend on the particular choice of hyperparameters subject to the computational resources available, and in the long run that may also lead to a more principled approach for the choice of hyperparameters than the current approaches of neural architecture search. In Section 3, we analyze how a rectifier network partitions the input space into pieces in which it behaves linearly, which we denote as linear regions. We discuss the geometry of linear regions, the effect of parameters and hyperparameters on the number of linear regions of a neural network, and the extent to which such number of linear regions relates to the accuracy of the network.

The second question relies on formal verification methods to evaluate the robustness of neural networks, which can be approached with mathematical optimization formulations that are also relevant for the third and fourth questions. Such formulations are convenient since a direct inspection of every piece of the function modeled by a neural network is prohibitive given how quickly their number scale with the size of the network. The linear behavior of the network for every choice of active and inactive units implies that we can use linear formulations with binary variables corresponding to the activation of units to model trained neural networks using MILP. Therefore, we are able to solve a variety of optimization problems over a trained neural network, such as the neural network verification problem, identifying the range of outputs for each ReLU of the network, and modeling a trained neural network as part of a larger decision-making problem. In Section 4, we discuss how to formulate optimization problems over a trained neural network, the applications of such formulations, and the progress toward obtaining stronger formulations that scale more easily with the network size.

The fifth and sixth questions involve the training procedure of a DNN, where linear programming tools have been applied to partially answer them. In Section 5, we overview these developments. In terms of the fifth question - exploiting polyhedrality in training neural networks - we describe algorithms that use the polyhedral geometry induced by activation sets to solve training problems. We also cover a recently proposed polyhedral construction that can approximately encode multiple training problems at once, showing a strong relationship across training problems that arise from different datasets, for a fixed architecture. Additionally, we review some recent uses of mixed-integer linear programming in the training phase as an alternative to SGD when the weights are required to be integer. Regarding the sixth question - the incorporation of extra structure when training - we review multiple approaches that have included techniques related to linear programming within SGD to impose a desirable structure when training, or to find better step-lengths in the execution of SGD.

## 3 The Linear Regions of a Neural Network

Every piece of the piecewise linear function modeled by a neural network is a linear region, and - without loss of generality - we can think of it as a polyhedron. In this section, we define a linear region, exemplify how they can be so numerous, and what may affect their count in a neural network. We also discuss the practical implications of such insights, as well as other related forms of analyzing the ability of a neural network to represent expressive models.

Definition 1 A linear region corresponds to the set of points from the input space that activates the same units along the neural network, and hence can be characterized by the set $\mathbb{S}^{l}$ of units that are active in each layer $l \in \mathbb{L}$.

Since a neural network behaves uniformly over a linear region, the latter is
the smallest finite scale in which we can analyze its behavior. If we restrict the domain of a neural network to a linear region $\mathbb{I} \subseteq \mathbb{R}^{n_{0}}$, then the neural network behaves as an affine transformation $\boldsymbol{y}_{\mathbb{I}}: \mathbb{I} \rightarrow \mathbb{R}^{n_{L}}$ of the form $\boldsymbol{y}_{\mathbb{I}}(\boldsymbol{x})=$ $\boldsymbol{T} \boldsymbol{x}+\boldsymbol{t}$ with a matrix $\boldsymbol{T} \in \mathbb{R}^{n_{L} \times n_{0}}$ and a vector $\boldsymbol{t} \in \mathbb{R}^{n_{L}}$ that are directly defined by the network parameters and the set of neurons that are activated by any input $\boldsymbol{x} \in \mathbb{I}$. For a small perturbation $\varepsilon$ to some input $\overline{\boldsymbol{x}} \in \mathbb{I}$ such that $\overline{\boldsymbol{x}}+\varepsilon \in \mathbb{I}$, the network output for $\bar{x}+\varepsilon$ is given by $\boldsymbol{y}_{\mathbb{I}}(\overline{\boldsymbol{x}}+\varepsilon)$. While it is possible that two adjacent regions defined in such way correspond to the same affine transformation, thinking of each linear region as having a distinct signature of active units makes it easier to analyze them.

The number of linear regions defined by a neural network is one form with which we can measure the complexity of the models that it can represent (Bengio, 2009). Hence, if a more complex model is desired, we may want to design a neural network that can potentially define more linear regions. On the one hand, the number of linear regions may grow exponentially on the depth of a neural network. On the other hand, such a number depends on the interplay between network parameters and hyperparameters. As we consider how the inputs from adjacent linear regions are evaluated, the change to the affine transformation can be characterized in algebraic and geometric terms. Understanding such changes may help us grasp how a neural network is capable of telling its inputs apart, including what are the sources of the complexity of the model.

For neural networks in which the activation function is not piecewise linear, Bianchini and Scarselli (2014) have used more elaborate topological measures to compare the expressiveness of shallow and deep neural networks. Hu et al. (2020b) followed a closer approach by producing a linear approximation neural network in which the number of linear regions can be counted.

### 3.1 The combinatorial aspect of linear regions

One of the most striking aspects about analyzing a neural network in terms of its linear regions is how quickly such number grows. Early work on this topic by Pascanu et al. (2014) and Montúfar et al. (2014) have drawn two important observations. First, that it is possible to construct simple deep neural networks with a number of linear regions that grows exponentially in the depth. Second, that the number of linear regions can be exponential in the number of neurons alone.

The first observation comes from analyzing the role of ReLUs in a very simple setting. Namely, that of a neural network in which we regard every layer as having a single input in the $[0,1]$ domain, which is produced by combining the outputs of the units from the preceding layer, as illustrated by Example 1.

Example 1 Consider a neural network with input $x$ from the domain $[0,1]$ and layers having 4 neurons with ReLU activation. For the first layer, assume that the output of the neurons are given by the following functions: $f_{1}(x)=$ $\max \{4 x, 0\}, f_{2}(x)=\max \{8 x-2,0\}, f_{3}(x)=\max \{6.5 x-3.25,0\}$, and $f_{4}(x)=$ $\max \{12.5 x-11.25,0\}$. In other words, $\boldsymbol{h}_{i}^{1}=f_{i}(x) \forall i \in\{1,2,3,4\}$. For the
subsequent layers, assume that the outputs coming from the previous layer are combined through the function $F(x)=f_{1}(x)-f_{2}(x)+f_{3}(x)-f_{4}(x)$, which substitutes $x$ as the input to the next layer; upon which the same set of functions $\left\{f_{i}(x)\right\}_{i=1}^{4}$ defines the output of the next layer. In other words, $\boldsymbol{h}_{i}^{l}=$ $f_{i}\left(F\left(\boldsymbol{h}^{l-1}\right)\right)=f_{i}\left(h_{1}^{l-1}-h_{2}^{l-1}+h_{3}^{l-1}-h_{4}^{l-1}\right) \forall i \in\{1,2,3,4\}, l \in \mathbb{L} \backslash\{1\}$.

When the output of the units in the first layer is combined as $F(x)$, we obtain a zigzagging function with 4 slopes in the $[0,1]$ domain, each of which defining a bijection between segments of the input - namely, $[0,0.25],[0.25,0.5],[0.5,0.9]$, and $[0.9,1.0]$ - and the image $[0,1]$. The effect of repeating such structure in the second layer is that of composing $F(x)$ with itself, with 4 slopes being produced within each of those 4 initial segments. Hence, the number of slopes -and therefore of linear regions - in the output of such a neural network with L layers of activation functions is $4^{L}$, which implies an exponential growth on depth.

The network structure and the parameters of the neurons in the first two layers are illustrated in Figure 3; the set of functions $\left\{f_{i}(x)\right\}_{i=1}^{4}$ and the combined outputs of the first two layers - $F(x)$ and $F(F(x))$ - are illustrated in Figure 4.

In Example 1, every neuron changes the slope of the resulting function once it becomes active, in which we purposely alternate between positive and negative slopes once the function reaches either 0 or 1 , respectively. By selecting the network parameters accordingly, Montúfar et al. (2014) were the first to show that a layer with $n$ ReLUs can be used to create a zigzagging function with $n$ slopes on the $[0,1]$ domain, with the image along every slope also corresponding to the interval $[0,1]$. Consequently, stacking $L$ of such layers results in a neural network with $n^{L}$ linear regions.


Figure 3: Mapping from the input $x \in[0,1]$ to the intermediary output $\boldsymbol{h}^{2} \in$ $[0,1]^{4}$ through the first two layers of a neural network in which the number of linear regions growths exponentially on the depth, as described in Example 1. The parameters of subsequent layers are the same as those in the second layer.

The second observation - that the number of linear regions can grow exponentially in the number of neurons alone - comes from the interplay between the parts of the input space in which each the units are active, especially in higher-dimensional spaces. This is based on some geometric observations that we discuss in Section 3.3. Even for a shallow network -i.e., the number of layers being $L=1$ - such a number of linear regions may approach $2^{n}$, which corresponds to every possible activation set $\mathbb{S} \subseteq\{1, \ldots, n\}$ defining a nonempty


Figure 4: Set of activation functions $\left\{f_{i}(x)\right\}_{i=1}^{4}$ of the units in the first layer and combined outputs of the first two layers $-F(x)=f_{1}(x)-f_{2}(x)+f_{3}(x)-f_{4}(x)$ for the first and $F(F(x))$ for the second - of a neural network in which the number of linear regions grows exponentially on the depth, as described in Example 1.
linear region. However, as we discuss later, that is not always the case due to architectural choices such as the number of layers and their width.

### 3.2 The algebra of linear regions

Given the activation sets $\left\{\mathbb{S}^{l}\right\}_{l \in \mathbb{L}}$ denoting which neurons are active for each layer of the neural network, we can explicitly describe the affine transformation $\boldsymbol{y}_{\mathbb{I}}(\boldsymbol{x})=\boldsymbol{T} \boldsymbol{x}+\boldsymbol{t}$ associated with the corresponding linear region $\mathbb{I}$. For every activation set $\mathbb{S}^{l}$, layer $l$ defines an affine transformation of the form $\Omega^{\mathbb{S}^{l}}\left(\boldsymbol{W}^{l} \boldsymbol{h}^{l-1}+\boldsymbol{b}^{l}\right)$, where $\Omega^{\mathbb{S}^{l}}$ is a diagonal $n_{l} \times n_{l}$ matrix in which $\Omega_{i i}^{\mathbb{S}^{l}}=1$ if $i \in \mathbb{S}^{l}$ and $\Omega_{i i}^{\mathbb{S}^{l}}=0$ otherwise. Hence, the matrix $\boldsymbol{T}$ and vector $\boldsymbol{t}$ are as follows:

$$
\begin{gathered}
\boldsymbol{T}=\prod_{l=1}^{L} \Omega^{\mathbb{S}^{l}} \boldsymbol{W}^{l} \\
\boldsymbol{t}=\sum_{l_{1}=1}^{L}\left(\prod_{l_{2}=l_{1}+1}^{L} \Omega^{\mathbb{S}^{l_{2}}} \boldsymbol{W}^{l_{2}}\right) \Omega^{\mathbb{S}_{1}} \boldsymbol{b}^{l_{1}} .
\end{gathered}
$$

On a side note, Takai et al. (2021) proposed a related metric for networks modeling piecewise linear functions by counting the number of distinct functions among linear regions upon equivalence through isometric affine transformation.

Each linear region is associated with a polyhedron, and we can describe the union of polyhedra $\mathcal{D}$ on the space $\left(\boldsymbol{x}, \boldsymbol{h}^{1}, \ldots, \boldsymbol{h}^{L}\right)$ that covers the entire input
space $x$ of the neural network as follows:

$$
\mathcal{D}=\underset{\left(\mathbb{S}^{1}, \ldots, \mathbb{S}^{L}\right) \subseteq\left\{1, \ldots, n_{1}\right\} \times \ldots \times\left\{1, \ldots, n_{L}\right\}}{ } \bigvee_{i}\left(\begin{array}{cc}
\boldsymbol{w}_{i}^{l} \cdot \boldsymbol{h}^{l-1}+b_{i}^{l} \geq 0 & \forall l \in \mathbb{L}, i \in \mathbb{S}^{l} \\
h_{i}^{l}=\boldsymbol{w}_{i}^{l} \cdot \boldsymbol{h}^{l-1}+b_{i}^{l} & \forall l \in \mathbb{L}, i \in \mathbb{S}^{l} \\
\boldsymbol{w}_{i}^{l} \cdot h^{l-1}+b_{i}^{l} \leq 0 & \forall l \in \mathbb{L}, i \notin \mathbb{S}^{l} \\
h_{i}^{l}=0 & \forall l \in \mathbb{L}, i \notin \mathbb{S}^{l}
\end{array}\right)
$$

Such partitioning entails an overlap between adjacent linear regions when $\boldsymbol{w}_{i}^{l} \boldsymbol{h}^{l-1}+$ $b_{i}^{l}=0$, i.e., at the boundary in which unit $i$ in layer $l$ is active in one region and inactive in another. Nevertheless, for any input $\overline{\boldsymbol{x}}$ associated with a point at such a boundary between two linear regions $\mathbb{I}_{1}$ and $\mathbb{I}_{2}$, it holds that $\boldsymbol{y}_{\mathbb{I}_{1}}(\overline{\boldsymbol{x}})=\boldsymbol{y}_{\mathbb{I}_{2}}(\overline{\boldsymbol{x}})$ even if those affine transformations are not entirely identical since the output of the neural network is continuous. More importantly, such overlap implies that each term of $\mathcal{D}$ is defined using only equalities and nonstrict inequalities, and therefore that each linear region corresponds to polyhedra in the extended space $\left(\boldsymbol{x}, \boldsymbol{h}^{1}, \ldots, \boldsymbol{h}^{L}\right)$. Consequently, those linear regions also define polyhedra if projected to the input space $\boldsymbol{x}$, since by using Fourier-Motzkin elimination (Fourier, 1826, Motzkin, 1936) we can obtain a polyhedral description of the linear region in $\boldsymbol{x}$. Moreover, the interior of those polyhedra are disjoint. If one of those polyhedra does not have an interior, which means that it is not full-dimensional, then that linear region lies entirely on the boundary of other linear regions. In such a case, we do not regard it as a proper linear region. By looking at the geometry of those linear regions from a different perspective in Section 3.3 and understanding its impact on the number of linear regions in Section 3.4 , we will see that many terms of $\mathcal{D}$ may actually be empty.

The optimization over the union of polyhedra is the subject of disjunctive programming, which has contributed to the development of stronger formulations and better algorithms to solve discrete optimization problems. These are formulated as MILPs as well as more general types of problems in recent years (Balas, 2018), including generalized disjunctive programming for Mixed-Integer Non-Linear Programming (MINLP) (Raman and Grossmann, 1994, Grossmann and Ruiz, 2012). One of such contributions is the generation of valid inequalities to strengthen MILP formulations, which are also denoted as cutting planes, through the lift-and-project technique (Balas et al., 1993, 1996). In fact, we can develop stronger formulations for optimization problems involving neural networks through the lenses of disjunctive programming, as we discuss later in Section 4.2.

### 3.3 The geometry of linear regions

Another form of looking at the geometry of linear regions is through their transformation along the layers of the neural network. Namely, we can think of the input space as initially being partitioned by the units of the first layer, and then each resulting linear region being further partitioned by the subsequent layers. In that sense, we can think of every layer as a particular form of "slicing" the input. In fact, a layer may slice each linear region that is defined by the preced-


Figure 5: Linear regions defined by the shallow neural network described in Example 2. Every line corresponds to the activation hyperplane of a different neuron, which is given by $\alpha, \beta$, and $\gamma$ in parentheses. The arrow next to each line points to the half space in which the inputs activate that neuron. Every linear region has a subset of $\{\alpha, \beta, \gamma\}$ as its corresponding activation set.
ing layer in a different way due to which neurons are active or not in previous layers.

Let us begin by illustrating how a given layer $l \in \mathbb{L}$ partitions its input space $\boldsymbol{h}^{l-1}$. Every neuron $i$ in layer $l$ is associated with an activation hyperplane of the form $\boldsymbol{w}_{i}^{l} \cdot \boldsymbol{h}^{l-1}+b_{i}^{l}=0$, which divides the possible inputs of its layer into an open half-space in which the unit is active $\left(\boldsymbol{w}_{i}^{l} \cdot \boldsymbol{h}^{l-1}+b_{i}^{l}>0\right)$ and a closed half-space in which the unit is inactive $\left(\boldsymbol{w}_{i}^{l} \cdot \boldsymbol{h}^{l-1}+b_{i}^{l} \leq 0\right)$. These hyperplanes define the boundary between adjacent linear regions, and the arrangement of such hyperplanes for a given layer $l \in \mathbb{L}$ determines how that layer partitions the $\boldsymbol{h}^{l-1}$ space. In other words, every input in $\boldsymbol{h}^{l-1}$ can be located with respect to each of those hyperplanes, which corresponds to the activation set of the linear region to which it belongs. However, not every activation set out of the $2^{n_{l}}$ possible ones maps to a nonempty region of the input space. In the case of Example 2, there is no linear region in which the activation set is empty.

Example 2 Consider a neural network with domain $\boldsymbol{x} \in \mathbb{R}^{2}$ and a single layer having 3 neurons $\alpha, \beta$, and $\gamma$ with outputs given as follows: $h_{\alpha}^{1}=\max \left\{2.3 x_{1}-\right.$ $\left.1.9 x_{2}+0.6,0\right\}, h_{\beta}^{1}=\max \left\{-0.9 x_{1}-0.7 x_{2}+4.8,0\right\}$, and $h_{\gamma}^{1}=\max \left\{0 x_{1}+3 x_{2}-\right.$ $5,0\}$. These neurons define the activation hyperplanes $(\alpha) 2.3 x_{1}-1.9 x_{2}+0.6=$ 0 , $(\beta)-0.9 x_{1}-0.7 x_{2}+4.8=0$, and $(\gamma) 0 x_{1}+3 x_{2}-5=0$ in the space $\boldsymbol{x}$, which are illustrated along with the activation sets of the linear regions in Figure 5.

Instead of $2^{3}$ linear regions corresponding to each possible activation set defined by a subset of the neurons in $\{\alpha, \beta, \gamma\}$, the arrangement of such hyperplanes produces 7 linear regions, which is in fact the maximum number of 2-dimensional regions that can be defined by drawing 3 lines on a plane.

The maximum number of full-dimensional regions resulting from a partition-
ing defined by $n$ hyperplanes depends on the dimension $d$ of the space in which those hyperplanes are defined (Zaslavsky, 1975). That number never exceeds $\min \{d, n\}$
$\sum_{i=1}^{n}\binom{n}{i}$. Such bound only coincides with $2^{n}$ if $d \geq n$; otherwise, as illustrated in Example 2, that number can be smaller. As observed by Hanin and Rolnick (2019b), that bound is $O\left(\frac{n^{d}}{d!}\right)$ when $n \gg d$.

In fact, the above bound is all that we need to determine the maximum number of linear regions in shallow networks. While not every shallow network may define as many linear regions, it is always possible to put the hyperplanes in what is called a general position in order to reach that bound. Thus, the maxi$\min \left\{n_{0}, n_{1}\right\}$
mum number of linear regions defined by a shallow network is $\sum_{i=0}\binom{n_{1}}{n_{0}}$.
For the polyhedron associated with each linear region, being in general position implies that each vertex lies on exactly $d$ activation hyperplanes. For context, the converse situation in linear programming -having more hyperplanes active on a vertex than the space dimension - characterizes degeneracy.

In the case of deep networks, the partitioning of each linear region by the subsequent layers is based on the output of that linear region. This affects the shape and the number of the linear regions defined by the following layers, which may vary between adjacent linear regions due to which units are active or inactive from one linear region to another, as illustrated in Example 3.

Example 3 Consider a neural network with domain $\boldsymbol{x} \in \mathbb{R}^{2}$ and 2 layers having 2 neurons each -say neurons $\alpha$ and $\beta$ in layer 1 , and neurons $\gamma$ and $\delta$ in layer 2- with outputs given as follows: $h_{\alpha}^{1}=\max \left\{2.3 x_{1}-1.9 x_{2}+1.5,0\right\}, h_{\beta}^{1}=$ $\max \left\{-0.9 x_{1}-0.7 x_{2}+5,0\right\}, h_{\gamma}^{2}=\max \left\{0.4 h_{1}^{1}-3.1 h_{2}^{1}+4,0\right\}, h_{\delta}^{2}=\max \left\{-0.6 h_{1}^{1}-\right.$ $\left.1.6 h_{2}^{1}+5,0\right\}$. These neurons define the activation hyperplanes ( $\alpha$ ) $2.3 x_{1}-1.9 x_{2}+$ $1.5=0$ and $(\beta)-0.9 x_{1}-0.7 x_{2}+5=0$ in the $\boldsymbol{x}$ space and the activation hyperplanes $(\gamma) 0.4 h_{1}^{1}-3.1 h_{2}^{1}+4=0$ and $(\delta)-0.6 h_{1}^{1}-1.6 h_{2}^{1}+5=0$ in the $\boldsymbol{h}^{1}$ space, which are illustrated along with the activation sets of the linear regions in the first two plots of Figure 6. The third plot illustrates the linear regions jointly defined by the two layers in terms of the input space $\boldsymbol{x}$.

The third plot is repeated in Figure 7, in which the shape of each linear region $\mathbb{I}$ is filled in accordance to the dimension of the image of $\overline{\boldsymbol{y}}_{\mathbb{I}}(\boldsymbol{x})$-the output of the neural network for each linear region $\mathbb{I}$.

Example 3 highlights two important aspects about the structure of linear regions in deep neural networks. First, the linear regions defined by a neural network with multiple layers are different because activation hyperplanes after the first layer may look "bent" from the input space $x$, such as with the inflections of hyperplanes $(\gamma)$ and $(\delta)$ in the third plot of Figure 6 from one linear region defined by the first layer to another. This partitioning of the input space would not be possible with a single layer.

By comparing side by side the first and the third plots of Figure 6, we can see how every linear region of a given layer of a neural network may be partitioned


Figure 6: Linear regions defined by the 2 layers of the neural network described in Example 3, following the same notation as in Figure 5. The first and second plots show the linear regions and corresponding activation sets defined by the first and the second layers in terms of their input spaces ( $\boldsymbol{x}$ and $\boldsymbol{h}^{1}$ ). The third plot shows the linear regions defined by the combination of the 2 layers and the union of their activation sets in terms of the input space of the first layer $(\boldsymbol{x})$.
differently by the following layer. When defined in terms of the input space $\boldsymbol{x}$, the hyperplanes associated with the second layer differ across the linear regions defined by the first layer because each of those linear regions is associated with a different affine transformation from $\boldsymbol{x}$ to $\boldsymbol{h}^{1}$. Hence, the activation hyperplanes of layer $l$ may break each linear region from layer $l-1$ differently. To every linear region defined by the hyperplane arrangement in the $\boldsymbol{h}^{l-1}$ space there is a linear transformation $\boldsymbol{h}^{l-1}=\Omega^{\mathbb{S}^{l-1}}\left(\boldsymbol{W}^{l-1} \boldsymbol{h}^{l-2}+\boldsymbol{b}^{l-1}\right)$ to the points of that linear region based on the set of active neurons $\mathbb{S}^{l-1}$. Consequently, inputs in the $\boldsymbol{h}^{l-1}$ space that are associated with different linear regions are transformed differently to the $\boldsymbol{h}^{l}$ space, and therefore the form in which those linear regions are further partitioned by layer $l$ is not the same when seen from the $\boldsymbol{h}^{l-1}$ space.

Second, some combinations of activation sets of multiple layers do not correspond to linear regions even if the activation hyperplanes are in general position with respect to each layer. For each layer, the first two plots of Figure 6 show that every activation set corresponds to a nonempty region of the layer input. However, not every pair of such activation sets would define a nonempty linear region for the neural network. For example, the linear region of the first layer associated with the activation set $\mathbb{S}^{1}=\{ \}$ defines a linear region in $\boldsymbol{x}$ which is always mapped to $\boldsymbol{h}^{1}=0$, and thus only corresponds to activation set $\mathbb{S}^{2}=\{\gamma, \delta\}$ in the second layer because both units are active for such input. Thus, no linear region in $\boldsymbol{x}$ is associated with only the units in sets $\},\{\gamma\}$, and $\{\delta\}$ being active -i.e., there is no linear region such that $\mathbb{S}^{1} \cup \mathbb{S}^{2}=\{ \},\{\gamma\}$, or $\{\delta\}$.

More generally, the number of units that is active on each linear region defined by the first layer also imposes a geometric limit to how that linear region can be further partitioned. If only one unit is active at a layer, that means that the output of the layer within that linear region has dimension 1 , and, consequently, the subsequent hyperplane arrangements within that linear region are limited to a 1-dimensional space. For the network in the example,


Figure 7: Dimension of the image of the affine function $\boldsymbol{y}_{\mathbb{I}}(\boldsymbol{x})$ associated with each linear region $\mathbb{I}$ defined by the neural network described in Example 3. The linear regions are the same illustrated in the third plot of Figure 6.
we thus expect no more than $\sum_{i=0}^{1}\binom{2}{i}=3$ linear regions being defined instead of $2^{2}=4$ when only one unit is active. In fact, that is precisely the number of subdivisions by the second layer of the linear region defined by activation set $\mathbb{S}^{1}=\{\beta\}$ from the first layer.

For every linear region defined by layer $l$ with an activation set $\mathbb{S}^{l}$, the dimension of the output of the corresponding transformation $\Omega_{\mathbb{S}^{l}}\left(\boldsymbol{W}^{l} \boldsymbol{h}^{l-1}+\boldsymbol{b}^{l}\right)$ is at most $\left|\mathbb{S}^{l}\right|$ since $\operatorname{rank}\left(\Omega_{\mathbb{S}^{l}}\right)=\left|\mathbb{S}^{l}\right|$. Hence, the dimension of the output of every linear region defined by a rectifier network is upper bounded by its smallest activation set across all layers. This phenomenon was first identified by Serra et al. (2018) as the bottleneck effect. In neural networks with uniform width, this phenomenon leads to a surprising consequence: the number of linear regions with full-dimensional output is at most one. There are also consequences to the maximum number of linear regions that can be defined, as we discuss later.

### 3.3.1 The geometry of decision regions

It is also common to study what inputs are associated with each class by a neural network. The set of inputs associated with the same class define a decision region. Difficulties in modeling functions such as the Boolean XOR in shallow networks are related to limitations on the form of the decision regions, which may be limited by the depth of the neural network. For example, Makhoul et al. (1989) showed that two layers suffice to obtain disconnected decision regions.

The softmax layer is typically used for the output of neural networks trained on classification problems, in which the largest output corresponds to the class to which the input is associated. In rectifier networks coupled with a softmax layer, the decision regions can also be defined by polyhedra. Although the output of the softmax layer is not piecewise linear, its largest output corresponds to its largest input. Hence, every linear region $\mathbb{I}$ defined by layers 1 to $L-1$ is partitioned by the softmax layer into decision regions where $\boldsymbol{h}_{i}^{L-1} \geq \boldsymbol{h}_{j}^{L-1} \forall j \neq i$
for each class $i$ associated with the input $\boldsymbol{h}_{i}^{L-1}$ to the softmax layer. Therefore, each decision region of a rectifier networks consist of a union of polyhedra.

In fact, we may say further in the typical setting where no hidden layer is wider than the input -i.e., $n_{0} \geq n_{l} \forall l \in \mathbb{L}$ : Nguyen et al. (2018) showed that at least one layer $l \in \mathbb{L}$ must be such that $n_{l}>n_{0}$ for the network to present disconnected decision regions; and Grigsby and Lindsey (2022) showed that, for an input size $n_{0} \geq 2$, the decision regions are either empty or unbounded.

### 3.4 The number of linear regions

We have seen conditions that affect the number of linear regions both positively and negatively. We discuss these and other analytical results in Section 3.4.1, and then discuss work on counting linear regions in practice in Section 3.4.2.

### 3.4.1 Analytical results

At least three lines of work on analytical results have brought important insights. The first line is based on constructing networks with a large number of linear regions, which leads to lower bounds on the maximum number of linear regions. The second line is based on showing how the network architecture - in particular its hyperparameters - may impact the hyperplane arrangements defined by the layers, which leads to upper bounds on the maximum number of linear regions. The third line is based on characterizing the parameters of neural networks according to how they are initialized and updated along training, which leads to results on the expected number of linear regions for such networks.

Lower bounds The lower bounds on the maximum number of linear regions are obtained through a careful choice of network parameters aimed at increasing the number of linear regions. In some cases, they also depend on particular choices of hyperparameters. We present them by order of refinement in Table 2.

The first lower bound was introduced by Pascanu et al. (2014) and then improved by those authors with a new construction technique in Montúfar et al. (2014). In fact, Example 1 shows the case in which $n_{0}=1$ for the technique in Montúfar et al. (2014). While a different construction is proposed by Telgarsky (2015), subsequent developments in the literature have been based on Montúfar et al. (2014).

The lower bound by Arora et al. (2018) is based on a different technique to construct a first wide layer based on zonotopes, which is then followed by the same layers as in Montúfar et al. (2014). The first lower bound by Serra et al. (2018) reflects a slight change to the technique used by Montúfar et al. (2014), which in terms of Example 1 corresponds to using $n$ neurons to define $n+1$ instead of $n$ slopes on $[0,1]$. The second lower bound by Serra et al. (2018) extends that of Arora et al. (2018) by changing in the same way the construction of the subsequent layers of the network.

Upper bounds The upper bounds on the maximum number of linear regions are obtained by primarily considering changes to the geometry of the linear regions from one layer to another, as previously outlined and revisited below. We present those with a close form by order of refinement in Table 3.

Pascanu et al. (2014) established the connection between linear regions and hyperplane arrangements, which lead to the tight bound for shallow networks based on Zaslavsky (1975) for activation hyperplanes in general position. Montúfar et al. (2014) defined the first bound for deep networks based on enumerating all activation sets. The subsequent upper bounds extended the result by Pascanu et al. (2014) to deep networks by considering its successive application through the sequence of layers of the network.

In the case of deep networks, where $L>1$, we need to consider how the linear regions defined up to a given layer of the network can be further partitioned by the next layers. We start by assuming that every linear region defined by the first $l-1$ layers is then subdivided into the maximum possible number of linear regions defined by the activation hyperplanes of layer $l$. That leads to the bound in Raghu et al. (2017), which is implicit in their proof of an asymptotic bound of $O\left(n^{n_{0} L}\right)$, where $n$ is used as the width of every layer. However, there are many ways in which this bound can be refined upon careful examination. First, the dimension of the input of layer $l$-i.e., the output of layer $l-1-$ within each linear region is never larger than the smallest dimension among layers 1 to $l$, since for every linear region we have an affine transformation between inputs and outputs of each layer (Montúfar, 2017). Second, the dimension of the input coming through each linear region is in fact bounded by the smallest number of active units in each of the previous layers (Serra et al., 2018). This leads to a tight upper bound for $n_{0}=1$, since it matches the lower bound in Serra et al. (2018). Finally, the activation hyperplane of some units may not partition the linear regions because all possible inputs to the unit are in the same half-space, and in some of those cases the unit may never produce a positive output. For the number $k$ of active units in a given layer $l$, we can use the network parameters to calculate the maximum number of units that can be active in the next layer, $\mathcal{A}_{l}(k)$, as well as the number of units that can be active or inactive for different inputs, $\mathcal{I}_{l}(k)$ (Serra and Ramalingam, 2020).

Hinz and van de Geer (2019) observed that the upper bound by Serra et al. (2018) can be tightened by explicitly computing a recursive histogram of linear regions on the layers of the neural network according to the dimension of their image subspace. However, the resulting bound is not explicitly defined in terms of the network hyperparameters, and hence cannot be included on the table. This work is further extended in Hinz (2021) by also allowing a composition of bounds on subnetworks instead of only on the sequence of layers. Another extension of the framework from Hinz and van de Geer (2019) by Xie et al. (2020c) highlights that residual connections prevent the bottleneck effect in ResNets, by which reason such networks tend to have more linear regions.

Cai et al. (2023) proposed a separate recursive bound based on Serra et al. (2018) to account for the sparsity of the weight matrices, which illustrates how pruning connections may affect the maximum number of linear regions.

The results above have also been extended to other architectures. In some cases, results on other types of activations are also part of the papers previously mentioned: Montúfar et al. (2014) and Serra et al. (2018) present upper bounds for maxout networks; Raghu et al. (2017) present an upper bound for networks using hard tanh activation. In other cases, the ideas discussed above have been adapted for sparser networks with parameter sharing: Xiong et al. (2020) present upper and lower bounds for convolutional networks, which are shown to asymptotically define more linear regions per parameter than rectifier networks with the same input size and number of layers. Chen et al. (2022a) present upper and lower bounds for graph convolutional networks. Matoba et al. (2022) discuss the expresiveness of the maxpooling layers typically used in convolutional neural networks through their equivalence to a sequence of rectifier layers. Moreover, Goujon et al. (2022) present results for recently proposed activation functions, such as DeepSpline (Agostinelli et al., 2015, Unser, 2019, Bohra et al., 2020) and GroupSort (Anil et al., 2019).

Some of the results above were also revisited through the lenses of tropical algebra, in which every linear region corresponds to a tropical hypersurface (Zhang et al., 2018b, Charisopoulos and Maragos, 2018, Maragos et al., 2021). Notably, Montúfar et al. (2022) presented considerably tighter upper bounds for the number of linear regions in maxout networks with rank $k=3$ or greater.

Recently, a converse line of work started exploring the minimum dimensions of a neural network capable of representing a given piecewise linear function, starting with considerations about the minimum depth necessary (Arora et al., 2018) and further refinements of bounds on the network dimensions (He et al., 2020, Hertrich et al., 2021, Chen et al., 2022b), with Chen et al. (2022b) proposing an algorithm that can construct such a neural network. On a related note, Karg and Lucia (2020) show that linear time-invariant systems in model predictive control can be exactly expressed by rectifier networks and provide bounds on the width and number of layers necessary for a given system, whereas Ferlez and Shoukry (2020) describe an algorithm for producing architectures that can be parameterized as an optimal model predictive control strategy.


Expected number The third analytical approach has been the evaluation of the expected number of linear regions. In a pair of papers, Hanin and Rolnick studied the number of linear regions based on how the network parameters are typically initialized. In the first paper (Hanin and Rolnick, 2019a), they show that the average number of linear regions along 1-dimensional subspaces of the input grows linearly with respect to the number of neurons, irrespective of the network depth. In the second paper (Hanin and Rolnick, 2019b), they show that the average number of linear regions in higher-dimensional subspaces of the input also grows similarly in deep and shallow networks. For $N=\sum_{i=1}^{L} n_{i}$ as the total number of linear regions, the expected number of linear regions is $O\left(2^{N}\right)$ if $N \leq n_{0}$ and $O\left(\frac{(T N)^{n_{0}}}{n_{0}!}\right)$ otherwise, where $T>0$ is a constant based on the network parameters. Moreover, some of their experiments suggest that the number of linear regions in shallow networks is slightly greater. According to the authors, these bounds reflect the fact that the family of functions that can be represented by neural networks in the way that they are typically initialized is considerably smaller. They further argue that training as currently performed is unlikely to expand the family of functions much further, as illustrated by their experiments. Similar results on the expected number of linear regions for maxout networks are presented by Tseran and Montúfar (2021), and an application of the results above results to data manifolds is explored by Tiwari and Konidaris (2022). Additional results for specific architectures of rectifier networks are conjectured by Wang (2022), although without proof.

### 3.4.2 Counting linear regions

Counting the actual number of linear regions of a given network has been a more challenging topic to explore. Serra et al. (2018) have shown that the linear regions of a trained network can be enumerated as the solutions of an MILP formulation, which has been slightly corrected in Cai et al. (2023) ${ }^{1}$. However, MILP solutions are generally counted one by one (Danna et al., 2007), with exception of special cases (Serra and Hooker, 2020) and small subproblems (Serra, 2020), which makes this approach impractical for large neural networks. Serra and Ramalingam (2020) have shown that approximate model counting methods, which are commonly used to count the number of feasible assignments in propositional satisfiability, can be easily adapted to solution counting in MILP, which leads to an order-of-magnitude speedup in comparison with exact counting. This type of approach is particularly suitable for obtaining probabilistic lower bounds, which can complement the analytical upper bounds for the maximum number of linear regions. In Craighero et al. (2020a) and Craighero et al. (2020b), a directed acyclic graph is used to model the sets of active neurons on each layer and how they connected with those in subsequent layers. Yang et al. (2020) describe a method for decomposing the input space of rectifier networks into their linear regions by representing each linear region in terms of its face lattice, upon which the splitting operations corresponding to the transforma-

[^0]tions performed by each layer can be implemented. As the number of linear regions grow, these splitting operations can be processed in parallel. Yang et al. (2021) extend that method to convolutional neural networks. Moreover, Wang (2022) describes an algorithm for enumerating linear regions that counts adjacent linear regions with same corresponding affine function as a single linear region.

Another approach is to enumerate the linear regions in subspaces, which limits their number and reduces the complexity of the task. This idea was first explored by Novak et al. (2018) for measuring the complexity of a neural network in terms of the number of transitions along a single line. Hanin and Rolnick (2019a,b) also use this method with a bounded line segment or rectangle as a single set representing the input and then sequentially partitioning it. If this first set is intersected by the activation hyperplane of a neuron in the first layer, then we replace this set by two sets corresponding to the parts of the input space in which that neuron is active and not. Once those sets are further subdivided by all activation hyperplanes associated with the neurons in the first layer, the process can be continued with the neurons in the following layers. This method is used to count the number of linear regions along subspaces of the input with dimension 1 in Hanin and Rolnick (2019a) and dimension 2 in Hanin and Rolnick (2019b). A generalized version for counting the number of linear regions in affine subspaces spanned by a set of samples using an MILP formulation is presented in Cai et al. (2023). An approximate approach for counting the number of linear regions along a line by computing the closest activation hyperplane in each layer is presented in Gamba et al. (2022).

Other approaches have obtained lower bounds on the number of linear regions of a trained network by limiting the enumeration or considering exclusively the inputs from the dataset. In Xiong et al. (2020), the number of linear regions is estimated by sampling points from the input space and enumerating all activation patterns identified through this process. In Cohan et al. (2022), the counting is restricted to the linear regions found between consecutive states of a neural network modeling a reinforcement learning policy.

### 3.5 Applications and insights

Thinking about neural networks in terms of linear regions led to a variety of applications. In turn, that inspired further studies on the structure and properties of linear regions under different settings. We organize the literature about applications and insights around some central themes in the subsections below.

### 3.5.1 The number of linear regions

From our discussion, the number of linear regions emerges as a potential proxy for the complexity of neural networks, which has been studied by some authors and exploited empirically by others. Novak et al. (2018) observed that the number of transitions between linear regions in 1-dimensional subspaces correlates with generalization. Hu et al. (2020a) used bounds on the number of linear
regions as proxy to model the capacity of a neural network used for learning through distillation, in which a smaller network is trained based on the outputs of another network. Chen et al. (2021a) and Chen et al. (2021b) present one of the first approaches to training-free neural architectural search through the analysis of network properties. One of the two metrics that they have shown to be effective for that purpose is the number of linear regions associated with a sample of inputs from the training set on randomly initialized networks. Biau et al. (2021) observed that obtaining a discriminator network for Wasserstein GANs (Arjovsky et al., 2017) that correctly approximates the Wasserstein distance entails that such a discriminator network has a growing number of linear regions as the complexity of the data distribution increases. Park et al. (2021b) maximized the number of linear regions in unsupervised learning in order to produce more expressive encodings for downstream tasks using simpler classifiers. In neural networks modeling reinforcement learning policies, Cohan et al. (2022) observed that the number of transitions between linear regions in inputs corresponding to consecutive states increases by $50 \%$ with training while the number of repeated linear regions decreases. Cai et al. (2023) proposed a method for pruning different proportions of parameters from each layer by maximizes the bound on the number of linear regions, which lead to better accuracy than uniform pruning across layers. On a related note, Liang and Xu (2021) proposed a new variant of the ReLU activation function for dividing the input space into a greater number of linear regions.

The number of linear regions also inspired further theoretical work. Amrami and Goldberg (2021) presented an argument for the benefit of depth in neural networks based on the number of linear regions for correctly separating samples associated with different classes. Liu and Liang (2021) studied upper and lower bounds on the optimal approximation error of a convex univariate function based on the number of linear regions of a rectifier network. Henriksen et al. (2022) used the maximum number of linear regions as a metric for capacity that may limit repairing incorrect classifications in a neural network.

### 3.5.2 The shape of linear regions

Some studies aimed at understanding what affects the shape of linear regions in practice, including how to train neural networks in such a way to induce certain shapes in the linear regions. Zhang and Wu (2020) observed that multiple training techniques may lead to similar accuracy, but very different shape for the linear regions. For example, batch normalization (Ioffe and Szegedy, 2015) and dropout (Srivastava et al., 2014) lead to more linear regions. While batch normalization breaks the space in regions with uniform size, more orthogonal norms, and more gradient variability across adjacent regions; dropout produces more linear regions around decision boundaries, norms are more parallel, and data points less likely to be in the region containing the decision boundary. Croce et al. (2019) and Lee et al. (2019) applied regularization to the loss function to push the boundary of each linear region away from points in the training set that it contains, as long as those points are correctly classified. They show
that this form of regularization improves the robustness of the neural network while making the linear regions larger. In fact, Zhu et al. (2020) observed that the boundaries of the linear regions move away from the training data; and He et al. (2021) conjectured that the linear regions near training samples becomes smaller through training, or that conversely the activation patterns are denser around the training samples. Gamba et al. (2020) presented an empirical study on the angles between activation hyperplanes defined by convolutional layers, and observed that their cosines tend to be similar and more negative with depth after training.

The geometry of linear regions also led to other theoretical and algorithmic advances. Theoretically, Phuong and Lampert (2020) proved that architectures with nonincreasing layer widths have unique parameters - upon permutation and scaling- for representing certain functions. In other words, some pairs of neural networks are only equivalent if their parameters only differ by permutation and multiplication. Grigsby et al. (2023) showed that equivalences other than by permutation are less likely to occur with greater input size and width, but more likely with greater depth. Algorithmically, Rolnick and Kording (2020) proposed a procedure to reconstruct a neural network by evaluating several inputs in order to determine regions of the input space for which the output of the neural network can be defined by an affine function -and thus consist of a single linear region. Depending on how the shape changes between adjacent linear regions, the boundaries of the linear regions are replicated with neurons in the first hidden layer or in subsequent layers of the reconstructed neural network. Masden (2022) provided theoretical results and an algorithm for characterizing the face lattice of the polyhedron associated with each linear region.

### 3.5.3 Activation patterns and the discrimination of inputs

Another common theme is understanding how inputs from the training and test sets are distributed among the linear regions, and what can be inferred the encoding of the activation patterns associated with the linear regions. Gopinath et al. (2019) noted that many properties of neural networks, including the classes of different inputs, are associated with activation patterns - and thus with their linear regions. Several works (He et al., 2021, Sattelberg et al., 2020, Trimmel et al., 2021) observed that each training sample is typically located in a different linear region when the neural network is sufficiently expressive; whereas He et al. (2021) noted that simple machine learning algorithms can be applied using the activation patterns as features, and Sattelberg et al. (2020) noted that there is some similarity between activation patterns of different neural networks under affine mapping, meaning that the training of these neural networks lead to similar models. Chaudhry et al. (2020) exploited the idea of continual learning with different tasks being encoded in disjoint subspaces, which thus corresponds to a disjoint set of activation sets on each layer being associated with classifications for each of those tasks. Based on their approach for enumerating linear regions, Craighero et al. (2020a) and Craighero et al. (2020b) have found that inputs
from larger linear regions are often correctly classified by the neural network, that inputs from smaller linear regions are often incorrectly classified, and that the number of distinct activations sets reduces along the layers of the neural network. Gamba et al. (2022) also discussed the issue of some linear regions being smaller and thus less likely to occur in practice. Moreover, they propose a measurement for the similarity of the affine functions associated with linear regions along a line and observed that the linear regions tend to be less similar to one another when the network is trained with incorrectly classified labels.

### 3.5.4 Function approximation

Because of the linear behavior of the output within each linear region, we can approximate the output of the neural network based on the output of its linear regions. Chu et al. (2018) and Sudjianto et al. (2020) produced linear models based on this local behavior; whereas Glass et al. (2021) observed that we can interpret neural networks as equivalent to local linear model trees (Nelles et al., 2000), in which a distinct linear model is used at each leaf of a decision tree, and provided a method to produce such models from neural networks. Trimmel et al. (2021) described how to extract the linear regions associated with the inputs from the training set as means to approximate the output of the inputs from the test set. Robinson et al. (2019) presented another approach for explicitly representing the function modeled by a neural network through the enumeration of its linear regions. On a related note, Chaudhry et al. (2020) used the assumption of training samples remaining within the same linear region during gradient descent to simplify the analysis of backpropagation.

This topic also relates to the broad literature on neural networks as universal function approximators, to which the concept of linear regions helps articulating ideal conditions. As observed by Mhaskar and Poggio (2020), the optimal number of linear regions in a neural network - or, correspondingly, of pieces of the piecewise linear function modeled by it - depends on the function being approximated. In addition, linear regions were also used explicitly to build function approximations. Kumar et al. (2019) have shown that rectifier networks can we approximated to arbitrary precision with two hidden layers, the largest of which having a neuron corresponding to each different activation pattern of the original network; an exact counterpart of this result was later presented by Villani and Schoots (2023). Fan et al. (2020) described the transformation between sufficiently wide and deep networks while arguing that the fundamental measure of complexity should be counting simplices within linear regions. In subsequent work, Fan et al. (2023) empirically observed that linear regions tend to have a small number of higher dimensional faces, or facets.

More recent studies aimed at understanding the expressiveness and approximability of neural networks in terms of their number of parameters, in particular when the number of linear regions is greater than the number of parameters (Malach and Shalev-Shwartz, 2019, Dym et al., 2020, Daubechies et al., 2022). They all discuss how the composition the modeled functions tend to present the self-similarity property of fractal distributions, which is one reason why they
have so many linear regions. Keup and Helias (2022) interpreted the connection between linear regions in different parts of the input space in terms of how paper origamis are constructed: by "folding" the data for separability.

Another related topic is computing the Lipschitz constant $\rho$ of the function $f(x)$ modeled by the neural network, the smallest $\rho$ for which $\left\|f\left(x^{\prime}\right)-f(x)\right\| \leq$ $\rho\left\|x^{\prime}-x\right\|$ for any two inputs $x$ and $x^{\prime}$. Note that the first derivative of the output of a linear region is constant, which is leveraged by Hwang and Heinecke (2020) to evaluate the stability of the network by computing the constant across linear regions by changing the activation pattern. Interestingly, Zhou and Schoellig (2019) showed that the constant grows similarly to the number of linear regions: polynomial in width and exponential in depth. A smaller constant limits the susceptibility of the network to adversarial examples (Huster et al., 2018), which are discussed in Section 4, and also lead to smaller bias variance (Loukas et al., 2021). While calculating the exact Lipschitz constant is NP-hard and encourages approximations (Virmaux and Scaman, 2018, Patrick L. Combettes, 2019), the exact constant can be computed using MILP (Jordan and Dimakis, 2020). Notably, many studies have focused on relaxations such as linear programming (Zou et al., 2019), semidefinite programming (Fazlyab et al., 2019, Chen et al., 2020), and polynomial optimization (Latorre et al., 2020). An alternative approach is to use more sophisticated activation functions for limiting the value of the constant (Anil et al., 2019, Aziznejad et al., 2020).

### 3.5.5 Optimizing over linear regions

As an alternative to optimizing over neural networks as described next in Section 4, a number of approaches have resorted to techniques that are equivalent to systematically enumerating or traversing linear regions and optimizing over them (Croce and Hein, 2018, Croce et al., 2020, Khedr et al., 2020, Vincent and Schwager, 2021, Xu et al., 2022). Notably, Vincent and Schwager (2021) and Xu et al. (2022) are mindful of the facet-defining inequalities associated with a linear region, which are the ones to change when moving toward an adjacent linear region. On a related note, Seck et al. (2021) alternates between gradient steps and solving a linear programming model within the current linear region.

## 4 Optimizing Over a Trained Neural Network

In Section 5 we will see how polyhedral-based methods can be used to train a neural network. In this section, we will focus on how polyhedral-based methods can be used to do something with a neural network after it has been trained. Specifically, after the network architecture and all parameters have been fixed, a neural network $f$ is merely a function. If each activation function $\sigma$ used to describe the network is piecewise linear (as is the case with those presented in Table 1), $f$ is also a piecewise linear function. Therefore, any optimization problem containing $f$ in some way will be a piecewise linear optimization problem. For example, in the simple case where the output of $f$ is univariate, the
optimization problem

$$
\min _{x \in \mathcal{X}} f(x)
$$

is a piecewise linear optimization problem. As discussed in Section 3, this problem can have an enormous number of "pieces" (linear regions) when $f$ is a neural network; solving this problem thus heavily depends on the size and structure of the neural network $f$. For example, the training procedure by which $f$ is obtained can greatly influence the performance of optimization strategies (Tjeng et al., 2019, Xiao et al., 2019).

In this section, we first explore situations in which you might want to optimize over a trained neural network in this manner. We will then survey available methods for solving this method (either exactly or on the dual side) using polyhedral-based methods. We conclude with a brief view of future directions.

### 4.1 Applications of optimization over trained networks

Applications where you might want to optimize over a trained neural network $f$ broadly fall into two categories: those where $f$ is the "true" object of interest, and those where $f$ is a convenient proxy for some unknown, underlying behavior.

### 4.1.1 Neural network verification

Neural network verification is a burgeoning field of study in deep learning. Starting in the early 2000s, researchers began to recognize the importance of rigorously verifying the behavior of neural networks, mainly in aviation-related applications (Schumann et al., 2003, Zakrzewski, 2001). More recently, the seminal works of Szegedy et al. (2014) and Goodfellow et al. (2015) observed that neural networks are unusually susceptible to adversarial attacks. These are small, targeted perturbations that can drastically affect the output of the network; as shown in Figure 8, even powerful models such as MobileNetV2 (Sandler et al., 2018) are susceptible. The existence and prevalence of adversarial attacks in deep neural networks has raised justifiable concerns about the deployment of these models in mission-critical systems such as autonomous vehicles (Deng et al., 2020), aviation (Kouvaros et al., 2021), or medical systems (Finlayson et al., 2019). One fascinating empirical work by Eykholt et al. (2018) showed the susceptibility of standard image classification networks that might be used in self-driving vehicles to a very analogue form of attacks: black/white stickers, placed in a careful way, could confuse these models enough that they would mis-classify road signs (e.g., mistaking stop signs for "speed limit 80 " signs).

Neural network verification seeks to prove (or disprove) a given input-output relationship, i.e., $x \in \mathcal{X} \Rightarrow y \in \mathcal{Y}$, that gives some indication of model robustness. Methods for verifying this relationship are classified as being sound and/or complete. A method that is sound will only certify the relationship if it is indeed true (no false positives), while a method that is complete will (i) always return an answer and (ii) only disprove the relationship if it is false (no false


Figure 8: Example of adversarial attack on MobileNetV2 (Sandler et al., 2018). The original image taken by one of the survey authors is classified as 'siberian_husky,' but is re-classified as 'wallaby' with a small (in an $\ell_{\infty}$-norm sense) targeted attack.
negatives). An early set of papers (Fischetti and Jo, 2018, Lomuscio and Maganti, 2017, Tjeng et al., 2019) recognized that MILP provides an avenue for verification that is both sound and complete, given that $\mathcal{X}$ and $f(x)$ are both linear, or piecewise linear. We refer the readers to recent reviews (Huang et al., 2020, Leofante et al., 2018, Li et al., 2022, Liu et al., 2021) for a more comprehensive treatment of the landscape of verification methods, including MILPand LP-based technologies.

Example 4 Consider a classification network $f:[0,1]^{n_{0}} \rightarrow \mathbb{R}^{d}$ where the $j$-th output, $f(x)_{j}$, corresponds to the probability that input $x$ is of class $j .{ }^{2}$ Then consider a labeled image $\hat{x}$ known to be of class $i$, and a "target" adversarial class $k \neq i$. Then verifying local robustness of the prediction corresponds to checking $x \in\{x:\|x-\hat{x}\| \leq \epsilon\} \Rightarrow y=f(x) \in\left\{y: y_{i} \geq y_{k}\right\}$, where $\epsilon>0$ is a constant which prescribes the radius around which $\hat{x}$ we will search for an adversarial example.

This verification task can be formulated as an optimization problem of the form:

$$
\begin{gather*}
\max _{x \in[0,1]^{n_{0}}} \quad f(x)_{k}-f(x)_{i}  \tag{3}\\
\text { s.t. }\|x-\hat{x}\| \leq \epsilon .
\end{gather*}
$$

Any feasible solution $x$ to this problem with positive cost is an adversarial example: it is very "close" to $\hat{x}$ which has true label $i$, yet the network believes it is more likely to be of class $k .^{3}$ If, on the other hand, it is proven that the optimal objective value is negative, this proves that $f$ is robust (at least in the

[^1]neighborhood around $\tilde{x})$. Note that the verification problem can terminate once the sign of the optimal objective value is determined, but solving the problem returns an optimal adversarial example.

The objective function of (3) models the desired input-output relationship, $x \in \mathcal{X} \Rightarrow y \in \mathcal{Y}$, while the constraints model the domain $\mathcal{X}$. The domain $\mathcal{X}$ is typically a box or hyperrectangular domain. Extensions to this are described in Section 4.4.1. Some explanation-focused verification applications define the input-output relationship in a derivative sense, e.g., $x \in \mathcal{X} \Rightarrow \partial y / \partial x \in \mathcal{Y}^{\prime}$ (Wicker et al., 2022). As the derivative of the ReLU function is also piecewise linear, this class of problems can also be modeled in MILP. For example, in the context of fairness and explainability, Liu et al. (2020) and Jordan and Dimakis (2020) used MILP to certify monotonicity and to compute local Lipschitz constants, respectively.

Although in this survey we focus on optimization over trained neural networks, it is important to note that polyhedral theory underlies numerous strategies for neural network verification. For example, SAT and SMT (Satisfiability Modulo Theories) solvers designed for Boolean satisfiability problems (and more general problems for the case of SMT) can also be used to search through activation patterns for a neural network (Pulina and Tacchella, 2010), resulting in tools that are sound and complete, such as Planet (Ehlers, 2017) and Reluplex (Katz et al., 2017). Bunel et al. (2018) presented a unified view to compare MILP and SMT formulations, as well as the relaxations that result from these formulations (we will revisit this in Section 4.3). On the other hand, strategies such as ExactReach (Xiang et al., 2017) exploit polyhedral theory to compute reachable sets: given an input set to a ReLU function defined as a union of polytopes, the output reachable set is also a union of polytopes. Other methods over-approximate the reachable set to improve scalability, e.g., for vision models (Yang et al., 2021), often resulting in methods that are sound, but not complete.

### 4.1.2 Neural network as proxy

Another situation in which you may want to solve an optimization problem containing trained neural networks is when you would like to optimize some other, unknown function for which you have historical input/output data. A similar situation arises when you want to solve an optimization problem where (some of) the constraints are overly complicated, but you can query samples from the constraints on which to train a simpler surrogate model. In these cases, you might imagine training a neural network in a standard supervised learning setting to approximate this underlying, unknown or complicated function. Then, since the neural network is known, you are left with a deterministic piecewise linear optimization problem. Note that we focus here on using a neural network as a surrogate; neural networks can additionally learn other components of an optimization problem, e.g., uncertainty sets for robust optimization (Goerigk and Kurtz, 2023).

Several software tools have been developed for this class of problems. For the
case of constraint learning, JANOS (Bergman et al., 2022) and OptiCL (Maragno et al., 2021) both provide functionality for learning a ReLU neural network to approximate a constraint based on data and embedding the learned neural network in MILP. The reluMIP package (Lueg et al., 2021) has also been introduced to handle the latter embedding step. More generally, OMLT (Ceccon et al., 2022) translates neural networks to pyomo optimization blocks, including various MILP formulations and activation functions. Finally, recent developments in gurobipy ${ }^{4}$ enable directly parsing in trained neural networks.

Applications of this paradigm can be envisioned in a number of domain areas. This approach is common in deep reinforcement learning, where neural networks are used to approximate an unknown " $Q$-function" which models the long-term cost of taking a particular action in a particular state of the world. In $Q$-learning, this $Q$-function is optimized iteratively to produce new candidate policies, which are then evaluated (typically via simulation) to produce new training data for future iterations. Optimization over the learned $Q$-function must be relatively fast in control applications, and several practical methods have been proposed. When the action space is discrete, the $Q$-function neural network is trained with one output value for each possible action, simplifying optimization to evaluating the model and selecting the largest output. Continuous action spaces require the $Q$ network be optimized over (Burtea and Tsay, 2023, Delarue et al., 2020, Ryu et al., 2020), or an "actor" network can be trained to learn the optimal actions (Lillicrap et al., 2015). In a related vein, ReLU neural networks can be used as a process model for optimal scheduling or control (Wu et al., 2020).

Chemical engineering also presents applications where surrogate models have proven beneficial for optimization, as is the subject of recent reviews (Bhosekar and Ierapetritou, 2018, McBride and Sundmacher, 2019, Tsay and Baldea, 2019). In particular, ReLU neural networks can be seamlessly embedded in larger MILP problems such as flow networks and reservoir control where the other constraints are also mixed-integer linear (Grimstad and Andersson, 2019, Say et al., 2017, Yang et al., 2022). Focusing on control applications where the neural network is embedded in a MILP that must be solved repeatedly, Katz et al. (2020) showed how multiparametric programming can be used to learn the solution map of the resulting MILP itself, which is also piecewise affine. An emerging area of research uses verification tools to reason about neural networks used as controllers, e.g., see Johnson et al. (2020). These applications involve optimization formulations combining the neural network with constraints defining the controlled system. For example, verification can be used to bound the reachable set (Sidrane et al., 2022) (alongside piecewise linear bounds on the dynamical system) or the maximum error against a baseline controller (Schwan et al., 2022).

Finally, applications for optimization over neural networks arise in machine learning applications. MILP formulations can be used to compress neural networks (Serra et al., 2020, 2021, ElAraby et al., 2020), which consequently result in more tractable surrogate models (Kody et al., 2022). The main idea is to

[^2]use MILP to identify stable nodes, i.e., nodes that are always on or off over an input domain, which can then be algebraically eliminated. Optimization has also been employed in techniques for feature selection, based on identifying strongest input nodes (Sildir and Aydin, 2022, Zhao et al., 2023). In the context of Bayesian optimization, Volpp et al. (2020) use reinforcement learning to meta-learn acquisition functions parameterized as neural networks; selecting ensuing query points then requires optimization over the trained acquisition function. Later work modeled both the acquisition function and feasible region in black-box optimization as neural networks (Papalexopoulos et al., 2022). In that work, exploration and exploitation are balanced via Thompson sampling and training multiple neural networks from a random parameter initialization.

A word of caution Standard supervised learning algorithms aim to learn a function which fits the underlying function according to some distribution under which the data is generated. However, optimizing a function corresponds to evaluating it at a single point. This means that you may end up with a model that well-approximates the underlying function in distribution, but for which the pointwise minimizer is a poor approximation of the true function. This phenomena is referred to as the "Optimizer's curse" (Smith and Winkler, 2006).

### 4.1.3 Single neuron relaxations

For the following subsections, consider the $i$-th neuron in the $l$-th layer of a neural network, endowed with a ReLU activation function, whose behavior is governed by (2). Presume that a input domain of interest $\mathcal{D}^{l-1} \subset \mathbb{R}^{n_{l}}$ is a bounded region. Further, since $\mathcal{D}^{l-1}$ is bounded, presume that finite bounds are known on each input component, i.e. that vectors $L^{l-1}, U^{l-1} \in \mathbb{R}^{n_{l}}$ are known such that $\mathcal{D}^{l-1} \subseteq\left[L^{l-1}, U^{l-1}\right] \subset \mathbb{R}^{n_{l}}$. We can then write the graph of the neuron, which couples together the input and the output of the nonlinear ReLU activation function:

$$
\begin{aligned}
\operatorname{gr} & =\left\{\left(\boldsymbol{h}^{l-1}, h_{i}^{l}\right) \in \mathcal{D}^{l-1} \times \mathbb{R} \mid h_{i}^{l}=0 \geq \boldsymbol{w}_{i}^{l} \boldsymbol{h}^{l-1}+b_{i}^{l}\right\} \\
& \cup\left\{\left(\boldsymbol{h}^{l-1}, h_{i}^{l}\right) \in \mathcal{D}^{l-1} \times \mathbb{R} \mid h_{i}^{l}=\boldsymbol{w}_{i}^{l} \boldsymbol{h}^{l-1}+b_{i}^{l} \geq 0\right\}
\end{aligned}
$$

This is a disjunctive representation for gr in terms of two polyhedral alternatives. We assume that every included neuron exhibits this disjunction, i.e., every neuron can be on or off depending on the model input. This assumption of strict activity implies that $L^{l-1}<0$ and $U^{l-1}>0$, noting that neurons not satisfying this property can be exactly pruned from the model (Serra et al., 2020).

We observe that, given this (or any) formulation for each individual unit, it is straightforward to construct a formulation for the entire network. For example, if we take $X_{i}^{l}=\left\{\left(\boldsymbol{h}^{l-1}, h_{i}^{l}, z_{i}^{l}\right) \mid(4)\right\}$ for each layer $l$ and each unit $i$, we can construct a MILP formulation for the graph of the entire network, $\left\{(x, f(x)): x \in \mathcal{D}^{0}\right\}$ as

$$
\left(\boldsymbol{h}^{l-1}, h_{i}^{l}, z_{i}^{l}\right) \in X_{i}^{l} \quad \forall l \in \mathbb{L}, i \in \llbracket n_{l} \rrbracket .
$$

This also generalizes in a straightforward manner to more complex feedforward network architectures (e.g. convolutions, or sparse or skip connections), though we omit the explicit description for notational simplicity.

### 4.1.4 Beyond the scope of this survey

The effectiveness of the single-neuron formulations described above is bounded by the tightness of the optimal univariate formulation; this property is known as the "single-neuron barrier" (Salman et al., 2019). This has motivated research in convex relaxations that jointly account for multiple neurons within a layer (Singh et al., 2019a). Nevertheless, the analysis of polyhedral formulations for multiple neurons simultaneously quickly becomes intractable, and is beyond the scope of this survey. Instead, we point the interested reader to the recent survey by Roth (2021), and highlight a few approaches taken in the literature. Multi-neuron analysis has been used to: improve bounds tightening schemes (Rössig and Petkovic, 2021), prune linearizable neurons (Botoeva et al., 2020), design dual decompositions (Ferrari et al., 2022), and generate strengthening inequalities (Serra and Ramalingam, 2020). Similarly, we do not review formulations for ensembles of ReLU networks, though MILP formulations have been proposed (Wang et al., 2021, 2023).

Additionally, recent works have exploited polyhedral structure to develop sampling based strategies, which can be used to warm-start MILP or accelerate local search in verification (Perakis and Tsiourvas, 2022, Wu et al., 2022). Lombardi et al. (2017) computationally compare MILP against local search and constraint programming approaches. In a related vein, Cheon (2022) examines local solutions and proposes an outer approximation method to improve gradient-based optimization. Finally, following Raghunathan et al. (2018), a large body of work has presented optimization-based methods for verification that use semidefinite programming concepts (Dathathri et al., 2020, Fazlyab et al., 2020, Newton and Papachristodoulou, 2021). Notably, Batten et al. (2021) showed how combining semidefinite and MILP formulations can produce a new formulation that is tighter than both. This was later extended with reformulation-linearization technique, or RLT, cuts (Lan et al., 2022). While related to linear programming and other methods based on convex relaxations, this stream of work is beyond the scope of this survey. We refer the reader to Zhang (2020) for a discussion of the tightness of these formulations.

### 4.2 Exact models using mixed-integer programming

Mixed-integer programming offers a powerful algorithmic framework for exactly modeling nonconvex piecewise linear functions. The Operations Research community has studied has a long and storied history of developing MILPbased methods for piecewise linear optimization, with research spanning decades (Croxton et al., 2003, Dantzig, 1960, Geißler et al., 2012, Huchette and Vielma, 2022, Lee and Wilson, 2001, Misener and Floudas, 2012, Padberg, 2000, Vielma et al., 2010). However, many of these techniques are specialized for low-dimensional
or separable piecewise linear functions. While a reasonable assumption in many OR problems, this is not the case when modeling neurons in a neural network. Therefore, the standard approach in the literature is to apply general-purpose MILP formulation techniques to model neural networks.

Connection to Boolean satisfiability Some SMT-based methods such as Reluplex (Katz et al., 2017) and Planet (Ehlers, 2017) effectively construct branching technologies similar to MILP solvers. Indeed, Marabou (Katz et al., 2019) builds on Reluplex, and a recent extension MarabouOpt can optimize over trained neural networks (Strong et al., 2021). The authors also outline general procedures to extend verification solvers to optimization. Our focus in this review is on more general MILP formulations, or those that can be incorporated into off-the-shelf MILP solvers with relative ease. Bunel et al. (2020b, 2018) provide a more comprehensive discussion of similarities and differences to SMT.

### 4.2.1 The big- $M$ formulation

The big- $M$ method is a standard technique used to formulate logic and disjunctive constraints using mixed-integer programming (Bonami et al., 2015, Vielma, 2015). Big- $M$ formulations are typically very simple to reason about and implement, and are quite compact, though their convex relaxations can often be quite poor, leading to weak dual bounds and (often) slow convergence when passed to a mixed-integer programming solver. Since gr is a disjunctive set, the big-M technique can be applied to produce the following formulation:

$$
\begin{align*}
h_{i}^{l} & \geq \boldsymbol{w}_{i}^{l} \boldsymbol{h}^{l-1}+b_{i}^{l}  \tag{4a}\\
h_{i}^{l} & \leq\left(\boldsymbol{w}_{i}^{l} \boldsymbol{h}^{l-1}+b_{i}^{l}\right)-M_{i,-}^{l}(1-z)  \tag{4b}\\
h_{i}^{l} & \leq M_{i,+}^{l} z  \tag{4c}\\
\left(\boldsymbol{h}^{l-1}, h_{i}^{l}\right) & \in\left[L^{l-1}, U^{l-1}\right] \times \mathbb{R}_{\geq 0}  \tag{4~d}\\
z_{i}^{l} & \in\{0,1\} . \tag{4e}
\end{align*}
$$

Here, $M_{i,-}^{l}$ and $M_{i,+}^{l}$ are data which must satisfy the inequalities

$$
\begin{aligned}
& M_{i,-}^{l} \leq \min _{\boldsymbol{h}^{l-1} \in \mathcal{D}^{l-1}} \boldsymbol{w}_{i}^{l} \boldsymbol{h}^{l-1}+b_{i}^{l} \\
& M_{i,+}^{l} \geq \max _{\boldsymbol{h}^{l-1} \in \mathcal{D}^{l-1}} \boldsymbol{w}_{i}^{l} \boldsymbol{h}^{l-1}+b_{i}^{l}
\end{aligned}
$$

This big- $M$ formulation for ReLU-based networks has been used extensively in the literature (Bunel et al., 2018, Cheng et al., 2017, Dutta et al., 2018, Fischetti and Jo, 2018, Kumar et al., 2019, Lomuscio and Maganti, 2017, Serra and Ramalingam, 2020, Serra et al., 2018, Tjeng et al., 2019, Xiao et al., 2019).

The big- $M$ formulation is compact, with one binary variable and $\mathcal{O}(1)$ general inequality constraints for each neuron. Applied for each unit in the network, this leads to a MILP formulation with $\mathcal{O}\left(\sum_{l \in \mathbb{L}} n_{l}\right)=\mathcal{O}\left(L n_{\max }\right)$ binary variables and general inequality constraints, where $n_{\max }=\max _{l \in \mathbb{L}} n_{L}$. However, it has


Figure 9: Left: The convex hull of a ReLU neuron (5), and Right: the convex relaxation offered by the big- $M$ formulation (4) Adapted from Anderson et al. Anderson et al. $(2020,2019)$
been observed (Anderson et al., 2019, 2020) that this big- $M$ formulation is not strong in the sense that its LP relaxation does not, in general, capture the convex hull of the graph of a given unit; see Figure 9 for an illustration. In fact, this LP relaxation can be arbitrarily bad (Anderson et al., 2019, Example 2), even in fixed input dimension. As MILP solvers often bound the objective function between the best feasible point and its tightest optimal continuous relaxation, a weak formulation can negatively impact performance, often substantially.

It is worth dwelling on where this lack of strength comes from. If the input $\boldsymbol{h}^{l-1}$ is one dimensional, the big- $M$ formulation is locally ideal (Vielma, 2015): the extreme points of the linear programming relaxation (4a-4d) naturally satisfy the integrality constraints (4e). However, this fails to hold in the general multivariate input case. To see why, observe that the bounds on the input variables $\boldsymbol{h}^{l-1}$ are only coupled with the logic involving the binary variable $z$ only in an aggregated sense, through the coefficients $M_{i,-}^{l}$ and $M_{i,+}^{l}$. In other words, the "shape" of the pre-activation domain is not incorporated directly into the big$M$ formulation. Furthermore, the strength of this formulation highly depends on the big- $M$ coefficients. These coefficients can be obtained using techniques ranging from basic interval arithmetic to optimization-based bounds tightening. Grimstad and Andersson (2019) show how constraints external to the neural network can yield tighter bounds via optimization- or feasibility-based bounds tightening. Rössig and Petkovic (2021) compare several methods for deriving bounds and further develop optimization-based bounds tightening based on pairwise dependencies between variables.

### 4.2.2 A stronger extended formulation

A much stronger MILP formulation can be constructed through a classical method, the extended formulation for disjunctions (Balas, 1998, Jeroslow and Lowe, 1984). This formulation for a given ReLU neuron takes the following
form (Anderson et al., 2019, Section 2.2):

$$
\begin{align*}
\left(\boldsymbol{h}^{l-1}, h_{i}^{l}\right) & =\left(x^{+}, y^{+}\right)+\left(x^{-}, y^{-}\right)  \tag{5a}\\
y^{-} & =0 \geq \boldsymbol{w}_{i}^{l} x^{-}+b_{i}^{l}(1-z)  \tag{5b}\\
y^{+} & =\boldsymbol{w}_{i}^{l} x^{+}+b_{i}^{l} z \geq 0  \tag{5c}\\
L^{l-1}(1-z) & \leq x^{-} \leq U^{l-1}(1-z)  \tag{5d}\\
L^{l-1} z & \leq x^{+} \leq U^{l-1} z  \tag{5e}\\
z & \in\{0,1\} . \tag{5f}
\end{align*}
$$

This formulation requires one binary variable and $\mathcal{O}\left(n_{l-1}\right)$ general linear constraints and auxiliary continuous variables. It is also locally ideal, i.e., as strong as possible. While the number of variables and constraints for an individual unit seems quite tame, applying this formulation for unit in a network leads to a formulation with $\mathcal{O}\left(n_{0}+\sum_{l \in \mathbb{L}} n_{l} n_{l-1}\right)=\mathcal{O}\left(|\mathbb{L}| n_{\text {max }}^{2}\right)$ continuous variables and linear constraints. Moreover, while the formulation for an individual unit is locally ideal, the composition of many locally ideal formulations will, in general, fail to be ideal itself. Consider that, while each node can be modeled as a two-part disjunction, the full network requires exponentially many disjuncts, each corresponding to one activation pattern.

Despite its strength and relatively modest increase in size relative to the big- $M$ formulation (4), it has been empirically observed that this formulation often performs worse than expected (Anderson et al., 2019, Vielma, 2019), both in the verification setting and more broadly.

### 4.2.3 A class of intermediate formulations

The previous sections observed that the big- $M$ formulation (4) is compact, but may offer a weak convex relaxation, while the extended formulation (5) offers the tightest possible convex relaxation for an individual unit, at the expense of a much larger formulation. Kronqvist et al. (2022, 2021) present a strategy for obtaining formulations intermediate to (4) and (5) in terms of both size and strength. The key idea is to partition $\boldsymbol{w}_{i}^{l} \boldsymbol{h}^{l-1}$ into a number of aggregated variables, $\boldsymbol{w}_{i}^{l} \boldsymbol{h}^{l-1}=\sum_{p=1}^{P} \hat{x}_{p}$. Each auxiliary variable $\hat{x}_{p}$ is defined as a sum of a subset of the $j$-th weighted inputs $\hat{x}_{p}=\sum_{j \in \mathbb{S}_{p}} w_{i, j}^{l} h_{j}^{l-1}$, with $\mathbb{S}_{1}, \ldots, \mathbb{S}_{P}$ partitioning $\left\{1, \ldots, n_{l-1}\right\}$. This technique can be applied to the ReLU function,
giving the convex hull over the directions defined by $\hat{x}_{p}$ (Tsay et al., 2021):

$$
\begin{align*}
\left(\sum_{j \in \mathbb{S}_{p}} w_{i, j}^{l} h_{j}^{l-1}, h_{i}^{l}\right) & =\left(\hat{x}_{p}^{+}, y^{+}\right)+\left(\hat{x}_{p}^{-}, y^{-}\right)  \tag{6a}\\
y^{-} & =0 \geq \sum_{p} \hat{x}_{p}^{-}+b_{i}^{l}(1-z)  \tag{6b}\\
y^{+} & =\sum_{p} \hat{x}_{p}^{+}+b_{i}^{l} z \geq 0  \tag{6c}\\
\hat{\boldsymbol{M}}_{i,-}^{l}(1-z) & \leq \hat{x}^{-} \leq \hat{\boldsymbol{M}}_{i,+}^{l}(1-z)  \tag{6d}\\
\hat{\boldsymbol{M}}_{i,-}^{l} z & \leq \hat{x}^{+} \leq \hat{\boldsymbol{M}}_{i,+}^{l} z  \tag{6e}\\
z & \in\{0,1\} \tag{6f}
\end{align*}
$$

Here, the $p$-th elements of $\hat{\boldsymbol{M}}_{i,-}^{l}$ and $\hat{\boldsymbol{M}}_{i,+}^{l}$ must satisfy the inequalities

$$
\begin{aligned}
& \hat{M}_{i,-, p}^{l} \leq \min _{\boldsymbol{h}^{l-1} \in \mathcal{D}^{l-1}} \sum_{j \in \mathbb{S}_{p}} w_{i, j}^{l} h_{j}^{l-1} \\
& \hat{M}_{i,+, p}^{l} \geq \max _{\boldsymbol{h}^{l-1} \in \mathcal{D}^{l-1}} \sum_{j \in \mathbb{S}_{p}} w_{i, j}^{l} h_{j}^{l-1} .
\end{aligned}
$$

These coefficients can be derived using techniques analagous to those for the big- $M$ formulation (note that tighter bounds may be derived by considering $\hat{x}^{-}$ and $\hat{x}^{+}$separately). Observe that when $P=1$, we recover the same tightness as the big- $M$ formulation (4), as, intuitively, the formulation is built over a single "direction" corresponding to $\boldsymbol{w}_{i}^{l} \boldsymbol{h}^{l-1}$. Conversely, when $P=n_{l-1}$, we recover the tightness of the extended formulation (5), as each direction corresponds to a single element of $\boldsymbol{h}^{l-1}$. Tsay et al. (2021) study partitioning strategies and show that intermediate values of $P$ result in formulations that can outperform the two extremes, by balancing formulation size and strength.

### 4.2.4 Cutting plane methods: Trading variables for inequalities

The extended formulation (5) achieves its strength through the introduction of auxiliary continuous variables. However, it is possible to produce a formulation of equal strength by projecting out these auxiliary variables, leaving an ideal formulation in the "original" $\left(\boldsymbol{h}^{l-1}, h_{i}^{l}, z\right)$ variable space. While in general this projection may be difficult computationally, for the simple structure of a single ReLU neuron it is possible to characterize in closed form. The formulation is
given by Anderson et al. $(2020,2019)$ as

$$
\begin{align*}
h_{i}^{l} & \geq \boldsymbol{w}_{i}^{l} \boldsymbol{h}^{l-1}+b_{i}^{l}  \tag{7a}\\
h_{i}^{l} & \leq \sum_{j \in J} w_{i, j}^{l}\left(h_{i}^{l-1}-\breve{L}_{j}^{l}(1-z)\right)+\left(b+\sum_{j \notin J} w_{i, j}^{l} \breve{U}_{j}\right) z \quad \forall J \subseteq \llbracket n_{l-1} \rrbracket  \tag{7b}\\
\left(\boldsymbol{h}^{l-1}, h_{i}^{l}\right) & \in \mathcal{D}^{l-1} \times \mathbb{R}_{\geq 0}  \tag{7c}\\
z_{i}^{l} & \in\{0,1\}, \tag{7d}
\end{align*}
$$

where notationally, for each $j \in \llbracket n_{l-1} \rrbracket$, we take

$$
\breve{L}_{j}^{l-1}=\left\{\begin{array}{ll}
L_{j}^{l-1} & w_{i, j}^{l} \geq 0 \\
U_{j}^{l-1} & w_{i, j}^{l}<0
\end{array} \quad \text { and } \quad \breve{U}_{j}^{l-1}= \begin{cases}U_{j}^{l-1} & w_{i, j}^{l} \geq 0 \\
L_{j}^{l-1} & w_{i, j}^{l}<0\end{cases}\right.
$$

We note a few points of interest about this formulation. First, it is ideal, and so recovers the convex hull of a ReLU activation function, coupled with its preactivation affine function and bounds on each of the inputs to that affine function. Second, it can be shown that, under very mild conditions, each of the exponentially many constraints in (7b) are necessary to ensure this property; none are redundant and can be removed without affecting the relaxation quality. Third, note that by selecting only those constraints in (7b) corresponding to $J=\emptyset$ and $J=\llbracket n_{l-1} \rrbracket$, we recover the big- $M$ formulation (4) in the case where $\mathcal{D}^{l-1}=\left[L^{l-1}, U^{l-1}\right]$. This suggests a practical approach for using this large family of inequalities: Start with the big- $M$ formulation, and then dynamically generate violated inequalities from (7b) as-needed in a cutting plane procedure. As shown by Anderson et al. (2020), this separation problem is separable in the input variables, and hence can be completed in $\mathcal{O}\left(n_{l-1}\right)$ time.

The cutting plane strategy is in general compatible with weaker formulations, such as relaxation-based verification (Zhang et al., 2022) and formulations from the class (6). In fact, Tsay et al. (2021) show that the intermediate formulations in (6) effectively pre-select a number of inequalities from (7b), in terms of their continuous relaxations. While adding these constraints results in a tighter continuous relaxation, the added constraints can eventually significantly increase the model size. Practical implementations may therefore only perform cut generation at a limited number of branch-and-bound search nodes (De Palma et al., 2021, Tsay et al., 2021).

A subtlety when using (7) This third point above raises a subtlety discussed in the literature (De Palma et al., 2021, Appendix F). Often, additional structural information is known about $\mathcal{D}^{l-1}$ beyond bounds on the variables. In this case, it is typically possible to derive tighter values for the big- $M$ coefficients. In this case, when using a separation-based approach it is preferable to initialize the formulation with these tightened big- $M$ constraints, and then proceed with the cutting plane approach as normal from there.

### 4.3 Scaling further: Convex relaxations and linear programming

The above demonstrate MILP as a powerful framework for exactly modeling complex, nonconvex trained neural networks, but standard solvers are often not sufficiently scalable to adequately handle large-scale networks. A natural approach to increase the scalability, then, is to relax the network in some manner, and then apply convex optimization methods. For the verification problem discussed in Section 4.1.1, this yields what is known as an incomplete verifier: any certification of robustness provided can be trusted (no false positives), but there may be robust instances that the method cannot prove are (some false negatives). In other words, over-approximation produces a verifier that is sound, but not complete.

While a variety of methods exist for accomplishing this, in this section we briefly outline techniques relevant to polyhedral theory. In particular, we focus on some techniques for building convex polyhedral relaxations. The most natural convex relaxation for a MILP formulation is its linear programming (LP) relaxation, constructed by dropping any integrality constraints. For example, the LP relaxation of (4) is given by the system ( $4 \mathrm{a}-4 \mathrm{~d}$ ). This is a compact linear programming relaxation for a ReLU-based network, and is the basis for methods due to Bunel et al. (2020a) and Ehlers (2017).

### 4.3.1 Projecting the big- $M$ and ideal MILP formulations

This section examines projections of the linear relaxations of formulations (4) and (7).
(Projecting the big-M). Note that the LP relaxation given by (4a-4d) maintains the variables $z_{i}^{l}$ in the formulation, though they are no longer required to satisfy integrality. Since these variables are "auxiliary" and are no longer necessary to encode the nonconvexity of the problem, they can be projected out without altering the quality of the convex relaxation. Doing this yields what is commonly known as the "triangle" or " $\Delta$ " relaxation (Salman et al., 2019):

$$
\begin{align*}
h_{i}^{l} & \geq \boldsymbol{w}_{i}^{l} \boldsymbol{h}^{l-1}+b_{i}^{l}  \tag{8a}\\
h_{i}^{l} & \leq \frac{M_{i,+}^{l}}{M_{i,+}^{l}-M_{i,-}^{l}}\left(\boldsymbol{w}_{i}^{l} \boldsymbol{h}^{l-1}+b_{i}^{l}\right)  \tag{8b}\\
\left(\boldsymbol{h}^{l-1}, h_{i}^{l}\right) & \in\left[L^{l-1}, U^{l-1}\right] \times \mathbb{R}_{\geq 0} . \tag{8c}
\end{align*}
$$

While the LP relaxation (8) for an individual unit is compact, modern neural network architectures regularly comprise millions of units. The resulting LP relaxation for the entire network may then require millions of variables and constraints. Additionally, unless special precautions are taken, many of these constraints will be relatively dense. All this quickly leads to LP that are beyond the scope of modern off-the-shelf LP solvers. As a result, researchers have
explored alternative schemes for scaling LP-based methods to these larger networks. Salman et al. (2019) present a framework for LP-based methods (LP solvers, propagation, dual methods), which we review in the following subsections. However, they do not account for the ideal formulation developed in later works (Anderson et al., 2020, De Palma et al., 2021).
(Projecting the ideal). Figure 9 shows that the triangle (big- $M$ ) relaxation fails to recover the convex hull of the ReLU activation function and the multivariate input to the affine pre-activation function. We can similarly project the LP relaxation of the ideal formulation (7) into the space of input/output variables (Anderson et al., 2020), yielding a description for the convex hull of $\left\{\left(\boldsymbol{h}^{l-1}, h_{i}^{l}\right) \mid L^{l-1} \leq \boldsymbol{h}^{l-1} \leq U^{l-1}, h_{i}^{l}=\sigma\left(\boldsymbol{w}_{i}^{l} \boldsymbol{h}^{l-1}+b_{i}^{l}\right)\right\}:$

$$
\begin{align*}
h_{i}^{l} & \geq \boldsymbol{w}_{i}^{l} \boldsymbol{h}^{l-1}+b_{i}^{l}  \tag{9a}\\
h_{i}^{l} & \leq \sum_{k \in I} w_{i, k}^{l}\left(x_{k}-\breve{L}_{k}\right)+\frac{\ell(I)}{\breve{U}_{h}-\breve{L}_{h}}\left(x_{h}-\breve{L}_{h}\right) \quad \forall(I, h) \in \mathcal{J}  \tag{9b}\\
\left(\boldsymbol{h}^{l-1}, h_{i}^{l}\right) & \in\left[L^{l-1}, U^{l-1}\right] \times \mathbb{R}_{\geq 0}, \tag{9c}
\end{align*}
$$

where $l(I):=\sum_{k \in I} w_{i, k}^{l} \breve{L}_{k}+\sum_{k \notin I} w_{i, k}^{l} \breve{U}_{k}+b_{i}^{l}$ and

$$
\mathcal{J}:=\left\{(I, h) \in 2^{\llbracket n_{l-1} \rrbracket} \times \llbracket n_{l-1} \rrbracket \mid l(I) \geq 0, l\left(I \cup\{h\}<0, w_{i, k}^{l} \neq 0 \forall k \in I\right\} .\right.
$$

Anderson et al. (2020) also show that the inequalities (9b) can be separated over in $\mathcal{O}\left(n_{l-1}\right)$ time. Interestingly, in contrast to (7), the number of facet-defining inequalities depends heavily on the affine function. While in the worst case the number of inequalities will grow exponentially in the input dimension, there exist instances where the convex hull can be fully described with only $\mathcal{O}\left(n_{l-1}\right)$ inequalities.

### 4.3.2 Dual decomposition methods

A first approach for greater scalability for LP-based methods is decomposition, a standard technique in the large-scale optimization community. Indeed, the cutting plane approach of Section 4.2 .4 can be viewed as a decomposition method operating in the original variable space. However, the method is initialized with the big- $M$ formulation for each neuron, and hence this initial model will be of size roughly equal to the size of the network. Therefore, it should be understood to use decomposition to provide a tighter verification bound, rather than for providing greater scalability to larger networks.

In contrast, dual decomposition can be used to scale inexact verification methods to larger networks. Such methods maintain dual feasible solutions throughout the algorithm, meaning that upon termination they yield valid dual bounds on the verification instance, and hence serve as incomplete verifiers.

Wong and Kolter (2018), Wong et al. (2018) use as their starting point the triangle relaxation (8) for each neuron, and then take the standard LP dual of the (relaxed) verification problem. Alternatively, Dvijotham et al. (2018b)
propose a Lagrangian-based approach for decomposing the original nonlinear formulation of the problem (3). Crucially, since the complicating constraints coupling the layers in the network are imposed as objective penalties instead of "hard" constraints, the optimization problem (given fixed dual variables) decomposes along each layer and the subproblems induced by the separability can be solved in closed form. This approach dualizes separately the equations characterizing the pre-activation and post-activation functions:

$$
\begin{aligned}
\max _{\mu, \lambda} \quad \min _{\boldsymbol{h}, \hat{\boldsymbol{h}}} & \left(\boldsymbol{W}^{L} \boldsymbol{h}^{L-1}+\boldsymbol{b}^{L}\right)+\sum_{k=1}^{L-1}\left(\mu_{k}^{T}\left(\hat{\boldsymbol{h}}^{k}-\boldsymbol{W}^{k} \boldsymbol{h}^{k-1}-\boldsymbol{b}^{k}\right)+\lambda_{k}^{T}\left(\boldsymbol{h}^{k}-\sigma\left(\hat{\boldsymbol{h}}^{k}\right)\right)\right. \\
\text { s.t. } & L^{k} \leq \hat{\boldsymbol{h}}^{k} \leq U^{k} \quad \forall k \in \llbracket n-1 \rrbracket \\
& \sigma\left(L^{k}\right) \leq \boldsymbol{h}^{k} \leq \sigma\left(U^{k}\right) \quad \forall k \in \llbracket n-1 \rrbracket .
\end{aligned}
$$

Here, the $\hat{\boldsymbol{h}}$ variables track the pre-activation values for the neurons in the network. The dual variables $\mu_{k}^{T}$ correspond to the equality constraints defining the pre-activation values, $\hat{\boldsymbol{h}}^{k}=\boldsymbol{W}^{k} \boldsymbol{h}^{k-1}+\boldsymbol{b}^{k}$. Likewise, the dual variables $\lambda_{k}^{T}$ correspond to enforcing the ReLU activation function, $\boldsymbol{h}^{k}=\sigma\left(\hat{\boldsymbol{h}}^{k}\right)=$ $\max \left(0, \hat{\boldsymbol{h}}^{k}\right)$. Any feasible solution for the neural network is feasible for this dualized problem, making the multiplier terms for $\mu_{k}^{T}$ and $\lambda_{k}^{T}$ zero. Thus, the inner problem gives a lower bound for the original problem - a property known as weak duality. The outer (dual) problem optimizing over the Lagrangian multipliers then seeks to maximize this lower bound, i.e., to give the tightest possible lower bound. This can be solved using a subgradient-based method, or learned along with the model parameters in a "predictor-verifier" approach (Dvijotham et al., 2018a).

On the other hand, this approach can be combined with other relaxationbased methods. The Lagrangian decomposition can be applied to dualize only the coupling constraints between layers, and a convex relaxation used for the activation function (Bunel et al., 2020a):

$$
\begin{array}{lll}
\max _{\lambda} \min _{\boldsymbol{h}, \hat{\boldsymbol{h}}} & \left(\boldsymbol{W}^{L} \boldsymbol{h}^{L-1}+\boldsymbol{b}^{L}\right)+\sum_{k=1}^{L-1}\left(\lambda_{k}^{T}\left(\boldsymbol{h}^{k}-\sigma\left(\hat{\boldsymbol{h}}^{k}\right)\right)\right. \\
\text { s.t. } & L^{k} \leq \hat{\boldsymbol{h}}^{k} \leq U^{k} \quad \forall k \in \llbracket n-1 \rrbracket \\
& \hat{\boldsymbol{h}}^{k}=\boldsymbol{W}^{k} \boldsymbol{h}^{k-1}+b^{k} \quad \forall k \in \llbracket n-1 \rrbracket \\
& \boldsymbol{h}^{k} \geq 0 \quad \forall k \in \llbracket n-1 \rrbracket \\
& \boldsymbol{h}_{i}^{k} \geq \hat{\boldsymbol{h}}_{i}^{k} \quad \forall k \in \llbracket n-1 \rrbracket, \forall i \in \llbracket n_{k} \rrbracket \\
& \boldsymbol{h}_{i}^{k} \leq \frac{U_{i}^{k}\left(\hat{\boldsymbol{h}}_{i}^{k}-L_{i}^{k}\right)}{U_{i}^{k}-L_{i}^{k}} \quad \forall k \in \llbracket n-1 \rrbracket, \forall i \in \llbracket n_{k} \rrbracket .
\end{array}
$$

Note that the final three constraints apply the big- $M /$ triangle relaxation (8) to each ReLU activation function. The dual problem can then be solved via subgradient-based methods, proximal algorithms, or, more recently, a projected


Figure 10: Convex approximations for the ReLU function commonly used by propagation algorithms, given as a function of the preactivation function $\hat{h_{i}^{l}}$. The ReLU applies $h_{i}^{l}=\max \left(0, \hat{h_{i}^{l}}\right)$.
gradient descent method applied to a nonconvex reformulation of the problem (Bunel et al., 2020c).

More recently, De Palma et al. (2021) presented a dual decomposition approach based on (7). However, creating a dual formulation from the exponential number of constraints produces an exponential number of dual variables. The authors therefore propose to maintain an "active set" of dual variables to keep the problem sparse. A selection algorithm (e.g., selecting entries that maximize an estimated super-gradient) can then be used to append the active set. Similar to the above discussion on cut generation, the frequency of appending the active set should be chosen strategically.

### 4.3.3 Fourier-Motzkin elimination and propagation algorithms

Alternatively, one can project out all of the decision variables. For example, in order to solve the linear programming problem $\min _{x \in \mathcal{X}} c \cdot x$, we can augment the problem with a new decision variable to $\min _{(x, y) \in \Gamma} y$ for $\Gamma:=$ $\{(x, y) \in \mathcal{X} \times \mathbb{R}: y=c \cdot x\}$, and project out the $x$ variables. The transformed problem is the a trivial univariate optimization problem: $\min _{y \in \operatorname{Proj}_{y}(\Gamma)} y$.

Of course, the complexity of the approach described is hidden in the projection step, or building $\operatorname{Proj}_{y}(\Gamma)$. The most well-known algorithm for computing projections of linear inequality systems is Fourier-Motzkin elimination, described by Dantzig and Eaves (1973), which is notorious for its practical inefficiency. The process effectively comprises replacing variables from a set of inequalities with all possible implied inequalities, which can produce many unnecessary constraints. However, it turns out that neural network verification problems are well-structured in such a way that Fourier-Motzkin elimination can be performed very efficiently: for instance, by imposing one inequality upper bounding and one inequality lower bounding each ReLU function. Note that while Section 3.2 describes the use of Fourier-Motzkin elimination to obtain exact input-output relationships in linear regions of neural networks, here we are interested in obtaining linear bounds for a nonlinear function.

In fact, this general approach was independently developed in the verifi-
cation community. While MILP research has focused on formulations tighter than the big-M, such as (5) and (6), the verification community often prefers greater scalability at the price of weaker convex relaxations. The continuous relaxation of the big- M is equivalent to the triangle relaxation (8): the optimal convex relaxation for a single input, or in terms of the aggregated pre-activation function, as shown in Figure 10. However, the lower bound involves two linear constraints, which is not used in several propagation-based verification tools owing to scalability or compatibility.

Such tools use methods such as abstract transformers to propagate polyhedral bounds, i.e., zonotopes, through the layers of a neural network. DeepZ (Singh et al., 2018), Fast-Lin (Weng et al., 2018), and Neurify (Wang et al., 2018a) employ a parallel approximation, with the latter also implementing a branch-and-bound procedure towards completeness. Subsequently, DeepPoly (Singh et al., 2019b) and CROWN (Zhang et al., 2018a) select between the zero and identity approximations by minimizing over-approximation area. OSIP (Hashemi et al., 2021) selects between the three approximations using optimization: approximations for a layer are select jointly to minimise bounds for the following layer. These technologies are also compatible with interval bounds, propagating box domains (Mirman et al., 2018). Interestingly, bounds on neural network weights can also be propagated using similar methods, allowing reachability analysis of Bayesian neural networks (Wicker et al., 2020).

Tjandraatmadja et al. (2020) provide an interpretation of these propagation techniques through the lens of Fourier-Motzkin elimination. Consider the problem of propagating bounds through a ReLU neural network: for a node $h_{i}^{l}=\max \left\{0, \hat{h_{i}^{l}}\right\}$, convex bounds for $h_{i}^{l}$ can be obtained given bounds for $\hat{h}_{i}^{l}$ (Figure 10). Assuming the inputs are outputs of ReLU activations in the previous layer, $\hat{h}_{i}^{l}=\boldsymbol{w}_{i}^{l} \boldsymbol{h}^{l-1}+b_{i}^{l}$. Computing an upper bound can then be expressed as:

$$
\begin{aligned}
\max _{\boldsymbol{h}^{l-1}} & \boldsymbol{w}_{i}^{l} \boldsymbol{h}^{l-1}+b_{i}^{l} \\
\text { s.t. } & \mathcal{L}_{k}\left(\boldsymbol{h}^{l-2}\right) \leq h_{k}^{l-1} \leq \mathcal{G}_{k}\left(\boldsymbol{h}^{l-2}\right) \forall k \in\left\{1, \ldots, n_{l-1}\right\}
\end{aligned}
$$

As the objective function is linear, the solution of this problem can be computed by propagation without explicit optimization. For each element in $\boldsymbol{h}^{l-1}$, we only need to consider the associated objective coefficient in $\boldsymbol{w}_{i}^{l}$ to determine whether $\mathcal{L}_{k}\left(\boldsymbol{h}^{l-2}\right) \leq h_{k}^{l-1}$ or $h_{k}^{l-1} \leq \mathcal{G}_{k}\left(\boldsymbol{h}^{l-2}\right)$ will be the active inequality at the optimal solution. We can thus replace $h_{k}^{l-1}$ with $\mathcal{L}_{k}\left(\boldsymbol{h}^{l-2}\right)$ or $\mathcal{G}_{k}\left(\boldsymbol{h}^{l-2}\right)$ accordingly. This projection is mathematically equivalent to applying FourierMotzkin elimination, while avoiding redundant inequalities resulting from the 'non-selected' bounding function. Repeating this procedure for each layer results in a convex relaxation for the outputs that only involves the input variables. We naturally observe the desirability of simple lower bounds $\mathcal{L}_{k}\left(\boldsymbol{h}^{l-2}\right)$ : imposing two-part lower bounds in each layer would increase the number of propagated constraints in an exponential manner, similar to Fourier-Motzkin elimination.

A path towards completeness Given an input-output bound, the reachable set can be refined by splitting the input space (Henriksen and Lomuscio, 2021, Rubies-Royo et al., 2019) - a strategy similar to spatial branch and bound. In other words, completeness is achieved by branching in the input space, rather than activation patterns: this strategy is especially effective when the input space is low dimensional (Strong et al., 2022). For example, ReluVal (Wang et al., 2018b) propagates symbolic intervals and implements splitting procedures on the input domain. As the interval extension of ReLU is Lipschitz continuous, the method converges to arbitrary accuracy in a finite number of splits.

### 4.4 Generalizing the single neuron model

### 4.4.1 Extending to other domains

In general, we will expect that the effective input domain $\mathcal{D}^{l-1}$ for a given unit may be quite complex. For the first layer $(l=1)$ this may derive from explicitly stated constraints on the inputs of the networks, while for later layers this will typically derive from the complex nonlinear transformations applied by the preceding layers. For example, in the context of surrogate models Yang et al. (2022) propose bounding the input to the convex hull of the training data set, while other works (Schweidtmann et al., 2022, Shi et al., 2022) propose machine learning-inspired techniques for learning the trust region implied by the training data. In effect, these methods assume a trained model is locally accurate around training data, which is a property similar to that which verification seeks to prove.

Nevertheless, most research focuses on hyperrectangular input domains, largely motivated by practical considerations: i) there are efficient, well-studied methods for computing valid (though not necessarily optimally tight) variable bounds, ii) characterizing the exact effective domain may be computationally impractical, and iii) and the hyperrectangular structure makes analysis simpler for complex formulations like those presented in Section 4.2.4. We note that Jordan et al. (2019) use polyhedral analyses to perform verification over arbitrary (including non-polyhedral) norms, by fitting a $p$-norm ball in the decision region and checking adjacent linear regions. On the other hand, robust optimization can be employed to find $p$-norm adversarial regions (rather than verifying robustness), as opposed to a single point adversary (Maragno et al., 2023).

Anderson et al. (2020) present two closely related frameworks for constructing ideal and hereditarily sharp formulations for ReLU units with arbitrary polyhedral input domains. This characterization is derived from Lagrangian duality, and requires an infinite number of constraints (intuitively, one for each choice of dual multipliers). Nonetheless, separation can still be done over this infinite family of inequalities via a subgradient-based algorithm; this approach will be tractable if optimization over $\mathcal{D}^{l-1}$ is tractable. Many propagation algorithms are also fully compatible with arbitrary polyhedral input domains, as the projected problem (i.e., a linear input-output relaxation) remains an LP. Singh et al. (2021) show that simplex input domains can actually be beneficial,
creating tighter formulations by propagating constraints on the inputs through the network layers. Similarly, optimization-based bound tightening problems based on solving LPs can embed constraints defining polyhedral input domains.

In certain cases, additional structural information about the input domain can be used to reduce this semi-infinite description to a finite one. For example, this can be done when $\mathcal{D}^{l-1}$ is a Cartesian product of unit simplices (Anderson et al., 2020) (note that this generalizes the box domain case, wherein each simplex is one-dimensional). This particular structure is particularly useful for modeling input domains with combinatorial constraints. For example, a network trained to predict binding propensity of a given length- $n$ DNA sequence is naturally modeled via an input domain that is the product of $n 4$-dimensional simplices-one simplex for each letter in the sequence, each of which is selected from an alphabet of length 4.

### 4.4.2 Extending to other activation functions

The big- $M$ formulation technique can be any piecewise linear activation function. While much of the literature focuses on the ReLU due to its widespread popularity, models for other activation functions have been explored in the literature. For example, multiple papers (Serra et al., 2018, Appendix K) (Tjeng et al., 2019, Appendix A.2) present a big- $M$ formulation for the maxout activation function. Adapting a formulation from Anderson et al. (2020) (Anderson et al., 2020, Proposition 10), a formulation for the maxout unit is

$$
\begin{aligned}
y_{i}^{l} & \leq u_{j}\left(\boldsymbol{h}^{l-1}\right)+M_{i, j}^{l}\left(1-z_{j}\right) \quad{ }^{\forall} j \in \llbracket k \rrbracket \\
y_{i}^{l} & \geq u_{j}\left(\boldsymbol{h}^{l-1}\right) \quad{ }^{\forall} j \in \llbracket k \rrbracket \\
\sum_{j=1}^{k} z_{j} & =1 \\
\left(\boldsymbol{h}^{l-1}, v_{i}^{l}, z\right) & \in \mathcal{D}^{l-1} \times \mathbb{R} \times\{0,1\}^{k},
\end{aligned}
$$

where each $M_{i, j}^{l}$ is selected such that

$$
M_{i, j}^{l} \geq \max _{\tilde{\boldsymbol{h}} \in \mathcal{D}^{l-1}} u_{j}(\tilde{\boldsymbol{h}})
$$

We can observe that the big- $M$ formulation can also handle other discontinuous activation functions, such as a binary/sign activations (Han and Gómez, 2021) or more general quantized activations (Nguyen and Huchette, 2022). Nevertheless, the binary activation function naturally lends itself towards Boolean satisfiability, and most work therefore focuses on alternative methods such as SAT (Cheng et al., 2018, Jia and Rinard, 2020, Narodytska et al., 2018).

While this survey focuses on neural networks with piecewise linear activation functions, we note that recent research has also studied smooth activation functions with a similar aim. For example, optimization over smooth activation functions can be handled by piecewise linear approximation and conversion to

MILP (Sildir and Aydin, 2022). Researchers have also studied convex/concave bounds for nonlinear activation functions, which can then be embedded in spatial branch-and-bound procedures (Schweidtmann and Mitsos, 2019, Wilhelm et al., 2022). In contrast to MILP formulations for ReLU neural networks, these problems are typically nonlinear programs that must be solved via spatial branch and bound.

Propagation methods (Singh et al., 2018, Zhang et al., 2018a) can also naturally handle general activation functions: given convex polytopic bounds for an activation function, these tools can propagate them through network layers using the same techniques. For example, Fastened CROWN (Lyu et al., 2020) employs a set of search heuristics to quickly select linear upper and lower bounds on ReLU, sigmoid, and hyperbolic tangent activation functions. Tighter polyhedral bounds can be employed, such as piecewise linear upper and lower bounds (Benussi et al., 2022).

### 4.4.3 Extending to adversarial training

As described in Section 1, the training of neural networks seeks to minimise a measure of distance between the output $y$ and the correct output $\hat{y}$. For instance, if this distance is prescribed as loss function $\mathcal{L}(y, \hat{y})$, this corresponds to solving the training optimization problem:

$$
\begin{equation*}
\min _{\left\{\boldsymbol{W}^{l}\right\}_{l \in \mathbb{L}},\left\{\boldsymbol{b}^{l}\right\}_{l \in \mathbb{L}}} \mathcal{L}(y, \hat{y}) . \tag{10}
\end{equation*}
$$

Further details about the training problem and solution methods are described in the following section. Here, we briefly outline how verification techniques can be embedded in training. Specifically, solutions or bounds to the verification problem (Section 4.1.1) provide a metric of how robust a trained neural network is to perturbations. These metrics can be embedded in the training problem to obtain a more robust network during training, often resulting in a bilevel training problem. For instance, the verification problem (3) can be embedded as a lower-level problem, giving the robust optimization problem:

$$
\min _{\left\{\boldsymbol{W}^{l}\right\}_{l \in \mathbb{L}},\left\{\boldsymbol{b}^{l}\right\}_{l \in \mathbb{L}}} \max _{\|x-\hat{x}\| \leq \epsilon} \mathcal{L}(y=f(x), \hat{y})
$$

Solving these problems generally involves either bilevel optimization, or computing an adversarial solution/bound at each training step, conceptually similar to the robust cutting plane approach. Madry et al. (2018) proposed this formulation and solved the nonconvex inner problem using gradient descent, thereby losing a formal certification of robustness. These approaches may also benefit from reformulation strategies, such as by taking the dual of the inner problem and using any feasible solution as a bound (Wong and Kolter, 2018). The resulting models are not only more robust, but several works have also found it to be empirically easier to verify robustness in them (Mirman et al., 2018, Wong and Kolter, 2018).

Alternatively, robustness can be induced by designing an additional penalty term for the training loss function, in a similar vein to regularization. For example:

$$
\min _{\left\{\boldsymbol{W}^{l}\right\}_{l \in \mathbb{L}},\left\{\boldsymbol{b}^{l}\right\}_{l \in \mathbb{L}}} \kappa \mathcal{L}(y, \hat{y})+(1-\kappa) \mathcal{L}_{\text {robust }}(\cdot) .
$$

Additionally, if these robustness penalties are differentiable, they can be embedded into standard gradient descent based optimization algorithms (Dvijotham et al., 2018b, Mirman et al., 2018). In the above formulation, the parameter $\kappa$ controls the relative weighting between fitting the training data and satisfying some robustness criterion, and its value can be scheduled during training, e.g., to first focus on model accuracy (Gowal et al., 2018). In these cases, over-approximation of the reachable set is less problematic, as it merely produces a model more robust than required. Nevertheless, Balunović and Vechev (2020) improve relaxation tightness by searching for adversarial examples in the "latent" space between hidden layers, reducing the number of propagation steps. Zhang et al. (2020) provide an implementation that that tightens relaxations by also propagating bounds backwards through the network.

## 5 Linear Programming and Polyhedral Theory in Training

In the previous sections, we have almost exclusively focused on tasks involving neural networks that have already been constructed, i.e., we have assumed that the training step has already concluded (with the exception of Section 4.4.3). In this section, we focus on the training phase, whose goal is to construct a neural network that can represent the relationship between the input and output of a given set of data points.

Let us consider a set of points, or sample, $\left(\tilde{\boldsymbol{x}}_{i}, \tilde{\boldsymbol{y}}_{i}\right)_{i=1}^{D}$, and assume that these points are related via a function $\hat{f}$, i.e., $\hat{f}\left(\tilde{\boldsymbol{x}}_{i}\right)=\tilde{\boldsymbol{y}}_{i} i=1, \ldots, D$. In the training phase, we look for $\hat{f}$ in a pre-defined class (e.g. neural networks with a specific architecture) that approximates the relation $\hat{f}\left(\tilde{\boldsymbol{x}}_{i}\right)=\tilde{\boldsymbol{y}}_{i}$. Typically, this is done by solving an Empirical Risk Minimization problem

$$
\begin{equation*}
\min _{\hat{f} \in F} \frac{1}{D} \sum_{i=1}^{D} \ell\left(\hat{f}\left(\tilde{\boldsymbol{x}}_{i}\right), \tilde{\boldsymbol{y}}_{i}\right) \tag{11}
\end{equation*}
$$

where $\ell$ is a loss function and $F$ is the class of functions we are restricted to. We usually assume the class $F$ is parametrized by $(\boldsymbol{W}, \boldsymbol{b}) \in \Theta$ (the network weights and biases), so we are further assuming that there exists a function $f(\cdot, \cdot, \cdot)$ (the network architecture) such that

$$
\forall \hat{f} \in F, \exists(\boldsymbol{W}, \boldsymbol{b}) \in \Theta, \hat{f}(\boldsymbol{x})=f(\boldsymbol{x}, \boldsymbol{W}, \boldsymbol{b})
$$

and thus, the optimization is performed over the space of parameters. In many cases, $\Theta=\mathbb{R}^{N}$-the parameters are unrestricted real numbers-but we will see some cases when a different parameter space can be used.

As mentioned in the introduction, nowadays, most of the practically successful training algorithms for neural networks, i.e., that solve or approximate (11), are based on Stochastic Gradient Descent (SGD). From a fundamental perspective, optimization problem (11) is typically a non-convex, unconstrained problem that needs to be solved efficiently and where finding a local minimum is sufficient. Thus, it is not too surprising that linear programming appears to be an unsuitable tool in this phase, in general. Nonetheless, there are some notable and surprising exceptions to this, which we review here.

Linear programming played an interesting role in training neural networks before SGD became the predominant training method and provided an efficient approach for constructing neural networks with 1 hidden layer in the 90s. This method has some common points in their polyhedral approach with the first known algorithm that can solve (11) to provable optimality for a 1-hidden-layer ReLU neural network, which was proposed in 2018. Recently, a stream of work has exploited similar polyhedral structures to obtain convex optimization reformulations of regularized training problems of ReLU networks. Linear programming tools have also been used within SGD-type methods in order to compute optimal step-sizes in the optimization of (11) or to strictly enforce structure in $\Theta$. From a different perspective, a data-independent polytope was used to describe approximately all training problems that can arise from an uncertainty set. Additionally, a back-propagation-like algorithm for training neural networks, which solves mixed-integer linear problems in each layer, was proposed as an alternative to SGD. Furthermore, when the neural network weights are required to be discrete, the applicability of SGD is impaired, and mixed-integer linear models have been proposed to tackle the corresponding training problems.

In what follows, we review these roles of (mixed-integer) linear programming and polyhedral theory within training contexts. We refer the reader to the book by Goodfellow et al. (2016) and the surveys by Curtis and Scheinberg (2017), Bottou et al. (2018), and Wright (2018) for in-depth descriptions and analyses of the most commonly used training methods for neural networks.

We remark that solving the training problem to global optimality for ReLU neural networks is computationally complex. Even in architectures with just one hidden node, the problem is NP-hard (Dey et al., 2020, Goel et al., 2021). Also see Blum and Rivest (1992), Boob et al. (2022), Chen et al. (2022c), Froese et al. (2022), Froese and Hertrich (2023) for other hardness results. Furthermore, it has been recently shown that training ReLU networks is $\exists \mathbb{R}$-complete (Abrahamsen et al., 2021, Bertschinger et al., 2022), which implies that it is likely that the problem of optimally training ReLU neural networks is not even in NP. Therefore, it is not strange to see that some of the methods we review below, even when they are solving hard problems as sub-routines (like mixedinteger linear problems), either make some non-trivial assumptions or relax some requirements. For example, boundedness and/or integrality of the weights, architecture restrictions such as the output dimension, or not having optimality guarantees.

It is worth mentioning that, in contrast, for LTUs, exact exponential-time training algorithms are known for much more general architectures than in the

ReLU case (Khalife and Basu, 2022, Ergen et al., 2023). These are out of scope for this survey, though we will provide a high-level overview of some of them, as they share some similarities to approaches designed for ReLU networks.

### 5.1 Training neural networks with a single hidden layer

Following the well-known XOR limitation of the perceptron (Minsky and Papert, 1969), a natural interest arose in the development of training algorithms that could handle at least one hidden layer. In this section, we review training algorithms that can successfully minimize the training error in a one-hiddenlayer setting and rely on polyhedral approaches.

### 5.1.1 Problem setting and solution scheme

Suppose we have a sample of size $D\left(\tilde{\boldsymbol{x}}_{i}, \tilde{\boldsymbol{y}}_{i}\right)_{i=1}^{D}$ where $\tilde{\boldsymbol{x}}_{i} \in \mathbb{R}^{n}$ and $\tilde{\boldsymbol{y}}_{i} \in \mathbb{R}$. In a training phase, we would like to find a neural network function $f(\cdot, \cdot, \cdot)$ that represents in the best possible way the relation $f\left(\tilde{\boldsymbol{x}}_{i}, \boldsymbol{W}, \boldsymbol{b}\right)=\tilde{\boldsymbol{y}}_{i}$.

Note that when a neural network $\hat{f}$ has only one hidden layer, its behavior is almost completely determined by the sign of each component of the vector

$$
\boldsymbol{W}^{1} x-\boldsymbol{b}^{1}
$$

These are the cases of ReLU activations $\sigma(z)=\max \{0, z\}$ and LTU activations $\sigma(z)=\operatorname{sgn}(z)$. The training algorithms we show here heavily exploit this observation and construct $\left(\boldsymbol{W}^{1}, \boldsymbol{b}^{1}\right)$ by embedding in this phase a hyperplane partition problem based on the sample $\left(\tilde{\boldsymbol{x}}_{i}, \tilde{\boldsymbol{y}}_{i}\right)_{i=1}^{D}$. While the focus of this survey is mainly devoted to ReLU activations, we also discuss some selected cases with LTU activations as they share some similar ideas.

### 5.1.2 LTU activations and variable number of nodes

One stream of work dedicated to developing training algorithms for one-hiddenlayer networks concerned the use of backpropagation (Rumelhart et al., 1986, LeCun et al., 1989, Werbos, 1974). In the early 90s, an alternative family of methods was proposed, which was heavily based on linear programs (see e.g. Bennett and Mangasarian (1990, 1992), Roy et al. (1993), Mukhopadhyay et al. (1993)). These approaches can construct a 1-hidden-layer network without the need for an a-priori number of nodes in the network. We illustrate the highlevel idea of these next, based on the survey by Mangasarian (1993).

Suppose that $\tilde{\boldsymbol{y}}_{i} \in\{-1,1\}$, thus the NN we construct will be a classifier. The training phase can be tackled via the construction of a polyhedral partition of $\mathbb{R}^{n}$ such that no two points (or few) $\tilde{\boldsymbol{x}}_{i}$ and $\tilde{\boldsymbol{x}}_{j}$ such that $\tilde{\boldsymbol{y}}_{i} \neq \tilde{\boldsymbol{y}}_{j}$ lie in the same element of the partition. To achieve this, the following approach presented by Bennett and Mangasarian (1992) can be followed. Let $Y=\left\{i \in[D]: \tilde{\boldsymbol{y}}_{i}=1\right\}$
and $N=[D] \backslash Y$, and consider the following optimization problem

$$
\begin{array}{rlr}
\min _{\boldsymbol{w}, b, y, z} & \frac{1}{|Y|} \sum_{i \in Y} y_{i}+\frac{1}{|N|} \sum_{i \in N} z_{i} & \\
& \boldsymbol{w}^{\top} \tilde{\boldsymbol{x}}_{i}-b+y \geq 1 & \forall i \in Y \\
& -\boldsymbol{w}^{\top} \tilde{\boldsymbol{x}}_{i}+b+z \geq 1 & \forall i \in N \\
& y, z \geq 0 & \tag{12d}
\end{array}
$$

This LP aims at finding a hyperplane $\boldsymbol{w}^{\top} x=b$ separating the data according to their value of $\tilde{\boldsymbol{y}}_{i}$. Since the data may not be separable, the LP is minimizing the following classification error

$$
\frac{1}{|Y|} \sum_{i \in Y}\left(-\boldsymbol{w}^{\top} \tilde{\boldsymbol{x}}_{i}+b+1\right)_{+}+\frac{1}{|N|} \sum_{i \in N}\left(\boldsymbol{w}^{\top} \tilde{\boldsymbol{x}}_{i}-b+1\right)_{+} .
$$

The LP (12) is a linear reformulation of the latter minimization problem, where the auxiliary values $y, z$ take the value of each element in the sum.

Once the LP (12) is solved, we obtain 2 halfspaces classifying our data points. In order to obtain a richer classification and lower error, we can iterate the procedure by means of the Multi-Surface Method Tree (MSMT, see Bennett (1992)), which solves a sequence of LPs as (12) in order to produce a polyhedral partition of $\mathbb{R}^{n}$. Let us illustrate how this procedure works in a simplified case: assume that solving (12) results in a vector $\boldsymbol{w}_{1}$ such that

$$
\left\{i: \boldsymbol{w}_{1}^{\top} \tilde{\boldsymbol{x}}_{i} \geq b_{1}\right\} \subseteq Y \quad \wedge \quad\left\{i: \boldsymbol{w}_{1}^{\top} \tilde{\boldsymbol{x}}_{i} \leq a_{1}\right\} \subseteq N
$$

for some $a_{1}, b_{1} \in \mathbb{R}^{n}$ with $b_{1}>a_{1}$. We can remove the sets $\left\{\left(\tilde{\boldsymbol{x}}_{i}, \tilde{\boldsymbol{y}}_{i}\right): \boldsymbol{w}_{1}^{\top} \tilde{\boldsymbol{x}}_{i} \geq\right.$ $\left.b_{1}\right\}$ and $\left\{\left(\tilde{\boldsymbol{x}}_{i}, \tilde{\boldsymbol{y}}_{i}\right): \boldsymbol{w}_{1}^{\top} \tilde{\boldsymbol{x}}_{i} \leq a_{1}\right\}$ from the data-set and redefine (12) accordingly, in order to obtain a new vector $\boldsymbol{w}_{2}$ and scalars $b_{2}, a_{2}$ that would be used to classify within the region $\left\{x \in \mathbb{R}^{n}: a_{1}<\boldsymbol{w}_{1}^{\top} \boldsymbol{x}<b_{1}\right\}$.

This procedure can be iterated, and the polyhedral partition of $\mathbb{R}^{n}$ induced by the resulting hyperplanes can be easily transformed into a Neural Network with 1 hidden layer and LTU activations (see Bennett and Mangasarian (1990) for details). We illustrate this transformation with the following example: suppose that after 3 iterations we have the following regions, with the arrow indicating to which class each region is associated to:

$$
\begin{align*}
& \left\{\boldsymbol{x} \in \mathbb{R}^{n}: \boldsymbol{w}_{1}^{\top} \boldsymbol{x} \geq b_{1}\right\} \rightarrow Y,  \tag{13a}\\
& \left\{\boldsymbol{x} \in \mathbb{R}^{n}: \boldsymbol{w}_{1}^{\top} \boldsymbol{x} \leq a_{1}\right\} \rightarrow N,  \tag{13b}\\
& \left\{\boldsymbol{x} \in \mathbb{R}^{n}: a_{1}<\boldsymbol{w}_{1}^{\top} \boldsymbol{x}<b_{1}, \boldsymbol{w}_{2}^{\top} \boldsymbol{x} \geq b_{2}\right\} \rightarrow Y,  \tag{13c}\\
& \left\{\boldsymbol{x} \in \mathbb{R}^{n}: a_{1}<\boldsymbol{w}_{1}^{\top} \boldsymbol{x}<b_{1}, \boldsymbol{w}_{2}^{\top} \boldsymbol{x} \leq a_{2}\right\} \rightarrow N,  \tag{13d}\\
& \left\{\boldsymbol{x} \in \mathbb{R}^{n}: a_{1}<\boldsymbol{w}_{1}^{\top} \boldsymbol{x}<b_{1}, a_{2}<\boldsymbol{w}_{2}^{\top} \boldsymbol{x}<b_{2}, \boldsymbol{w}_{3}^{\top} x \geq\left(a_{3}+b_{3}\right) / 2\right\} \rightarrow Y,  \tag{13e}\\
& \left\{\boldsymbol{x} \in \mathbb{R}^{n}: a_{1}<\boldsymbol{w}_{1}^{\top} \boldsymbol{x}<b_{1}, a_{2}<\boldsymbol{w}_{2}^{\top} \boldsymbol{x}<b_{2}, \boldsymbol{w}_{3}^{\top} x<\left(a_{3}+b_{3}\right) / 2\right\} \rightarrow N . \tag{13f}
\end{align*}
$$



Figure 11: Illustration of Neural Network with LTU activations using MSMT. Inside each node of the hidden layer, we show the thresholds used in each LTU activation.

Since regions (13e) and (13f) are the last defined by the algorithm (under some stopping criterion), they both use $\left(a_{3}+b_{3}\right) / 2$ in order to obtain a well-defined partition of $\mathbb{R}^{n}$. In Figure 11 we show a one-hidden-layer neural network that represents such a classifier. The structure of the neural network can be easily extended to handle more regions. For other details, we refer the reader to Bennett (1992), and for variants and extensions see Mangasarian (1993) and references therein.

Some key features of this procedure are the following:

- Each solution of (12), i.e., each new hyperplane, can be represented as a new node in the hidden layer of the resulting neural network.
- The addition of a new hyperplane comes with a reduction in the current loss; this can be iterated until a target loss is met.
- Thanks to the universal approximation theorem (Hornik et al., 1989), with enough nodes in the hidden layer, we can always obtain a neural network $\hat{f}$ with zero classification error. Although this can lead to over-fitting.

The work of Roy et al. (1993) and Mukhopadhyay et al. (1993) follow a related idea, although the classifiers which are built are quadratic functions. To illustrate the approach, we use the same set-up for (12). The approach in Roy et al. (1993) and Mukhopadhyay et al. (1993) aims at finding a function

$$
f_{\boldsymbol{V}, \boldsymbol{w}, b}(x)=\boldsymbol{x}^{\top} \boldsymbol{V} \boldsymbol{x}+\boldsymbol{w}^{\top} \boldsymbol{x}+b
$$

such that

$$
f_{\boldsymbol{V}, \boldsymbol{w}, b}\left(\tilde{\boldsymbol{x}}_{i}\right) \geq 0 \Longleftrightarrow i \in Y .
$$

Since this may not be possible, the authors propose solving the following LP

$$
\begin{array}{rlr}
\min _{W, w, b, \epsilon} & \epsilon & \\
& \tilde{\boldsymbol{x}}_{i}^{\top} \boldsymbol{V} \tilde{\boldsymbol{x}}_{i}+\boldsymbol{w}^{\top} \tilde{\boldsymbol{x}}_{i}+b \geq \epsilon & \forall i \in Y \\
& \tilde{\boldsymbol{x}}_{i}^{\top} \boldsymbol{V} \tilde{\boldsymbol{x}}_{i}+\boldsymbol{w}^{\top} \tilde{\boldsymbol{x}}_{i}+b \leq-\epsilon & \forall i \notin Y \\
& \epsilon \geq \epsilon_{0} & \tag{14d}
\end{array}
$$

for some fixed tolerance $\epsilon_{0}>0$. When this LP is infeasible, the class $Y$ is partitioned into $Y_{1}$ and $Y_{2}$, and an LP as (14) is solved for both $Y_{1}$ and $Y_{2}$. The algorithm then follows iteratively (see below for comments on these iterations). In the end, the algorithm will construct $k$ quadratic functions $f_{1}, \ldots, f_{k}$, which the authors call "masking functions", that will classify an input $\boldsymbol{x}$ in the class $Y$ if and only if

$$
\exists i \in[k], f_{i}(\boldsymbol{x}) \geq 0
$$

In order to represent the resulting classifier as a single-layer neural network, the authors proceed in a similar manner to a linear classifier; the input layer of the resulting neural network not only includes each entry of $\boldsymbol{x}$, but also the bilinear terms $\boldsymbol{x} \boldsymbol{x}^{\top}$. Using this input, the classifier built by (14) can be thought of as a linear classifier (much like a polynomial regression can be cast as a linear regression).

As a last comment on the work of Roy et al. (1993) and Mukhopadhyay et al. (1993), the authors' algorithm does not iterate in a straightforward fashion. They add clustering iterations alternating with the steps described above in order to (a) identify outliers and remove them from the training set, and (b) subdivide the training data when (14) is infeasible. These additions allow them to obtain a polynomial-time algorithm.

The methods described in this section are able to produce a neural network with arbitrary quality, however, there is no guarantee on the size of the resulting neural network. When the size of the network is fixed the story changes, which is the case we describe next.

### 5.1.3 Fixed number of nodes and ReLU activations

As mentioned at the beginning of this section, training a neural network is a complex optimization problem in general, with some results indicating that the problem is likely to not even be in NP (Abrahamsen et al., 2021, Bertschinger et al., 2022).

Nonetheless, by restricting the network architecture sufficiently and allowing exponential running times, exact algorithms can be conceived. An important step in the construction of such algorithms was taken by Arora et al. (2018). In this work, the authors studied the training problem in detail, providing the first optimization algorithm capable of solving the training problem to provable optimality for a fixed network architecture with one hidden layer and with an
output dimension of 1 . As we anticipated, this algorithm shares some similarities with the previous approach.

Let us consider now a ReLU activation. Also, we no longer assume $\tilde{\boldsymbol{y}}_{i} \in$ $\{-1,1\}$, but we keep the output dimension as 1 . The problem considered by Arora et al. (2018) reads

$$
\begin{equation*}
\min _{\boldsymbol{W}, \boldsymbol{b}} \frac{1}{D} \sum_{i=1}^{D} \ell\left(\boldsymbol{W}^{2}\left(\sigma\left(\boldsymbol{W}^{1} \tilde{\boldsymbol{x}}_{i}+\boldsymbol{b}^{1}\right)\right), \tilde{\boldsymbol{y}}_{i}\right) \tag{15}
\end{equation*}
$$

with $\ell: \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ a convex loss. Note that this problem, even if $\ell$ is convex, is a non-convex optimization problem.

Theorem 1 (Arora et al. (2018)) Let $n_{1}$ be the number of nodes in the hidden layer. There exists an algorithm to find a global optimum of (15) in time $O\left(2^{n_{1}} D^{n_{0} \cdot n_{1}} \operatorname{poly}\left(D, n_{0}, n_{1}\right)\right)$.

Roughly speaking, the algorithm works by noting that one can assume the weights in $\boldsymbol{W}^{2}$ are in $\{-1,1\}$, since $\sigma$ is positively-homogeneous. Thus, problem (15) can be restated as

$$
\begin{equation*}
\min _{\boldsymbol{W}^{1}, \boldsymbol{b}^{1}, s} \frac{1}{D} \sum_{i=1}^{D} \ell\left(s\left(\sigma\left(\boldsymbol{W}^{1} \tilde{\boldsymbol{x}}_{i}+\boldsymbol{b}^{1}\right)\right), \tilde{\boldsymbol{y}}_{i}\right) \tag{16}
\end{equation*}
$$

where $s \in\{-1,1\}^{n_{1}}$. In order to handle the non-linearity, Arora et al. (2018) "guess" the values of $s$ and the sign of each component of $\boldsymbol{W}^{1} \tilde{\boldsymbol{x}}_{i}+\boldsymbol{b}^{1}$. Enforcing a sign for each component of $\boldsymbol{W}^{1} \tilde{\boldsymbol{x}}_{i}+\boldsymbol{b}^{1}$ is similar to the approach discussed in the previous section: it fixes how the input part of the data $\left(\tilde{\boldsymbol{x}}_{i}\right)_{i=1}^{D}$ is partitioned in polyhedral regions by a number of hyperplanes. The difference is that, in this case, the number of hyperplanes to be used is assumed to be fixed.

Using the hyperplane arrangement theorem (see e.g. (Matousek, 2002, Proposition 6.1.1)), there are at most $D^{n_{0} n_{1}}$ ways of fixing the signs of $\boldsymbol{W}^{1} \tilde{\boldsymbol{x}}_{i}+\boldsymbol{b}^{1}$. Additionally, there are at most $2^{n_{1}}$ possible vectors in $\{-1,1\}^{n_{1}}$. Once these components are fixed, (16) can be solved as an optimization problem with a convex objective function and a polyhedral feasible region imposing the desired signs in $\boldsymbol{W}^{1} \tilde{\boldsymbol{x}}_{i}+\boldsymbol{b}^{1}$. This results in the $O\left(2^{n_{1}} D^{n_{0} n_{1}}\right.$ poly $\left.\left(D, n_{0}, n_{1}\right)\right)$ running time. This algorithm was recently generalized to concave loss functions by Froese et al. (2022).

Dey et al. (2020) developed a polynomial-time approximation algorithm in this setting for the case of $n_{1}=1$ (i.e., one ReLU neuron) and square loss. This approximation algorithm has a better performance when the input dimension is much larger than the sample size, i.e. $n_{0} \gg D$. The approach by Dey et al. (2020) also relies on fixing the signs of $\boldsymbol{W}^{1} \tilde{\boldsymbol{x}}_{i}+\boldsymbol{b}^{1}$, and then solving multiple convex optimization problems, but in different strategy than that of Arora et al. (2018); in particular, Dey et al. (2020) only explore a polynomial number of the possible "fixings", which yields the approximation.

We note that the result by Arora et al. (2018) shows that the training problem on their architecture is in NP. This is in contrast to Bertschinger et al.
(2022), who show that training a neural network with one hidden layer is likely to not be in NP. The big difference lies in the assumption on the output dimension: in the case of Bertschinger et al. (2022), the output dimension is two. It is quite remarkable that such a sharp complexity gap is produced by a small change in the output dimension.

### 5.1.4 An exact training algorithm for arbitrary LTU architectures

Recently, Khalife and Basu (2022) presented a new algorithm, akin to that in Arora et al. (2018), capable of solving the training problem to global optimality for any fixed LTU architecture with a convex loss function $\ell$. In this case, no assumption on the network's depth is made. The algorithm runs in polynomial time on the sample size $D$ when the architecture is fixed.

We will not describe this approach in detail, as it heavily relies on the structure given by LTU activations, which is intricate and beyond the scope of this survey. Although we note that it shares some high-level similarities to the algorithm of Arora et al. (2018) for ReLU activations, such as "guessing" the behavior of the neurons' activity and then solving multiple convex optimization problems. However, the structural and algorithmic details are considerably different.

It is important to note that this result reveals the big gap between what is known for LTU versus ReLU activations in terms of their training problems. In the case of the former, there is an exact algorithm for arbitrary architectures; in the case of the latter, the known results are much more restricted and strong computational limitations exist.

### 5.2 Convex reformulations in regularized training problems

For the case when the training problem is regularized, the following stream of work has developed several convex reformulations of it. Pilanci and Ergen (2020) presented the first convex reformulation of a training problem for the case with one hidden layer and one-dimensional outputs. As the approach described in Section 5.1.3, this reformulation uses hyperplane arrangements according to the activation patterns of the ReLU units, but instead of using them algorithmically directly, they use them to find their convex reformulations. This framework was further extended to CNNs by Ergen and Pilanci (2021c). Higher-dimensional outputs in neural networks with one hidden layer were considered in Ergen and Pilanci (2020, 2021a), Sahiner et al. (2021). This convex optimization perspective was also applied in Batch Normalization by Ergen et al. (2022).

These approaches provide polynomial-time algorithms when some parameters (e.g., the input dimension $n_{0}$ ) are considered constant. We note that this does not contradict the hardness result of Froese and Hertrich (2023), as the latter does not include a regularizing term. We explain below where the regularizing term plays an important role. Training via convex optimization was
further developed to handle deeper regularized neural networks in Ergen and Pilanci (2021b,d,e).

In what follows, we review the convex reformulation in Pilanci and Ergen (2020) (one hidden layer and one-dimensional output) to illustrate some of the base strategies behind these approaches. We refer the reader to the previously mentioned articles for the most recent and intricate developments, as well as numerical experiments.

As before, let $n_{1}$ be the number of nodes in the hidden layer. Let us consider the following regularized training problem; to simplify the discussion, we omit biases.

$$
\begin{equation*}
\min _{\boldsymbol{W}} \frac{1}{2}\left\|\sum_{j=1}^{n_{1}} \boldsymbol{W}_{j}^{2} \sigma\left(\tilde{\boldsymbol{X}} \boldsymbol{W}_{j}^{1}\right)-\tilde{\boldsymbol{y}}\right\|^{2}+\frac{\beta}{2} \sum_{j=1}^{n_{1}}\left(\left\|\boldsymbol{W}_{j}^{1}\right\|^{2}+\left(\boldsymbol{W}_{j}^{2}\right)^{2}\right) \tag{17}
\end{equation*}
$$

Here, $\beta>0, \tilde{\boldsymbol{X}}$ is a matrix whose $i$-th row is $\tilde{\boldsymbol{x}}_{i}$ and $\boldsymbol{W}_{j}^{1}$ is the vector of weights going into neuron $j$. Thus, $\tilde{\boldsymbol{X}} \boldsymbol{W}_{j}^{1}$ is a vector whose $i$-th component is the input to neuron $j$ when evaluating the network on $\tilde{\boldsymbol{x}}_{i} . \boldsymbol{W}_{j}^{2}$ is a scalar: it is the weight on the arc from neuron $j$ to the output neuron (one-dimensional). Note that there is a slight notation overload: $\left(\boldsymbol{W}_{j}^{2}\right)^{2}$ is the square of the scalar $\boldsymbol{W}_{j}^{2}$. However, we will quickly remove this (pontentially confusing) term.

Problem (17) is a regularized version of (15) when $\ell$ is the squared difference. We modified its presentation to match the structure in Pilanci and Ergen (2020). The authors first prove that (17) is equivalent to

$$
\min _{\left\|\boldsymbol{W}_{j}^{1}\right\| \leq 1} \min _{\boldsymbol{W}_{j}^{2}} \frac{1}{2}\left\|\sum_{j=1}^{n_{1}} \boldsymbol{W}_{j}^{2} \sigma\left(\tilde{\boldsymbol{X}} \boldsymbol{W}_{j}^{1}\right)-\tilde{\boldsymbol{y}}\right\|^{2}+\beta \sum_{j=1}^{n_{1}}\left|\boldsymbol{W}_{j}^{2}\right|
$$

Then, through a series of reformulations and duality arguments, the authors first show that this problem is lower bounded by

$$
\begin{array}{rlr}
\max & -\frac{1}{2}\|v-\tilde{\boldsymbol{y}}\|^{2}+\frac{1}{2}\|\tilde{\boldsymbol{y}}\|^{2} & \\
\text { s.t } & \left|v^{\top} \sigma(\tilde{\boldsymbol{X}} u)\right| \leq \beta & \forall u,\|u\| \leq 1 \\
& v \in \mathbb{R}^{D} & \tag{18c}
\end{array}
$$

Problem (18) has $D$ variables and infinitely many constraints. The authors show that this lower bound is tight when the number of neurons in the hidden layer is large enough; specifically, they require $n_{1} \geq m^{*}$, where $m^{*} \in\{1, \ldots, D\}$ is defined as the number of Dirac deltas in an optimal solution of a dual of (18) (see Pilanci and Ergen (2020) for details).

Regarding the presence of infinitely many constraints, the authors address this by considering all possible patterns of signs of $\tilde{\boldsymbol{X}} u$ (similarly to Arora et al. (2018), as discussed in Section 5.1.3). For each fixed sign pattern (hyperplane
arrangement), they apply a duality argument which allows them to recast the constraint $\max _{u \in \mathcal{B}}\left|v^{\top} \sigma(\tilde{\boldsymbol{X}} u)\right| \leq \beta$ as a finite collection of second-order cone constraints with $\beta$ on the right-hand side.

Finally, using that $\beta>0$, they show that the reformulated problem satisfies Slater's condition, and thus from strong duality they obtain the following convex optimization problem, which has the same objective value as (18).

$$
\begin{array}{lll}
\min & \frac{1}{2}\left\|\sum_{j=1}^{P} M_{i} \tilde{\boldsymbol{X}}\left(v_{i}-w_{i}\right)-\tilde{\boldsymbol{y}}\right\|^{2}+\beta \sum_{j=1}^{P}\left(\left\|v_{i}\right\|+\left\|w_{i}\right\|\right) & \\
\text { s.t } & \left(2 M_{i}-I_{D}\right) \tilde{\boldsymbol{X}} v_{i} \geq 0 & \forall i \in[P] \\
& \left(2 M_{i}-I_{D}\right) \tilde{\boldsymbol{X}} w_{i} \geq 0 & \forall i \in[P] \\
& v_{i} \in \mathbb{R}^{n_{0}} & \forall i \in[P] \\
& w_{i} \in \mathbb{R}^{n_{0}} & \forall i \in[P]
\end{array}
$$

Here, $I_{D}$ is the $D \times D$ identity matrix, $P$ is the number of possible activation patterns for $\tilde{\boldsymbol{X}}$, and each $M_{i}$ is a $D \times D$ binary diagonal matrix whose diagonal indicates the $i$-th possible sign pattern of $\tilde{\boldsymbol{X}} u$. This means that $\left(M_{i}\right)_{j, j}$ is 1 if and only if $\tilde{\boldsymbol{x}}_{j}^{\top} u \geq 0$ in the $i$-th sign pattern of $\tilde{\boldsymbol{X}} u$. Moreover, the authors provide a formula to recover a solution of (17) from a solution of (19).

Using that $P \leq 2 r(e(D-1) / r)^{r}$, where $r=\operatorname{rank}(\tilde{\boldsymbol{X}})$, the authors note that the formulation (19) yields a training algorithm with complexity $O\left(n_{0}{ }^{3} r^{3}(D / r)^{3 r}\right)$. Note that if one fixes $r$, the resulting algorithm runs polynomial time. In particular, fixing $n_{0}$ fixes the rank of $\tilde{\boldsymbol{X}}$ and results in a polynomial time algorithm as well. In contrast, the algorithm by Arora et al. (2018) discussed in Section 5.1.3 remains exponential even after fixing $n_{0}$. Moreover, Froese and Hertrich (2023) showed that the training problem is NP-Hard even for fixed $n_{0}$. This apparent contradiction is explained by two key components of the convex reformulation: the regularization term and the presence of a "large enough" number of hidden neurons. This facilitates the exponential improvement of the training algorithm with respect to Arora et al. (2018).

### 5.3 Frank-Wolfe in DNN training algorithms

Another stream of work that has included components of linear programming in DNN training involves the Frank-Wolfe method. We briefly describe this method in the non-stochastic version next. In this section, we omit the biases $\boldsymbol{b}$ to simplify the notation.

Gradient descent (and its variants) is designed for problems of the form

$$
\begin{equation*}
\min _{\boldsymbol{W} \in \mathbb{R}^{N}} \mathcal{L}(\boldsymbol{W}) \tag{20}
\end{equation*}
$$

and it is based on iterations of the form

$$
\begin{equation*}
\boldsymbol{W}(i+1)=\boldsymbol{W}(i)-\alpha_{i} \nabla \mathcal{L}(\boldsymbol{W}(i)) \tag{21}
\end{equation*}
$$

where $\alpha_{i}$ is known as the learning rate. In the stochastic versions, $\nabla \mathcal{L}(\boldsymbol{W}(i))$ is replaced by a stochastic gradient. In this setting, these algorithms would find a local minimum, which is global when $\mathcal{L}$ is convex.

In the presence of constraints $\boldsymbol{W} \in \Theta$, however, this strategy may not work directly. A regularizing term is typically used in the objective function instead of a constraint, that "encourages" $\boldsymbol{W} \in \Theta$ but does not enforce it. If we strictly require that $\boldsymbol{W} \in \Theta \neq \mathbb{R}^{n}$, and $\Theta$ is a convex set, one could modify (21) to

$$
\begin{equation*}
\boldsymbol{W}(i+1)=\operatorname{proj}_{\Theta}\left(\boldsymbol{W}(i)-\alpha_{i} \nabla \mathcal{L}(\boldsymbol{W}(i))\right) . \tag{22}
\end{equation*}
$$

and thus ensure that all iterates $\boldsymbol{W}(i) \in \Theta$. Unfortunately, a projection is a costly routine. An alternative to this projection is the Frank-Wolfe method (Frank et al., 1956). Here, a direction $\boldsymbol{d}_{i}$ is computed via the following linearobjective convex optimization problem

$$
\begin{equation*}
\boldsymbol{d}_{i} \in \arg \min _{\boldsymbol{d} \in \Theta} \boldsymbol{v}_{i}^{\top} \boldsymbol{d} \tag{23}
\end{equation*}
$$

where normally $\boldsymbol{v}_{i}=\nabla \mathcal{L}(\boldsymbol{W}(i))$ (we consider variants below). The update is then computed as

$$
\begin{equation*}
\boldsymbol{W}(i+1)=\boldsymbol{W}(i)+\alpha_{i}\left(\boldsymbol{d}_{i}-\boldsymbol{W}(i)\right) \tag{24}
\end{equation*}
$$

for $\alpha_{i} \in[0,1]$. Note that, by convexity, we are assured that $\boldsymbol{W}(i+1) \in \Theta$ as long as $\boldsymbol{W}(0) \in \Theta$. In many applications, $\Theta$ is polyhedral, which makes (23) a linear program. Moreover, for simple sets $\Theta$, problem (23) admits closed-form solutions.

In the context of deep neural network training, two notable applications of Frank-Wolfe have appeared. Firstly, the Deep Frank Wolfe algorithm, by Berrada et al. (2018), which modifies iteration (21) with an optimization problem that can be solved using Frank-Wolfe in its dual. Secondly, the use of a stochastic version of Frank-Wolfe in the training problem (11) by Pokutta et al. (2020) and Xie et al. (2020a), which enforces structure in the neural network weights directly. We review these next, starting with the latter.

### 5.3.1 Stochastic Frank-Wolfe

Note that problem (11) is of the form (20) with

$$
\mathcal{L}(\boldsymbol{W})=\frac{1}{D} \sum_{i=1}^{D} \ell\left(f\left(\tilde{\boldsymbol{x}}_{i}, \boldsymbol{W}\right), \tilde{\boldsymbol{y}}_{i}\right) .
$$

We remind the reader that we are omitting the biases in this section to simplify notation, as they can be incorporated as part of $\boldsymbol{W}$.

Usually, some structure of the weights is commonly desired, (e.g. sparsity or boundedness), which traditionally have been incorporated as regularizing terms in the objective, as mentioned above. The recent work by Xie et al. (2020a) and

Pokutta et al. (2020), on the other hand, enforce structure on $\Theta$ directly using Frank-Wolfe -more precisely, stochastic versions of it.

Xie et al. (2020a) use a stochastic Frank-Wolfe approach to impose an $\ell_{1}$ norm constraint on the weights and biases $\boldsymbol{W}$ when training a neural network with 1 hidden layer. Note that $\ell_{1}$ constraints are polyhedral. Their algorithm is designed for a general Online Convex Optimization setting, where "losses" are revealed in each iteration. However, in their computational experiments, they included tests in an offline setting given by a DNN training problem.

The approach follows the Frank-Wolfe method described above closely. The key difference lies in the estimation of the stochastic gradient they use, which is not standard and it is one of the most important aspects of the algorithm. Instead of using $\boldsymbol{v}_{i}=\nabla \mathcal{L}(\boldsymbol{W}(i))$ in (23), the following stochastic recursive estimator of the gradient is used:

$$
\begin{aligned}
\boldsymbol{v}_{0} & =\tilde{\nabla} \mathcal{L}(\boldsymbol{W}(0)) \\
\boldsymbol{v}_{i} & =\tilde{\nabla} \mathcal{L}(\boldsymbol{W}(i))+\left(1-\rho_{i}\right)\left(v_{i-1}-\tilde{\nabla} \mathcal{L}(\boldsymbol{W}(i-1))\right)
\end{aligned}
$$

where $\tilde{\nabla} \mathcal{L}$ is a stochastic gradient, and $\rho_{i}$ is a parameter. The authors show that the gradient approximation error of this estimator converges to 0 at a sublinear rate, with high probability. This is important for them to analyze the "regret bounds" they provide for the online setting.

The experimental results in Xie et al. (2020a) in DNN training are very positive. They test their approach in the MNIST and CIFAR10 datasets and outperform existing state-of-the-art approaches in terms of suboptimality, training accuracy, and test accuracy.

Pokutta et al. (2020) implement and test several variants of stochastic versions of Frank-Wolfe in the training of neural networks, including the approach by Xie et al. (2020a). Pokutta et al. (2020) focus their experiments on their main proposed variant, which they refer to simply as Stochastic Frank-Wolfe (SFW). This variant uses

$$
\boldsymbol{v}_{i}=\left(1-\rho_{i}\right) \boldsymbol{v}_{i-1}+\rho_{i} \tilde{\nabla} \mathcal{L}(\boldsymbol{W}(i)),
$$

where $\rho_{i}$ is a momentum parameter. The authors propose many different options for $\Theta$ including $\ell_{1}, \ell_{2}$ and $\ell_{\infty}$ balls, and $K$-sparse polytopes. Of these, only the $\ell_{2}$ ball is non-polyhedral.

Overall, the computational experiments are promising for SFW. The authors advocate for this algorithm arguing that it provides excellent computational performances while being simple to implement and competitive with other state-of-the-art algorithms.

### 5.3.2 Deep Frank-Wolfe

Another application of Frank-Wolfe within DNN training was proposed by Berrada et al. (2018). While this approach does not make heavy use of linear programming techniques, the application of Frank-Wolfe is quite novel, and
they do rely on one linear program needed when performing an update as (24).
The authors note that (21) can also be written as the solution to the following proximal problem (Bubeck et al., 2015):

$$
\begin{equation*}
\boldsymbol{W}(i+1)=\arg \min _{\boldsymbol{W}}\left\{\frac{1}{2 \alpha_{i}}\|\boldsymbol{W}-\boldsymbol{W}(i)\|^{2}+\mathcal{T}_{\boldsymbol{W}(i)}(\mathcal{L}(\boldsymbol{W}))\right\} \tag{25}
\end{equation*}
$$

where $\mathcal{T}_{\boldsymbol{W}(i)}$ represents the first-order Taylor expansion at $\boldsymbol{W}(i)$. We are omitting regularizing terms since they do not play a fundamental role in the approach; all this discussion can be directly extended to include regularizers. Berrada et al. (2018) note that (25) linearizes the loss function, and propose the following loss-preserving proximal problem to replace (25):

$$
\begin{equation*}
\boldsymbol{W}(i+1)=\arg \min _{\boldsymbol{W}}\left\{\frac{1}{2 \alpha_{i}}\|\boldsymbol{W}-\boldsymbol{W}(i)\|^{2}+\frac{1}{D} \sum_{i=1}^{D} \ell\left(\mathcal{T}_{\boldsymbol{W}(i)}\left(f\left(\tilde{\boldsymbol{x}}_{i}, \boldsymbol{W}\right)\right), \tilde{\boldsymbol{y}}_{i}\right)\right\} \tag{26}
\end{equation*}
$$

Using the results by Lacoste-Julien et al. (2013), the authors argue that (26) is amenable to Frank-Wolfe in the dual when $\ell$ is piecewise linear and convex (e.g. the hinge loss). To be more specific, the authors show that in this case, and assuming $\alpha_{i}=\alpha$, there exists $\boldsymbol{A}, \boldsymbol{b}$ such that the dual of (26) is simply

$$
\begin{array}{cl}
\max _{\beta} & \frac{-1}{2 \alpha}\|\boldsymbol{A} \beta\|^{2}+\boldsymbol{b}^{\top} \beta \\
\text { s.t. } & \mathbf{1}^{\top} \beta=1 \\
& \beta \geq 0 \tag{27c}
\end{array}
$$

The authors consider applying Frank-Wolfe to this last problem, and to recover the primal solution using the primal-dual relation $\boldsymbol{W}=-\boldsymbol{A} \beta$, which is a consequence of KKT. The Frank-Wolfe iteration (24) in the notation of (27) would look like

$$
\begin{equation*}
\beta_{i+1}=\beta_{i}+\gamma_{i}\left(\boldsymbol{d}_{i}-\beta_{i}\right) \tag{28}
\end{equation*}
$$

Here, $\boldsymbol{d}_{i}$ is feasible for (27) and obtained using a linear programming oracle, and $\gamma_{i}$ the Frank-Wolfe step-length. Note that the feasible region of (27) is a simplex: exploiting this, the authors show that an optimal $\gamma_{i}$ can be computed in closed-form: here, "optimal" refers to a minimizer of (27) when restricted to points of the form $\beta_{i}+\gamma_{i}\left(\boldsymbol{d}_{i}-\beta_{i}\right)$.

With all these considerations, the bottleneck in this application of FrankWolfe is obtaining $\boldsymbol{d}_{i}$; recall that this Frank-Wolfe routine is embedded within a single iteration of the overall training algorithm; therefore, in each iteration of the training algorithm, possibly multiple computations of $\boldsymbol{d}_{i}$ would be required in order to solve (27) to optimality. To alleviate this, the authors propose to only perform one iteration of Frank-Wolfe: they set $\boldsymbol{d}_{0}$ to be the stochastic gradient and compute a closed-form expression for $\beta_{1}$. This is the basic ingredient of the Deep Frank Wolfe (DFW). It is worth noting that this algorithm is not guaranteed to converge, however, its empirical performance is competitive.

Other two important considerations are taken into account the implementation of this algorithm: smoothing of the loss function (as the Hinge loss is piecewise linear) and the adaptation of Nesterov's Momentum to this new setting. We refer the reader to the corresponding article for these details. One of the key features of DFW is that it only requires one hyperparameter $(\alpha)$ to be tuned.

The authors test DFW in image classification and natural language inference. Overall, the results obtained by DFW are very positive: in most cases, it can outperform adaptive gradient methods, and it is competitive with SGD while converging faster.

### 5.4 Polyhedral encoding of multiple training problems

One of the questions raised by Arora et al. (2018) (see Section 5.1.3) was whether the dependency on $D$ of their algorithm could be improved since it is typically the largest coefficient in a training problem. This question was studied by Bienstock et al. (2023), who show that, in an approximation setting, a more ambitious goal is achievable: there is a polyhedral encoding of multiple training problems whose size has a mild dependency on $D$.

As in the previous section, we omit the biases $\boldsymbol{b}$ to simplify notation, as all parameters can be included in $\boldsymbol{W}$. Let us assume the class of neural networks $F$ in (11) are restricted to have bounded parameters (we assume they lie in the interval $[-1,1]$ ), and let us assume the sample has been normalized in such a way that $\left(\tilde{\boldsymbol{x}}_{i}, \tilde{\boldsymbol{y}}_{i}\right) \in[-1,1]^{n_{0}+n_{L+1}}$. Furthermore, let $N$ be the dimension of $\Theta$ (the number of parameters in the neural network). With this notation, we define the following.

Definition 2 Consider the $E R M$ problem (11) with parameters $D, \Theta, \ell, f$ sample size, parameter space, loss function, network architecture, respectively. For a function $g$, let $\mathcal{K}_{\infty}(g)$ be the Lipschitz constant of $g$ using the infinity norm. We define the Architecture Lipschitz Constant $\mathcal{K}(D, \Theta, \ell, f)$ as

$$
\begin{equation*}
\mathcal{K}(D, \Theta, \ell, f) \doteq \mathcal{K}_{\infty}(\ell(f(\cdot, \cdot), \cdot)) \tag{29}
\end{equation*}
$$

over the domain $[-1,1]^{n_{0}} \times \Theta \times[-1,1]^{n_{L+1}}$.
Using this definition, and the boundedness of parameters, a straightforward approximate training algorithm can be devised whose running time is linear in $D$. Simply do a grid search in the parameters' space, and evaluate all data points in each possible parameter. It is not hard to see that, to achieve $\epsilon$-optimality, such an algorithm would run in time which is linear in $D$ and exponential in $\mathcal{K}(D, \Theta, \ell, f) / \epsilon$. What was proved by Bienstock et al. (2023) is that one can take a step further and represent multiple training problems at the same time.

Theorem 2 (Bienstock et al. (2023)) Consider the ERM problem (11) with parameters $D, \Theta, \ell, f$, and let $\mathcal{K}:=\mathcal{K}(D, \Theta, \ell, f)$ be the corresponding network

Table 4: Summary of polyhedral encoding sizes for various architectures. DNN refers to a fully-connected Deep Neural Network, CNN to a Convolutional Neural Network, and ResNet to a Residual Network. $G$ is the graph defining the Network, $\Delta$ is the maximum in-degree in $G, L$ is the number of hidden layers, and $n_{\max }$ is the maximum width of a layer.

| Type | Loss | Size of polytope | Notes |
| :--- | :--- | :--- | :--- | :--- |
| DNN | Absolute/Quadratic/Hinge | $O\left(\left(n_{L+1} n_{\max } O\left(L^{2}\right) / \epsilon\right)^{n_{0}+n_{L+1}+N} D\right)$ | $N \in O(\|E(G)\|)$ |
| DNN | Cross Entropy w/ Soft-Max | $O\left(\left(n_{L+1} \log \left(n_{L+1}\right) n_{\max }^{\left.\left.O\left(k^{2}\right) / \epsilon\right)^{n_{0}+n_{L+1}+N} D\right)}\right.\right.$ | $N \in O(\|E(G)\|)$ |
| CNN | Absolute/Quadratic/Hinge | $O\left(\left(n_{L+1} n_{\max }^{\left.\left.O\left(L^{2}\right) / \epsilon\right)^{n_{0}+n_{L+1}+N} D\right)}\right.\right.$ | $N \ll\|E(G)\|$ |
| ResNet | Absolute/Quadratic/Hinge | $O\left(\left(n_{L+1} \Delta^{\left.\left.O\left(L^{2}\right) / \epsilon\right)^{n_{0}+n_{L+1}+N} D\right)} \quad\right.\right.$ |  |
| ResNet | Cross Entropy w/ Soft-Max | $O\left(\left(n_{L+1} \log \left(n_{L+1}\right) \Delta^{\left.\left.O\left(L^{2}\right) / \epsilon\right)^{n_{0}+n_{L+1}+N} D\right)}\right.\right.$ |  |

architecture. Consider $\epsilon>0$ arbitrary. There exists a polytope $P_{\epsilon}$ of size ${ }^{5}$

$$
O\left(D(2 \mathcal{K} / \epsilon)^{n_{0}+n_{L+1}+N}\right)
$$

with the following properties:

1. $P_{\epsilon}$ can be constructed in time $O\left((2 \mathcal{K} / \epsilon)^{n_{0}+n_{L+1}+N} D\right)$ plus the time required for $O\left((2 \mathcal{K} / \epsilon)^{n_{0}+n_{L+1}+N}\right)$ evaluations of the loss function $\ell$ and $f$.
2. For any sample $(\tilde{X}, \tilde{Y})=\left(\tilde{\boldsymbol{x}}_{i}, \tilde{\boldsymbol{y}}_{i}\right)_{i=1}^{D},\left(\tilde{\boldsymbol{x}}_{i}, \tilde{\boldsymbol{y}}_{i}\right) \in[-1,1]^{n_{0}+n_{L+1}}$, there is a face $\mathcal{F}_{\tilde{X}, \tilde{Y}}$ of $P_{\epsilon}$ such that optimizing a linear function over $\mathcal{F}_{\tilde{X}, \tilde{Y}}$ yields an $\epsilon$-approximation to the ERM problem (11).
3. The face $\mathcal{F}_{\tilde{X}, \tilde{Y}}$ arises by simply substituting-in actual data for the datavariables $x, y$, which is used to fixed variables in the description of $P_{\epsilon}$.

This result is very abstract in nature but possesses some interesting features. Firstly, it encodes (approximately) every possible training problem arising from data in $[-1,1]^{n_{0}+n_{L+1}}$ using a benign dependency on $D$ : the polytope size depends only linearly on $D$, while a discretized enumeration of all the possible samples of size $D$ would be exponential in $D$. Secondly, every possible ERM problem appears in a face of the polytope; this suggests a strong geometric structure across different ERM problems. And lastly, this result is applicable to a wide variety of network architectures; in order to obtain an architecturespecific result, it suffices to compute the corresponding value of $\mathcal{K}$ and plug it in. Regarding this last point, the authors computed the constant $\mathcal{K}$ for various well-known architectures and obtained the results of Table 4.

The proof of this result relies on a graph theoretical concept called treewidth. This parameter is used for measuring structured sparsity, and in Bienstock and Muñoz (2018) it was proved that any optimization problem admits an approximate polyhedral reformulation whose size is exponential only in the treewidth parameter. On a high level, the neural network result is obtained by noting that (11) connects different sample points only through a sum; therefore, the

[^3]following reformulation of the optimization problem can be considered, which decouples the different data points:
\[

$$
\begin{equation*}
\min _{\boldsymbol{W} \in \Theta, \boldsymbol{L}}\left\{\left.\frac{1}{D} \sum_{d=1}^{D} \boldsymbol{L}_{d} \right\rvert\, \boldsymbol{L}_{d}=\ell\left(f\left(\tilde{\boldsymbol{x}}_{d}, \boldsymbol{W}\right), \tilde{\boldsymbol{y}}_{d}\right) \quad \forall d \in[D]\right\} \tag{30}
\end{equation*}
$$

\]

This reformulation does not seem useful at first, however, it has a treewidth that does not depend on $D$, even if the data points are considered variables. From this point, the authors are able to obtain the polytope whose size does not depend exponentially on $D$, and which is capable of encoding all possible ERM problems. The face structure the polytope has is more involved, and we refer the reader to Bienstock et al. (2023) for these details.

It is worth mentioning that the polytope size provided by Bienstock et al. (2023) in the setting of Arora et al. (2018) is

$$
\begin{equation*}
O\left(\left(2 \mathcal{K}_{\infty}(\ell) n_{1}^{O(1)} / \epsilon\right)^{\left(n_{0}+1\right)\left(n_{1}\right)} D\right) \tag{31}
\end{equation*}
$$

where $\mathcal{K}_{\infty}(\ell)$ is the Lipschitz constant of the loss function with respect to the infinity norm over a specific domain. These two results are not completely comparable, but they give a good idea of how good the size of polytope constructed in Bienstock et al. (2023) is. The dependency on $D$ is better in the polytope size, the polytope encodes multiple training problems, and the result is more general (it applies to almost any architecture); however, the polytope only gives an approximation, and its construction requires boundedness.

### 5.5 Backpropagation through MILP

In the work by Goebbels (2021), a novel use of Mixed-Integer Linear Programming is proposed in training ReLU networks: to serve as an alternative to SGD. This new algorithm works as backpropagation, as it updates the weights of the neural network iteratively starting from the last layer. The key difference is that each update in a layer amounts to solving a MILP.

Let us focus only on one hidden layer at a time (of width $n$ ), so we can assume we have an architecture as in Figure 11. Furthermore, we assume we have some target output vectors $\left\{\boldsymbol{T}_{d}\right\}_{d=1}^{D}$ (when processing the last hidden layer in the backpropagation, this corresponds to $\left\{\tilde{\boldsymbol{y}}_{d}\right\}_{d=1}^{D}$ ) and some layer input $\left\{\boldsymbol{I}_{d}\right\}_{d=1}^{D}$ (when processing the last hidden layer, this corresponds to evaluating the neural network on $\left\{\tilde{\boldsymbol{x}}_{d}\right\}_{d=1}^{D}$ up to the second-to-last hidden layer). The algorithm proposed by Goebbels (2021) solves the following optimization problem to update
the weights $\boldsymbol{W}$ and biases $\boldsymbol{b}$ of the given layer:

$$
\begin{array}{rll}
\min _{\boldsymbol{W}, \hat{\boldsymbol{h}, \boldsymbol{b}, \boldsymbol{h}, \boldsymbol{z}}} & \sum_{d=1}^{D} \sum_{j=1}^{n}\left|\boldsymbol{T}_{d, j}-\boldsymbol{h}_{d, j}\right| & \\
\text { s.t. } & \hat{\boldsymbol{h}}_{d, j}=\left(\boldsymbol{W} \boldsymbol{I}_{d}\right)_{j}+\boldsymbol{b}_{j} & d=1, \ldots, D, j=1, \ldots, n \\
& \hat{\boldsymbol{h}}_{d, j} \leq M \boldsymbol{z}_{d, j} & d=1, \ldots, D, j=1, \ldots, n \\
& \hat{\boldsymbol{h}}_{d, j} \geq-M\left(1-\boldsymbol{z}_{d, j}\right) & d=1, \ldots, D, j=1, \ldots, n \\
& \left|\hat{\boldsymbol{h}}_{d, j}-\boldsymbol{h}_{d, j}\right| \leq M\left(1-\boldsymbol{z}_{d, j}\right) & d=1, \ldots, D, j=1, \ldots, n \\
& \boldsymbol{h}_{d, j} \leq M \boldsymbol{z}_{d, j} & d=1, \ldots, D, j=1, \ldots, n \\
& \boldsymbol{h}_{d, j} \geq 0 & d=1, \ldots, D, j=1, \ldots, n \\
& \boldsymbol{z}_{d, j} \in\{0,1\} & d=1, \ldots, D, j=1, \ldots, n . \tag{32h}
\end{array}
$$

Here $M$ is a large constant that is assumed to bound the input to any neuron. Note that problem (32) can easily be linearized. This optimization problem finds the weights $(\boldsymbol{W})$ and biases ( $\boldsymbol{b})$ that minimize the difference between the "real" output of the network for each sample $\left(\boldsymbol{h}_{d}\right)$ and the target output $\left(\boldsymbol{T}_{d}\right)$. The auxiliary variables $\hat{\boldsymbol{h}}_{d, j}$ represent the input to the each neuron -so $\boldsymbol{h}_{d, j}=\sigma\left(\hat{\boldsymbol{h}}_{d, j}\right)$ - and $\boldsymbol{z}_{d, j}$ indicates if the $j$-th neuron is activated on input $\boldsymbol{I}_{d}$.

When processing intermediate layers, the definition $\boldsymbol{I}_{d}$ can easily be adapted from what we mentioned above. However, the story is different for the case of $\boldsymbol{T}_{d}$. When processing the last layer, as previously mentioned, $\boldsymbol{T}_{d}$ simply corresponds to $\tilde{\boldsymbol{y}}_{d}$. For intermediate layers, to define $\boldsymbol{T}_{d}$, the author proposes to use a similar optimization problem to (32), but leaving $\boldsymbol{W}$ and $\boldsymbol{b}$ fixed and having $\boldsymbol{I}_{d}$ as variables; this defines "optimal inputs" of a layer. These optimal inputs are then used as target outputs $\boldsymbol{T}_{d}$ when processing the preceding layer, and thus the algorithm is iterated. For details, see Goebbels (2021).

The computational results in that paper show that a similar level of accuracy to that of gradient descent can be achieved. However, the use of potentially expensive MILPs impairs the applicability of this approach to large networks. Nonetheless, it shows an interesting new avenue for training whose running times may be improved in future implementations.

### 5.6 Training binarized neural networks using MILP

As mentioned before, the training problem of a DNN is an unrestricted nonconvex optimization problem, which is typically continuous as the weights and biases frequently are allowed to have any real value. Nonetheless, if the weights and biases are required to be integer-valued, the training problem becomes a discrete optimization problem, for which gradient-descent-based methods may find some difficulties in their applicability.

In this context, Icarte et al. (2019) proposed a MILP formulation for the training problem of binarized neural networks (BNNs): these are neural networks where the weights and biases are restricted to be in $\{-1,0,1\}$ and where
the activations are LTU (i.e. sign functions). Later on, Thorbjarnarson and Yorke-Smith $(2020,2023)$ used a similar technique to allow more general integervalued weights. We review the core feature in these formulations that yield a linear formulation of the training problem.

Let us focus on an intermediate layer $i$ with width $n$, and let us omit biases to simplify the discussion. Using a DNN's layer-wise architecture, one usually aims at describing:

$$
\begin{array}{rlrl}
\hat{\boldsymbol{h}}_{d, j}^{i} & =\left(\boldsymbol{W}^{i} \boldsymbol{h}_{d}^{i-1}\right)_{j} & d & =1, \ldots, D, j=1, \ldots, n \\
\boldsymbol{h}_{d, j}^{i} & =\sigma\left(\hat{\boldsymbol{h}}_{d, j}^{i}\right) & d=1, \ldots, D, j=1, \ldots, n . \tag{33b}
\end{array}
$$

We remind the reader that $D$ is the cardinality of the training set. Additionally, for each data point indexed by $d$ and each layer $i$, each variable $\boldsymbol{h}_{d}^{i}$ is the output vector of all the neurons of the layer and each variable $\hat{\boldsymbol{h}}_{d, j}^{i}$ is the input of neuron $j$. Besides the difficulty posed by the activation function, one important issue with system (33) is the non-linearity of the products between the $\boldsymbol{W}$ and $\boldsymbol{h}$ variables. Nonetheless, this issue disappears when each entry of $\boldsymbol{W}$ and $\boldsymbol{h}$ is bounded and integer, as in the case of BNNs.

Let us begin with reformulating (33b). We can introduce auxiliary variables $\boldsymbol{u}_{d, j}^{i} \in\{0,1\}$ that will indicate if the neuron is active. We also introduce a tolerance $\varepsilon>0$ to determine the activity of a neuron. Using this, we can (approximately) reformulate (33b) linearly using big-M constraints:

$$
\begin{array}{ll}
\boldsymbol{h}_{d, j}^{i}=2 \boldsymbol{u}_{d, j}^{i}-1 & d=1, \ldots, D, j=1, \ldots, n \\
\hat{\boldsymbol{h}}_{d, j}^{i} \geq-M\left(1-\boldsymbol{u}_{d, j}^{i}\right) & d=1, \ldots, D, j=1, \ldots, n \\
\hat{\boldsymbol{h}}_{d, j}^{i} \leq-\varepsilon+M \boldsymbol{u}_{d, j}^{i} & d=1, \ldots, D, j=1, \ldots, n \tag{34c}
\end{array}
$$

where $M$ is a large constant. As for (33a), note that

$$
\hat{\boldsymbol{h}}_{d, j}^{i}=\sum_{k=1} \boldsymbol{W}_{j, k}^{i} \boldsymbol{h}_{d, k}^{i-1}
$$

Therefore, using (34a), we see that it suffices to describe each product $\boldsymbol{W}_{j, k}^{i} \boldsymbol{u}_{d, k}^{i-1}$ linearly. We can introduce new variables $\boldsymbol{z}_{j, k, d}^{i}$ and note that

$$
\boldsymbol{z}_{j, k, d}^{i-1}=\boldsymbol{W}_{j, k}^{i} \boldsymbol{u}_{d, k}^{i-1}
$$

if and only if the three variables satisfy

$$
\begin{aligned}
\left|\boldsymbol{z}_{j, k, d}^{i-1}\right| & \leq \boldsymbol{u}_{d, k}^{i-1} \\
\left|\boldsymbol{z}_{j, k, d}^{i-1}-\boldsymbol{W}_{j, k}^{i}\right| & \leq 1-\boldsymbol{u}_{d, k}^{i-1} \\
\boldsymbol{u}_{d, k}^{i-1} & \in\{0,1\} .
\end{aligned}
$$

This last system can be easily converted to a linear system, and thus the training problem in this setting can be cast as a mixed-integer linear optimization problem.

Other works have also relied on similar formulations to train neural networks. Icarte et al. (2019) introduce different objective functions that can be used along with the linear system to produce a MILP that can train BNNs. They also introduce a Constraint-Programming-based model and a hybrid model, and then compare all of them computationally. Thorbjarnarson and Yorke-Smith (2020) introduce more MILP-based training models that leverage piecewise linear approximations of well-known non-linear loss functions and that can handle integer weights beyond $\{-1,0,1\}$. A similar setting is studied by Sildir and Aydin (2022), where piecewise linear approximations of non-linear activations are used, and integer weights are exploited to formulate the training problem as a MILP. Finally, Bernardelli et al. (2022) rely on a multi-objective MIP model for training BNNs; from here, they create a BNN ensemble to produce robust classifiers.

From these articles, we can conclude that the MILP-based approach to training their neural networks can result in high-quality neural networks, especially in terms of generalization. However, many of these MILP-based methods currently do not scale well, as opposed to gradient-descent-based methods. We believe that, even though there are some theoretical limitations to the efficiency of MILP-based methods, there is a considerable practical improvement potential with using them in neural network training.

## 6 Conclusion

The rapid advancement of neural networks and their ubiquity has given rise to numerous new challenges and opportunities in deep learning: we need to design them in more reliable ways, to better understand their limits, and to test their robustness, among other challenges. While, traditionally, continuous optimization has been the predominant technology used in the optimization tasks in deep learning, some of these new challenges have made discrete optimization tools gain a remarkable importance.

In this survey, we have reviewed multiple areas where polyhedral theory and linear optimization have played a critical role. For example, in understanding the expressiveness of neural networks, in optimizing trained neural networks (e.g. for verification purposes), and even in designing new training algorithms. We hope this survey can provide perspective in a rapidly-changing field, and motivate further developments in both deep learning and discrete optimization. There is still much to be explored in the intersection of these fields.
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[^0]:    ${ }^{1}$ The MILP formulation of neural networks is discussed in Section 4.

[^1]:    ${ }^{2}$ In actuality, we will instead typically work with the outputs corresponding to "logits", or unnormalized probabilities. These are typically fed into a softmax layer that then normalize these values to correspond to a probability distribution over the classes. However, this nonlinear softmax transformation is not piecewise linear. Thankfully, it can be omitted in the context of the verification task without loss of generality.
    ${ }^{3}$ Alternative objectives are sometimes used which would allow us to strengthen this statement to say that the network will classify $x$ to be of class $k$. However, this will require a more complex reformulation to model this problem via MILP, so we omit it for simplicity.

[^2]:    ${ }^{4}$ https://github.com/Gurobi/gurobi-machinelearning

[^3]:    ${ }^{5}$ Here, the size of the polytope is the number of variables and constraints describing it.

