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#### Abstract

Submodularity is an important concept in integer and combinatorial optimization. A classical submodular set function models the utility of selecting homogenous items from a single ground set, and such selections can be represented by binary variables. In practice, many problem contexts involve choosing heterogenous items from more than one ground set or selecting multiple copies of homogenous items, which call for extensions of submodularity. We refer to the optimization problems associated with such generalized notions of submodularity as Generalized Submodular Optimization (GSO). GSO is found in wide-ranging applications, including infrastructure design, healthcare, online marketing, and machine learning. Due to the often highly nonlinear (even non-convex and non-concave) objective function and the mixed-integer decision space, GSO is a broad subclass of challenging mixed-integer nonlinear programming problems. In this tutorial, we first provide an overview of classical submodularity. Then we introduce two subclasses of GSO, for which we present polyhedral theory for the mixed-integer set structures that arise from these problem classes. Our theoretical results lead to efficient and versatile exact solution methods that demonstrate their effectiveness in practical problems using real-world datasets.
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## 1 Introduction

Decision-making in complex systems commonly involves selecting items from a given collection to attain optimal utility. For example, in sensor placement, we are interested in selecting the sensor locations that provide maximal coverage. In such decision-making problems, we often observe the phenomenon of diminishing returns. That is, the more items that we have selected, the lower is the marginal contribution of any additional item to the total utility. In the example of sensor placement, the total coverage of a sensor placement plan typically follows diminishing returns - as we install more sensors, the less additional coverage any newly added sensor contributes. The phenomenon of diminishing returns is ubiquitous in real-world applications. Economies of scale, risk aversion, clustering, coverage, and influence propagation all possess diminishing returns property.

Mathematically, the concept of submodularity formalizes diminishing returns. Submodularity is a property of set functions, or functions defined over sets. Due to the prevalence of diminishing returns, submodular set functions are used to model utilities in a rich and diverse array of applications, such as facility location [19], image segmentation [40], network influence propagation [41, 82], and sensor placement [44]. The associated decision-making problems are formulated as optimization problems with submodular set functions as their objectives, leading to submodular set function optimization (submodular optimization, in short). In submodular optimization, we are given a supply of homogenous items (e.g., sensors in sensor placement) and a finite ground set (e.g., candidate sensor placement locations). We may think of the ground set as a set of 'empty bins', and our goal is to determine a best subset of these 'bins' in which we place the provided homogenous items. Whether we place an item in a 'bin' or not is naturally modeled by a binary decision variable, making submodular set function optimization a class of discrete optimization problems. Figure 1 provides a pictorial high-level illustration of submodular optimization.

Despite the wide-ranging modeling power of submodular set functions, applications increasingly call for more general modeling tools that still capture diminishing returns. Consider the two scenarios depicted in Figure 2. In the first scenario on the left, we are given a supply of heterogenous items instead. Now our task is not only to determine the best subset of the 'bins' to fill, but also the best type of items for the selected 'bins'. This calls for the multi-set extension of submodularity. In the second scenario on the right, we are given a finite ground set of


Figure 1: A pictorial illustration of submodular set function optimization. The triangles represent the given homogenous items, and $N$ is a finite ground set. The subset $X$ represents the decision of placing the items in the first, the second, and the fourth 'bins'. By slightly abusing notation, the vector $\mathbf{x}$ provides a binary encoding of the same decision as $X$, with ones representing the locations at which we place an item, and zeros otherwise.
'bins' and a homogenous collection of items. However, we are now allowed to place multiple, and even fractional, copies of the items in each 'bin'. This scenario gives rise to the mixed-integer extension of submodularity. We refer to classical submodularity and all its extensions by the unifying term Generalized Submodularity (GS). We


Figure 2: Two scenarios that call for generalizations of classical submodularity. The first scenario on the left calls for the multi-set extension. The second scenario on the right gives rise to the mixed-integer extension.
summarize two examples of GS below. More applications are described in detail in Sections 4 and 5 .
Multi-type sensor placement. In practice, we may be provided with multiple types of sensors that monitor different aspects of the environment (e.g., temperature, humidity, and luminance), and each candidate sensor location can hold one sensor. We now need to decide at which locations we place a sensor, and additionally, which type of sensor we install at each selected location. The multi-set extension of submodularity is an ideal modeling tool for this multi-type sensor placement problem.

Sensor energy management. In another sensor placement application, we are given sensors that monitor the same environmental factors but with adjustable energy levels. The energy levels could be continuous ranges or discrete dials, and our goal is to assign the energy levels that yield optimal utility. This problem fits under the second scenario that calls for the mixed-integer extension.

In this tutorial, we introduce notions of GS and demonstrate their modeling power with real-world applications. In addition, we review mixed-integer programming-based (polyhedral) approaches to optimize GS functions, with or without constraints, to global optimality. The polyhedral approach has been highly successful in attaining global optimal solutions to classical submodular optimization under complicating constraints $[2,18,21,68,81,86,87,91]$ as well as for general set functions [9]. Furthermore, submodularity has been uncovered and exploited in improving the formulations of mixed-binary convex quadratic and conic optimization problems [5, 6, 7, 8, 26, 43]. Furthermore, these approaches have been fruitful in stochastic and risk-averse problems that involve submodular structures [42, 67, 82, 83, 84, 85, 93]. We focus our attention to expanding the reach of these approaches to generalized submodular functions.

The rest of this tutorial is structured as follows. We first provide preliminaries on classical submodularity in Section 2. We demonstrate how classical submodularity can be exploited to facilitate solution of a class of constrained submodular set function minimization problems in Section 3. In Sections 4 and 5, we formally state two generalizations of submodularity and summarize their applications. We present the polyhedral results for the
key mixed-integer sets arising from the associated GSO, with which we describe exact solution methods for these optimization problems. We conclude this tutorial with Section 6.

## 2 Preliminaries

In this section, we provide an overview of classical submodularity. Let $N=\{1,2, \ldots, n\}$ denote a finite non-empty ground set, and let $2^{N}$ be the collection of all the subsets of $N$. Formally, submodular set functions are defined as follows.

Definition 2.1 A function $f: 2^{N} \rightarrow \mathbb{R}$ is submodular if

$$
\begin{equation*}
f(X)+f(Y) \geq f(X \cap Y)+f(X \cup Y) \tag{1}
\end{equation*}
$$

for any $X, Y \subseteq N$.
A function $f$ is supermodular if inequality (1) is reversed for all $X, Y \subseteq N$, or equivalently, if $-f$ is submodular. Moreover, function $f$ is monotone non-decreasing, or monotone for brevity, if $f(X) \leq f(Y)$ for all $X \subseteq Y$. For any subset $X \subset N$ and any item $i \in N$, we define the marginal return of adding $i$ to $X$ as

$$
\begin{equation*}
\rho_{i}(X):=f(X \cup\{i\})-f(X) \tag{2}
\end{equation*}
$$

Intuitively, submodularity is equivalent to diminishing returns. The next alternative definition for submodular set functions clearly reflects this intuition.


Figure 3: An illustration of diminishing returns in sensor placement. Each circle represents the coverage of each sensor. The sets $X$ and $Y$ are two sets of locations at which we have installed sensors. The solid regions correspond to the total coverages of placement plans $X$ and $Y$, respectively. The striped regions highlight the marginal contributions of an additional sensor installed at location $i$ to the two plans. The more sensors that we have installed, the less additional coverage we will obtain by installing more sensors.

Definition 2.2 A function $f: 2^{N} \rightarrow \mathbb{R}$ is submodular if

$$
\begin{equation*}
\rho_{i}(X) \geq \rho_{i}(Y) \tag{3}
\end{equation*}
$$

for any $X \subseteq Y \subseteq N$ and any $i \in N \backslash Y$.
By Definition 2.2, the marginal return of item $i$ diminishes as we switch from selection $X$ to an inclusion-wise larger selection, $Y$. Figure 3 demonstrates diminishing returns in sensor placement. We may determine whether a set function is submodular and monotone non-decreasing using the following lemma.

Lemma 2.3 [81] A function $f: 2^{N} \rightarrow \mathbb{R}$ is submodular and monotone if and only if for all $X, Y \subset N$,

$$
f(Y) \leq f(X)+\sum_{i \in Y \backslash X} \rho_{i}(X)
$$

Examples of submodular set functions. Next we provide a few examples of submodular set functions which frequently appear in combinatorial optimization. Recall $N=\{1,2, \ldots, n\}$ denotes a finite non-empty ground set. We consider the following set functions $f: 2^{N} \rightarrow \mathbb{R}$.

- The linear function $f(X)=\sum_{i \in X} a_{i}$, where $\mathbf{a} \in \mathbb{R}^{n}$, is both submodular and supermodular. Thus, we say $f$ is modular. If $a_{i} \geq 0$ for all $i \in N$, then $f$ is also monotone.
- Suppose we are given a set of items, $\mathcal{C}$, and $n$ subsets of these items, $A_{1}, \ldots, A_{n} \subset \mathcal{C}$. The set coverage function $f(X)=\left|\bigcup_{i \in X} A_{i}\right|$ is submodular.
- Let $\mathcal{G}=(N, \mathcal{A})$ be a directed graph with vertex set $N$ and $\operatorname{arc}$ set $\mathcal{A}$. In addition, every $\operatorname{arc}(i, j) \in \mathcal{A}$ has a capacity $c_{i j} \geq 0$. The graph cut function $f(X)=\sum_{(i, j) \in \mathcal{A}: i \in X, j \in N \backslash X} c_{i j}$ is submodular but not monotone.
Operations on submodular set functions. The following list includes some operations that preserve submodularity. Note that the functions $h: 2^{N} \rightarrow \mathbb{R}$ below are set functions defined over $N=\{1,2, \ldots, n\}$.
- Let $f: 2^{N} \rightarrow \mathbb{R}$ be a submodular set function. For any constant $c \in \mathbb{R}$, the function $h(X):=f(X)-c$, for all $X \subseteq N$, is submodular.
- Suppose $f, g: 2^{N} \rightarrow \mathbb{R}$ are two submodular set functions. Then for any nonnegative constants $\alpha, \beta \in \mathbb{R}_{+}$, the function $h(X):=\alpha f(X)+\beta g(X)$, for all $X \subseteq N$, is submodular. More generally, any conic combination of submodular functions is submodular.
- Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a concave function and $g: 2^{N} \rightarrow \mathbb{R}$ be a nonnegative linear function. The composition $h(X):=f(g(X))$, for all $X \subseteq N$, is submodular.
- Suppose $f, g: 2^{N} \rightarrow \mathbb{R}$ are two submodular set functions, such that $f-g$ is monotone non-decreasing or non-increasing. The minimum $h(X):=\min \{f(X), g(X)\}$ is submodular.

We provide the definitions and properties above to help the readers identify submodularity in applications. To illustrate how submodularity can be exploited to attain optimal decisions in these applications, we further summarize a few key results of submodular set function optimization.

Throughout the remaining discussion, we assume that $f(\emptyset)=0$. This assumption is without loss of generality because otherwise we can equivalently consider $f^{\prime}(X):=f(X)-f(\emptyset)$ for all $X \subseteq N$. If $f$ is submodular and/or monotone, then so is $f^{\prime}$. We also assume that $f$ is available explicitly via a value oracle-given any $X \subseteq N, f(X)$ is returned in time that is polynomial in $n$. By slightly abusing notation, we use $X \subseteq N$ and its binary representation interchangeably. To be precise, any $X \subseteq N$ uniquely corresponds to a binary vector $\mathbf{x} \in\{0,1\}^{n}$, where

$$
x_{i}= \begin{cases}1, & \text { if } i \in X \\ 0, & \text { otherwise }\end{cases}
$$

Now a set function $f: 2^{N} \rightarrow \mathbb{R}$ can be rewritten as a function defined over binary vectors, $f:\{0,1\}^{n} \rightarrow \mathbb{R}$.

### 2.1 Submodular set function minimization

We first consider the unconstrained minimization problem

$$
\begin{equation*}
\min _{X \subseteq N} f(X) \tag{4}
\end{equation*}
$$

where $f$ is a submodular set function. This class of optimization problems is known to be strongly polynomial-time solvable $[20,27,35,36,37,47,49,57,65]$. In fact, $f$ can be further extended to the continuous domain $[0,1]^{n}$ via Lovász extension [48].

Definition 2.4 Suppose we are given an arbitrary function $f:\{0,1\}^{n} \rightarrow \mathbb{R}$. The Lovász extension $f^{L}:[0,1]^{n} \rightarrow \mathbb{R}$ of $f$ is defined by

$$
\begin{equation*}
f^{L}(\mathbf{x})=\sum_{i=1}^{n}\left(x_{\delta(i)}-x_{\delta(i+1)}\right) f\left(X^{\boldsymbol{\delta}, i}\right) \tag{5}
\end{equation*}
$$

for any $\mathbf{x} \in[0,1]^{n}$. Here, $\boldsymbol{\delta}=(\delta(1), \delta(2), \ldots, \delta(n))$ is a permutation of $N=\{1,2, \ldots, n\}$, such that $x_{\delta(1)} \geq x_{\delta(2)} \geq$ $\cdots \geq x_{\delta(n)}$. We let $x_{\delta(n+1)}=0$, and $X^{\boldsymbol{\delta}, i}:=\{\delta(1), \ldots, \delta(i)\}$ for any $i \in N$.

We note that (5) is equivalent to

$$
f^{L}(\mathbf{x})=\sum_{i=1}^{n}\left[f\left(X^{\boldsymbol{\delta}, i}\right)-f\left(X^{\boldsymbol{\delta}, i-1}\right)\right] x_{\delta(i)}=\sum_{i=1}^{n} \rho_{\delta(i)}\left(X^{\boldsymbol{\delta}, i-1}\right) x_{\delta(i)}
$$

where $X^{\boldsymbol{\delta}}, 0=\emptyset$, and $\rho .(\cdot)$ is defined as in (2). While $f^{L}$ appears to be linear, due to the fact that the permutation $\boldsymbol{\delta}$ depends on $\mathbf{x}$, this is not necessarily the case. Nevertheless, the Lovász extension is easy to compute given an efficient value oracle. When $f$ is submodular, $f^{L}$ has the following desirable property.

Proposition 2.5 [48] The Lovász extension of $f$ coincides with its convex closure $f^{c}$ if and only if $f$ is a submodular set function, where

$$
f^{c}(\mathbf{x})=\min \left\{\sum_{S \subseteq N} \alpha_{S} f(S): \sum_{S \subseteq N} \alpha_{S} \mathbf{1}_{S}=\mathbf{x}, \sum_{S \subseteq N} \alpha_{S}=1, \alpha_{S} \geq 0, \forall S \subseteq N\right\}
$$

and $\mathbf{1}_{S}$ is a binary vector with ones at $i \in S$ and zeros in all other entries.
In other words, minimizing the convex closure of the submodular function $f$ yields binary optimal solutions. Therefore, unconstrained submodular set function minimization is equivalent to minimizing a convex function, which suggests that this problem can be solved efficiently.

The complexity of unconstrained submodular set function minimization also follows from the polynomial equivalence of optimization and separation. We next discuss this class of minimization problems from a polyhedral perspective. Let

$$
\mathcal{Q}_{f}:=\left\{(\mathbf{x}, w) \in\{0,1\}^{n} \times \mathbb{R}: w \geq f(\mathbf{x})\right\}
$$

be the epigraph of $f$. Problem (4) has an equivalent reformulation:

$$
\begin{equation*}
\min \left\{w:(\mathbf{x}, w) \in \operatorname{conv}\left(\mathcal{Q}_{f}\right)\right\} \tag{6}
\end{equation*}
$$

The convex hull of the epigraph, conv $\left(\mathcal{Q}_{f}\right)$, is described by the trivial inequalities $\mathbf{0} \leq \mathbf{x} \leq \mathbf{1}$ and all the extended polymatroid inequalities (EPI) [8, 9, 48]. Each EPI is associated with a permutation of $N$ and is defined as follows.

Definition 2.6 Given any permutation $\boldsymbol{\delta}$ of $N$, the corresponding extended polymatroid inequality (EPI) is

$$
\begin{equation*}
w \geq \sum_{i=1}^{n} \rho_{\delta(i)}\left(X^{\boldsymbol{\delta}, i-1}\right) x_{\delta(i)} \tag{7}
\end{equation*}
$$

where $X^{\boldsymbol{\delta}} \cdot \cdot=\{\delta(1), \ldots, \delta(i)\}$ for any $i \in N, X^{\boldsymbol{\delta}, 0}=\emptyset$, and $\rho .(\cdot)$ is defined as in (2).
The convex hull conv $\left(\mathcal{Q}_{f}\right)$ in formulation (6) is defined by all the EPIs and $\mathbf{0} \leq \mathbf{x} \leq \mathbf{1}$, making this formulation a linear program with exponentially many constraints.

Delayed constraint generation framework. To tackle optimization problems with large numbers of constraints, it is natural to apply the Delayed Constraint Generation ( $D C G$ ) framework. Consider reformulation (6) as an example. Instead of entering this full master problem with exponentially many EPIs into a solver, we can iteratively solve relaxed master problems that have fewer constraints and add necessary constraints in each iteration. A relaxed master problem assumes the form of

$$
\begin{align*}
\min & w \\
\text { s.t. } & (\mathbf{x}, w) \in \mathcal{C} \tag{8}
\end{align*}
$$

where $\mathcal{C}$ is constructed by only a subset of the constraints defining conv $\left(\mathcal{Q}_{f}\right)$ in Problem (6). Algorithm 1 provides an outline of the DCG algorithm. The term $(\mathrm{UB}-\mathrm{LB}) / \mathrm{UB}$ measures the optimality gap, where LB and UB denote the lower and upper bounds on the objective value, respectively. In this algorithm, while the optimality gap exceeds a pre-specified tolerance parameter $\epsilon$, we solve the relaxed master problem (8) to obtain its optimal solution and objective pair $(\overline{\mathbf{x}}, \bar{w})$. Given that (8) is a relaxed version of the original problem (6), $\bar{w}$ serves as a lower bound on the optimal objective. The function evaluation $f(\overline{\mathbf{x}})$ is an upper bound because $\overline{\mathbf{x}}$ is feasible. If $\bar{w}$ does not match $f(\overline{\mathbf{x}})$, then we add a violated valid inequality to $\mathcal{C}$ (line 7 ). The problem of determining such an inequality is called a separation problem. Ideally, we would like to find a most violated valid inequality, which is the most powerful
constraint that will cut off $(\overline{\mathbf{x}}, \bar{w})$ in the next iteration of DCG. Furthermore, by aiming to maximize violation, we are also able to identify if no violation exists. We solve the updated relaxed master problem and repeat until the optimality gap is sufficiently small.

```
Algorithm 1: Delayed_Constraint_Generation
    Input initial \(\mathcal{C}, \mathrm{LB}=-\infty, \mathrm{UB}=\infty\);
    while \((\mathrm{UB}-\mathrm{LB}) / \mathrm{UB}>\epsilon\) do
        Solve the current relaxed master problem (8) to get \((\overline{\mathbf{x}}, \bar{w})\);
        \(\mathrm{LB} \leftarrow \bar{w}\);
        Compute \(f(\overline{\mathbf{x}})\);
        if \(\bar{w}<f(\overline{\mathbf{x}})\) then
            Determine a violated valid inequality \(w \geq \pi^{\top} x\) and add it to update \(\mathcal{C}\);
        end if
        if \(\mathrm{UB}>f(\overline{\mathbf{x}})\) then
            \(\mathrm{UB} \leftarrow f(\overline{\mathbf{x}}) ;\)
        end if
        Update the incumbent solution to \(\overline{\mathbf{x}}\);
    end while
    Output \(\bar{w}, \overline{\mathbf{x}}\).
```

As indicated by the Ellipsoid method, informally, optimization problems $\min \left\{\boldsymbol{c}^{\top} \mathbf{x}: \mathbf{x} \in \mathcal{X}\right\}$ are polynomially solvable if the separation problem for $\operatorname{conv}(\mathcal{X})$ can be solved in polynomial time. The separation problem for $\operatorname{conv}\left(\mathcal{Q}_{f}\right)$ in Problem (6) happens to be 'easy'. The most violated EPI for any $\mathbf{x} \in[0,1]^{n}$ can be found using an $\mathcal{O}(n \log n)$ greedy algorithm proposed by [21].

In contrast to the unconstrained case, constrained submodular minimization (e.g., with cardinality constraints) is generally NP-hard [76]. There exist exceptions when the problems satisfy special properties, such as minimizing the composition of a concave function with a non-negative affine function under a cardinality constraint $[31,56]$. We discuss the mixed-integer programming approach to this particular problem class in Section 3. To attain the exact optimal solutions for general constrained submodular minimization, we may implement reformulation (6) with additional linearly representable constraints in the DCG framework (see [8] for example).

### 2.2 Submodular set function maximization

Submodular maximization is NP-hard even in the unconstrained case. Given the complexity, many heuristics and approximation algorithms are proposed [16, 46, 53, 58, 75]. In particular, [54] propose a celebrated ( $1-1 / e$ )approximation algorithm for the cardinality-constrained maximization problem:

$$
\max _{X:|X| \leq k} f(X)
$$

when $f$ is monotone and submodular. Here, $e$ is the base of normal logarithm. This algorithm is a greedy method that sequentially collects $k$ items with the highest marginal returns.

In many applications, especially those that involve high-capital investments like facility location and sensor network design, it is desirable to solve for the exact optimal solutions rather than resorting to suboptimal ones. This is because the exact optimal solutions can lead to significant utility improvements and cost reductions. In [81], the authors tackle submodular maximization, namely

$$
\begin{equation*}
\max _{X \subseteq N} f(X) \tag{9}
\end{equation*}
$$

using an integer programming approach. We note that the submodular objective function $f$ does not have to be monotone. Let $f^{*}(X):=f(X)-\sum_{j \in X} \rho_{j}(N \backslash\{j\})$ for all $X \subseteq N$. The authors propose the following equivalent mixed-integer programming formulation:

$$
\begin{equation*}
\max _{(\mathbf{x}, w) \in\{0,1\}^{n} \times \mathbb{R}^{2}}\left\{w:(\mathbf{x}, w) \in \mathcal{Q}_{f}\right\} \tag{10}
\end{equation*}
$$

where

$$
\mathcal{Q}_{f}:=\left\{(\mathbf{x}, w) \in \mathbb{R}_{+}^{n} \times \mathbb{R}: w \leq f^{*}(S)+\sum_{j \in N \backslash S}\left[f^{*}(S \cup\{j\})-f^{*}(S)\right] x_{j}+\sum_{j \in N} \rho_{j}(N \backslash\{j\}) x_{j}, \forall S \subseteq N\right\}
$$

is the hypograph of $f$ when x's are restricted to binary vectors. Each inequality

$$
\begin{equation*}
w \leq f^{*}(S)+\sum_{j \in N \backslash S}\left[f^{*}(S \cup\{j\})-f^{*}(S)\right] x_{j}+\sum_{j \in N} \rho_{j}(N \backslash\{j\}) x_{j} \tag{11}
\end{equation*}
$$

is called a submodular inequality associated with $S \subseteq N$. Formulation (10) has exponentially many constraints, which can be solved by DCG. The mixed-integer programming approach is able to handle additional constraints, and Formulation (10) has been further strengthened for constrained submodular maximization by [2, 68, 86].

## 3 Cardinality-Constrained Submodular Minimization

To illustrate how to exploit submodularity to facilitate decision-making and how to apply the mixed-integer programming approach, this section focuses on a class of constrained submodular set function minimization problems.

As mentioned in the previous section, the composition of a univariate concave function and a nonnegative linear function is a submodular set function. That is, for any a $\in \mathbb{R}_{+}^{n}$ and any concave function $f: \mathbb{R} \rightarrow \mathbb{R}$, $F(X):=f\left(\sum_{i \in X} a_{i}\right)$ for all $X \subseteq N$, is submodular. Alternatively, $F$ can be written as $F(\mathbf{x})=f\left(\sum_{i=1}^{n} a_{i} x_{i}\right)$ for all $\mathbf{x} \in\{0,1\}^{n}$.

Such functions are frequently used to model utilities in problems that involve risk aversion or economies of scale, including mean-risk optimization [7, 8] and concave cost facility location [23, 28]. Mean-risk optimization is a powerful modeling tool in financial applications, including investment portfolio management. We again observe diminishing returns in these applications. In investment portfolio management, for example, an investor's perception of risk can be modeled using the aforementioned functions due to the diminishing returns intuition-as an investor's portfolio becomes more aggressive, she tends to perceive the risk associated with any additional financial product to be milder. The number of financial products chosen is limited by a cardinality upper bound, $k$. Therefore, it is of practical interest to consider the following problem:

$$
\begin{equation*}
\min \left\{f\left(\sum_{i=1}^{n} a_{i} x_{i}\right): \mathbf{x} \in\{0,1\}^{n}, \sum_{i=1}^{n} x_{i} \leq k\right\} \tag{12}
\end{equation*}
$$

Problem (12) has the following reformulation:

$$
\min \left\{w:(\mathbf{x}, w) \in \mathcal{P}_{k}^{m}\right\}
$$

where

$$
\begin{equation*}
\mathcal{P}_{k}^{m}=\left\{(\mathbf{x}, w) \in \times\{0,1\}^{n} \times \mathbb{R}: w \geq f\left(\sum_{i=1}^{n} a_{i} x_{i}\right), \sum_{i=1}^{n} x_{i} \leq k\right\} \tag{13}
\end{equation*}
$$

represents the epigraph of $f$ under the cardinality constraint. The superscript $m \in\{1,2, \ldots, n\}$ denotes the number of distinct values in a. Problem (12) is polynomially solvable [31,56], despite the NP-hardness of general constrained submodular minimization. This complexity result suggests that a complete convex hull characterization of $\mathcal{P}_{k}^{m}$ may be tractable. Such a characterization is desirable because it leads to a versatile branch-and-cut approach to handle more constraints in addition to the cardinality constraint. However, a tractable characterization for conv $\left(\mathcal{P}_{k}^{m}\right)$ has been an open problem.

Recall from Section 2 that the EPIs (7) describe the epigraph convex hull without the cardinality constraint. The authors in [87] account for the cardinality constraint and provide the full description of conv ( $\mathcal{P}_{k}^{1}$ ) (i.e., when $a_{i}=\alpha \geq 0$ for all $i \in N$ ). The authors propose strong valid linear inequalities called the separation inequalities (SIs).

Definition 3.1 For any permutation $\boldsymbol{\delta}=(\delta(1), \delta(2), \ldots, \delta(n))$ of $N$ and a fixed integer parameter $0 \leq i_{0} \leq k-1$, $a$ separation inequality (SI) is given by

$$
\begin{equation*}
w \geq \sum_{i=1}^{i_{0}} \rho_{\delta(i)} x_{\delta(i)}+\sum_{i=i_{0}+1}^{n} \psi x_{\delta(i)} \tag{14}
\end{equation*}
$$

where $\psi:=\frac{f(k \alpha)-f\left(i_{0} \alpha\right)}{k-i_{0}}$, and $\rho_{\delta(i)}:=f(i \alpha)-f((i-1) \alpha)$.

The authors show that the SIs, the cardinality constraint, and $\mathbf{0} \leq \mathbf{x} \leq \mathbf{1}$, completely describe conv ( $\mathcal{P}_{k}^{1}$ ). Furthermore, they obtain a class of valid inequalities for $\operatorname{conv}\left(\mathcal{P}_{k}^{m}\right)$ with general $m$, given by Definition 3.2. For ease of notation, given any permutation $\boldsymbol{\delta}$ of $N$, we re-index $N$ such that $\boldsymbol{\delta}$ is the natural order $(1,2, \ldots, n)$. Thus we omit $\boldsymbol{\delta}$ in the notation below.

Definition 3.2 The approximate lifted inequalities, or ALIs, assume the form of

$$
w \geq \sum_{i=1}^{k} \rho_{i} x_{i}+\sum_{i=k+1}^{n} \phi_{i} x_{i} .
$$

The coefficients $\rho_{i}$ for $i \in\{1, \ldots, k\}$ are consistent with those in (14). For each $i>k$, let $T$ with $|T|=k-1$ be a subset of $\{1, \ldots, i-1\}$ such that the sum of the weights are as high as possible, and $\phi_{i}=f\left(a_{i}+\sum_{j \in T} a_{j}\right)-$ $f\left(\sum_{j \in T} a_{j}\right)$.

Stronger valid inequalities have also been proposed for the general case (i.e., arbitrary $m$ ) without explicit forms of the coefficients.

In [91], we make further progress in the case where a contains up to two distinct values and show multiple ways to apply their results to the general case (i.e., any $m \geq 1$ ). When $m=2$, we denote the two weights in a by $a_{L}$ and $a_{H}$, respectively, with $a_{L} \leq a_{H}$. We also define $\mathcal{I}_{L}=\left\{i \in N: a_{i}=a_{L}\right\}$ and $\mathcal{I}_{H}=\left\{i \in N: a_{i}=a_{H}\right\}$ as the index sets corresponding to the lower and higher values in $\mathbf{a}$. The results that we describe next hold for any permutation $\boldsymbol{\delta}$ of $N$. The ground set $N$ is re-indexed so that $\boldsymbol{\delta}$ is the natural order and thus is dropped from the notation. Consider any subset $S \subseteq N$ with cardinality $k$. By re-indexing, we assume $S=\{1, \ldots, k\}$ without loss of generality.

We now share two important observations. First, consider the set

$$
\mathcal{P}_{k}^{2}(S)=\left\{(\mathbf{x}, w) \in\{0,1\}^{k} \times \mathbb{R}: w \geq f\left(\sum_{i=1}^{k} a_{i} x_{i}\right)\right\}
$$

which is exactly $\mathcal{P}_{k}^{2}$ with $x_{i}$ fixed to zeros for all $i \in N \backslash S$. The cardinality constraint trivially holds because at most $k$ variables could be non-zero. We observe that each EPI (7), $w \geq \sum_{i=1}^{k} \rho_{i} x_{i}$, associated with any ordering of $S$ is facet-defining (i.e., among the strongest valid inequalities) for $\mathcal{P}_{k}^{2}(S)$. Next, consider the sets $\mathcal{P}_{k}^{1}\left(\mathcal{I}_{L}\right)$ and $\mathcal{P}_{k}^{1}\left(\mathcal{I}_{H}\right)$, where

$$
\begin{equation*}
\mathcal{P}_{k}^{1}\left(\mathcal{I}_{L}\right)=\left\{(w, x) \in \mathbb{R} \times\{0,1\}^{\mathcal{I}_{L}}: w \geq f\left(a_{L} \sum_{i \in \mathcal{I}_{L}} x_{i}\right), \sum_{i \in \mathcal{I}_{L}} x_{i} \leq k\right\} \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{P}_{k}^{1}\left(\mathcal{I}_{H}\right)=\left\{(w, x) \in \mathbb{R} \times\{0,1\}^{\mathcal{I}_{H}}: w \geq f\left(a_{H} \sum_{i \in \mathcal{I}_{H}} x_{i}\right), \sum_{i \in \mathcal{I}_{H}} x_{i} \leq k\right\} \tag{16}
\end{equation*}
$$

In $\mathcal{P}_{k}^{1}\left(\mathcal{I}_{L}\right)$, all the variables $x_{i}$ with $i \in \mathcal{I}_{H}$ are fixed to zeros, and $\mathcal{P}_{k}^{1}\left(\mathcal{I}_{H}\right)$ imposes the same restrictions on $i \in \mathcal{I}_{L}$. We note that the SIs are facet-defining for these two sets. These two observations imply that we may obtain facet-defining inequalities for $\mathcal{P}_{k}^{2}$ by exact lifting.

Lifting is a technique for strengthening valid inequalities, and thereby, improving MIP formulations. We illustrate this technique with an example of lifting EPIs. Prior to lifting, the facet-defining inequality $w \geq \sum_{i=1}^{k} \rho_{i} x_{i}$ concerns only the variables $x_{i}$ for $i \in S$. Our goal is to construct the strongest inequality of the form

$$
\begin{equation*}
w \geq \sum_{i=1}^{k} \rho_{i} x_{i}+\sum_{i=k+1}^{n} \xi_{i} x_{i} \tag{17}
\end{equation*}
$$

that is valid for $\mathcal{P}_{k}^{2}$. To achieve this goal, we go through a sequence-dependent lifting procedure to gradually add variables $x_{i}, i \in N \backslash S$, to this inequality with strong coefficients. At each intermediate step, we lift the inequality
with $x_{j}$ for $j \in\{k+1, \ldots, n\}$ by solving the $j$-th lifting problem (18).

$$
\begin{align*}
\xi_{j}:=\min & w-\sum_{i=1}^{k} \rho_{i} x_{i}-\sum_{i=k+1}^{j-1} \xi_{i} x_{i} \\
\text { s.t. } \quad & w \geq f\left(a_{j}+\sum_{i=1}^{j-1} a_{i} x_{i}\right),  \tag{18}\\
& \sum_{i=1}^{j-1} x_{i} \leq k-1, \\
& x \in\{0,1\}^{j-1} .
\end{align*}
$$

The optimal objective $\xi_{j}$ is precisely the lifted coefficient in the facet-defining inequality $w \geq \sum_{i=1}^{k} \rho_{i} x_{i}+$ $\sum_{i=k+1}^{j} \xi_{i} x_{i}$ for the convex hull of the polyhedron

$$
\mathcal{P}_{k}^{2}(\{1, \ldots, j\})=\left\{(w, x) \in \mathbb{R} \times\{0,1\}^{j}: w \geq f\left(\sum_{i=1}^{j} a_{i} x_{i}\right), \sum_{i=1}^{j} x_{i} \leq k\right\}
$$

In [91], we give the closed-form optimal solutions and objectives of the lifting problems for EPIs and SIs. We propose three classes of strong valid inequalities, which we call the lifted-EPIs (LEPIs), lower-SIs (LSIs) and higher-SIs (HSIs). We refer the readers to [91] for the exact forms of these proposed inequalities.

Example 3.3 (LEPIs versus ALIs [91]) Suppose $N=[6]$ and $k=2$. We are given $\mathbf{a}=[4,100,100,100,4,4]$ and a concave function $f\left(\mathbf{a}^{\top} \mathbf{x}\right)=\sqrt{\mathbf{a}^{\top} \mathbf{x}}$. The ALI [87] with permutation $\boldsymbol{\delta}=(5,2,3,1,4,6)$ is

$$
w \geq 0.198 x_{1}+8.198 x_{2}+4.142 x_{3}+4.142 x_{4}+2 x_{5}+0.198 x_{6}
$$

The LEPI, lifed from the EPI associated with $S=\{2,5\}$ and $\boldsymbol{\delta}$, is

$$
w \geq 0.828 x_{1}+8.198 x_{2}+5.944 x_{3}+5.944 x_{4}+2 x_{5}+0.828 x_{6}
$$

The lifted-EPI dominates the ALI. In general, lifted-EPIs are at least as strong as the approximate lifted inequalities [87].

Cardinality-constrained mean-risk minimization. We now showcase how the proposed inequalities can be used in a branch-and-cut algorithm to improve computational performance. We first motivate the mean-risk minimization problem with its application in investment portfolio management. Suppose we are given a set, $N$, of $n$ investment options. We have a limited budget which allows us to select at most $k$ options. Let the losses on the investment options be normal random variables $\tilde{\boldsymbol{p}}$ with mean $\boldsymbol{\mu}$ and covariance $Q$. Our goal is to select up to $k$ options for our portfolio, such that with sufficiently high probability, we attain maximal gain, (or equivalently, minimal loss). With this goal, we obtain the following formulation:

$$
\begin{equation*}
\min _{\mathbf{x} \in\{0,1\}^{n}}\left\{w: \mathbb{P}\left(\tilde{\boldsymbol{p}}^{\top} \mathbf{x} \leq w\right) \geq \beta, \sum_{i=1}^{n} x_{i} \leq k\right\} \tag{19}
\end{equation*}
$$

Each binary decision variable $x_{i}, i \in N$, represents whether the corresponding option is chosen or not. The auxiliary variable $w$ captures the total loss of our portfolio, which we would like to minimize. The parameter $\beta \in(0.5,1)$ represents how risk-averse we are. We may set higher $\beta$ if we prefer lower risk while allowing potentially lower profit, and vice versa. In fact, the optimization problem above is called Value-at-Risk minimization, and it can be reformulated as the following $[5,7,8,13]$ :

$$
\begin{equation*}
\min _{\mathbf{x} \in\{0,1\}^{n}}\left\{-\boldsymbol{\mu}^{\top} \mathbf{x}+\Omega \sqrt{\mathbf{x}^{\top} Q \mathbf{x}}: \sum_{i=1}^{n} x_{i} \leq k\right\} \tag{20}
\end{equation*}
$$

Here, $\Omega$ is a constant parameter $\Phi^{-1}(\beta)$, where $\Phi$ is the standard normal cumulative distribution function. We note that $Q$ is a positive semidefinite matrix. Problem (20) is cardinality-constrained mean-risk minimization with
correlated random variables [5, 7]. We use the notation $\operatorname{diag}(\boldsymbol{y})$ to denote the diagonal matrix with a vector $\boldsymbol{y}$ as its diagonal. The covariance matrix $Q$ is the sum of $Q-\operatorname{diag}(\mathbf{a})$ and $\operatorname{diag}(\mathbf{a})$, for $\mathbf{a} \in \mathbb{R}_{+}^{n}$ with $Q-\operatorname{diag}(\mathbf{a}) \succeq 0$. The benefit of this decomposition is that the separable quadratic term $\mathbf{x}^{\top} \operatorname{diag}(\mathbf{a}) \mathbf{x}$ can be linearized to $\mathbf{a}^{\top} \mathbf{x}$. As such, problem (20) has an equivalent formulation (SOCP):

$$
\begin{align*}
\min _{(w, y, z, \mathbf{x}) \in \mathbb{R}_{+}^{3} \times\{0,1\}^{n}}\left\{-\boldsymbol{\mu}^{\top} \mathbf{x}+\Omega z: w\right. & \geq \sqrt{\sum_{i \in N} a_{i} x_{i}}, \sum_{i=1}^{n} x_{i} \leq k  \tag{21}\\
y & \left.\geq \sqrt{\mathbf{x}^{\top}(Q-\operatorname{diag}(\mathbf{a})) \mathbf{x}}, z^{2} \geq w^{2}+y^{2}\right\}
\end{align*}
$$

which can be handled by optimization solvers, such as Gurobi. We notice that the set $\left\{(w, \mathbf{x}) \in \mathbb{R} \times\{0,1\}^{n}: w \geq\right.$ $\left.\sqrt{\sum_{i \in N} a_{i} x_{i}}, \sum_{i=1}^{n} x_{i} \leq k\right\}$, which is defined by a subset of the constraints from Problem (21), coincides with $\mathcal{P}_{k}^{m}$ given in (13). Under this observation, we may use the valid inequalities from [87, 91] in a branch-and-cut algorithm in order to improve the computational performance. To apply LEPIs and LSIs proposed by [91], we decompose a into $\mathbf{a}^{\text {two }}+\mathbf{a}^{\text {res }}$ so that $\mathbf{a}^{\text {two }}, \mathbf{a}^{\text {res }} \in \mathbb{R}_{+}^{n}$, and $\mathbf{a}^{\text {two }}$ contains two distinct weights. Then Problem (21) can be rewritten as

$$
\begin{aligned}
\min _{(v, w, y, z, \mathbf{x}) \in \mathbb{R}_{+}^{4} \times\{0,1\}^{n}}\left\{-\boldsymbol{\mu}^{\top} \mathbf{x}+\Omega z: w\right. & \geq \sqrt{\sum_{i \in N} a_{i}^{\mathrm{two}} x_{i}}, \sum_{i=1}^{n} x_{i} \leq k \\
v & \geq \sqrt{\sum_{i \in N} a_{i}^{\text {res }} x_{i}}, y \geq \sqrt{\mathbf{x}^{\top}(Q-\operatorname{diag}(\mathbf{a})) \mathbf{x}} \\
z^{2} & \left.\geq v^{2}+w^{2}+y^{2}\right\}
\end{aligned}
$$

Table 1 summarizes the computational performance on problem (20) of a branch-and-cut algorithm with LEPIs and LSIs (BC-LEPI-LSI), a branch-and-cut algorithm with ALIs (BC-ALI), and directly solving Problem (21) (SOCP). All test instances are randomly generated. The experiments are executed on one thread of a Linux server with Intel Haswell E5-2680 processor at 2.5 GHz and 128 GB of RAM. All the solution methods are implemented in Python 3.6 and Gurobi Optimizer 9.5.1. The first column of Table 1 reports the risk tolerance parameter $\beta \in\{0.95,0.975,0.99\}$. The second column shows the cardinality upper bound $k \in\{5,10,15\}$ in each test case. The fourth column presents the average runtime in seconds. The next column lists the average end gaps. An end gap is computed by $(\mathrm{UB}-\mathrm{LB}) / \mathrm{UB} \times 100 \%$, where UB and LB are the best upper and lower bounds on the objective. The last two columns report the average numbers of branch-and-bound nodes visited and inequalities added. BC-LEPI-LSI algorithm outperforms BC-ALI and SOCP in all the test cases-BC-LEPI-LSI solves to optimality all but one test case with $\beta=0.99$ and $k=15$. In this particular case, BC-LEPI-LSI attains a small end gap of $0.6 \%$. BC-ALI and SOCP have longer average runtime than BC-LEPI-LSI and more failed instances.

The previous sections showcase the power of submodular set function optimization in the modeling and computation of decision-making problems. Next, we elaborate on two notions of generalized submodularity, namely the multi-set extension and the mixed-integer extension, and how the techniques described previously can be applied to these cases.

## 4 Multi-Set Extension of Submodularity

In this section, we consider the situations in which we are given heterogenous items, and our task is to determine the best subset of the 'bins' to fill, as well as the types of items to place in the selected 'bins' (see Figure 2). In particular, we discuss the multi-set extension of submodularity, called $k$-submodularity. Here, $k \geq 1$ is a positive integer that represents the number of item types.

Before formally defining $k$-submodularity, we first set forth some notations. Recall that $N=\{1,2, \ldots, n\}$ is a finite and non-empty ground set. We call a $k$-tuple of pairwise disjoint subsets of $N$ a $k$-set. Figure 4 provides an example of a 3 -set-we are given three types of items and $\mathbf{X}$ is a 3 -set. Each component $X_{i}, i \in\{1,2,3\}$, of $\mathbf{X}$ contains the 'bins' at which items of type $i$ are placed. Every 'bin' can hold one item, so these components are pairwise disjoint. We use

$$
(k+1)^{N}=\left\{\left(S_{1}, S_{2}, \ldots, S_{k}\right): S_{q} \subseteq N, S_{q} \cap S_{q^{\prime}}=\emptyset, \text { for all } q, q^{\prime} \in\{1,2, \ldots, k\} \text { with } q \neq q^{\prime}\right\}
$$

to denote the collection of all $k$-sets. For ease of notation, we let $\mathbf{S}=\left(S_{1}, S_{2}, \ldots, S_{k}\right) \in(k+1)^{N}$. When $k=1$, $(k+1)^{N}=2^{N}$ is exactly the power set of $N$.

Table 1: Computational performance of BC-LEPI-LSI, BC-ALI and SOCP on Problem (20). Superscript ${ }^{i}$ means that $i$ our of five instances are solved within the time limit of one hour. For BC-LEPI-LSI, the average number of total cuts is represented as $m^{\text {LEPI }}+\mathrm{m}^{\text {LSI }}=\mathrm{m}$, where $\mathrm{m}^{\text {LEPI }}$ is the average number of LEPIs added across five trials, and $\mathrm{m}^{\text {LSI }}$ is that of LSIs.


Definition 4.1 For any positive integer $k$, a function $f:(k+1)^{N} \rightarrow \mathbb{R}$ is $k$-submodular if for any $\mathbf{X}=$ $\left(X_{1}, X_{2}, \ldots, X_{k}\right), \mathbf{Y}=\left(Y_{1}, Y_{2}, \ldots, Y_{k}\right) \in(k+1)^{N}$,

$$
f(\mathbf{X})+f(\mathbf{Y}) \geq f(\mathbf{X} \sqcap \mathbf{Y})+f(\mathbf{X} \sqcup \mathbf{Y})
$$

where

$$
\mathbf{X} \sqcap \mathbf{Y}=\left(X_{1} \cap Y_{1}, X_{2} \cap Y_{2}, \ldots, X_{k} \cap Y_{k}\right)
$$

and

$$
\mathbf{X} \sqcup \mathbf{Y}=\left(\left(X_{1} \cup Y_{1}\right) \backslash \bigcup_{q=2}^{k}\left(X_{q} \cup Y_{q}\right), \ldots,\left(X_{k} \cup Y_{k}\right) \backslash \bigcup_{q=1}^{k-1}\left(X_{q} \cup Y_{q}\right)\right)
$$

Definition 4.1 is similar to Definition 2.1 for submodular set functions. They differ by the fact that the intersection and union operators in Definition 4.1 apply to $k$-sets component-wise. In particular, the $\sqcup$ operator excludes additional items to ensure pairwise disjointness of the resulting $k$-set. When $k=1$, the functions satisfying Definition 4.1 are exactly the submodular set functions. When $k=2$, we call these functions bisubmodular functions.

### 4.1 Applications of $k$-submodularity

Next, we describe a few applications of $k$-submodularity to demonstrate its modeling power.


Figure 4: An example of a $k$-set.

### 4.1.1 Multi-type sensor placement.

Internet of things (IoT) has enabled sensor networks to monitor systems such as smart homes [25], smart grids [1] and smart cities [92]. In these applications, we often have more than one type of sensors that measure different aspects of the environment (e.g. temperature, humidity, and luminance). Suppose we are given $k \geq 2$ types of sensors and a set $N=\{1,2, \ldots, n\}$ of candidate locations such that each location holds up to one sensor. Let the locations for type- $i$ sensors be $S_{i}$. Then every $k$-set, $\mathbf{S}=\left(S_{1}, \ldots, S_{k}\right) \in(k+1)^{N}$, uniquely represents a $k$-type sensor placement plan. The effectiveness of any placement plan can be quantified using the following entropy function $H\left(X_{\mathbf{S}}\right)=-\sum_{x \in \mathcal{X}_{\mathbf{S}}} \mathbb{P}\left(X_{\mathbf{S}}=x\right) \log \mathbb{P}\left(X_{\mathbf{S}}=x\right)$, where $X_{\mathbf{S}}$ is a random variable representing the possible observations made by sensors of corresponding types installed at $\mathbf{S}$, and the set $\mathcal{X}_{\mathbf{S}}$ contains all possible observations [55]. Intuitively, the entropy of $X_{\mathbf{S}}$ is high when the $k$ types of measurements at locations $S_{1}, \ldots, S_{k}$, respectively, are difficult to predict. The function $f(\mathbf{S})=H\left(X_{\mathbf{S}}\right)$ for all $\mathbf{S} \in(k+1)^{N}$, is $k$-submodular [55].

### 4.1.2 Multi-topic influence propagation.

Social media platforms have served as a crucial source of information. The mechanism of information spread over a social network can be modeled using a submodular set function, which maps a set of initial information spreaders to the expected total number of network users who are influenced by this information [41]. This model is particularly helpful for applications such as viral marketing. This model is generalized to allow $k \geq 2$ types of influence [55]. In a social network $G=(N, A), N=\{1,2, \ldots, n\}$ represents the network users, and the arc set $A$ models the interactions among the users. For any $i, j \in N$ and $q \in\{1,2, \ldots, k\}, p_{(i, j)}^{q}$ is the probability of $i$ influencing $j$ on topic $q$. In viral marketing, $p_{(i, j)}^{q}$ can be interpreted as the likelihood of $i$ convincing $j$ to purchase product $q$. Let $S_{q} \subseteq N$ be the influencers selected to promote the type- $q$ products. Moreover, let $A_{q}\left(S_{q}\right)$ be the individuals influenced by the initial spreaders $S_{q}$ about product $q$ under the stochastic model proposed by [41]. The function $\left.f(\mathbf{S})=\mathbb{E}\left[\mid \bigcup_{q=1}^{k} A_{q}\left(S_{q}\right)\right]\right]$ evaluates the expected total number of influenced individuals given initial influencers $\mathbf{S}$, and it has been shown to be monotone and $k$-submodular [55].

### 4.1.3 Multi-class feature selection.

Feature selection is an important technique in numerous fields of research, such as machine learning [66], bioinformatics [63], and data mining [61]. This process improves the interpretability of the models and avoids the curse of dimensionality. Multi-class feature selection generalizes the usual feature selection problem. In $k$-class feature selection, we are given $k$ uncorrelated prediction variables and a pool of features. Our goal is to select the most informative features and to determine the corresponding prediction variables for the selected features. When $k=2$, the problem is called the coupled feature selection problem [70]. More specifically, $C_{1}, C_{2}$ are two prediction variables and $N$ is a set of features. For any $\mathbf{S}=\left(S_{1}, S_{2}\right) \in 3^{N}, S_{i}$ contains the features selected for predicting $C_{i}, i \in\{1,2\}$. It is assumed that $S_{1}, S_{2}$ are mutually conditionally independent given $C=\left\{C_{1}, C_{2}\right\}$. The informativeness of a coupled feature selection is measured by its mutual information $I(\mathbf{S} ; C)=H\left(S_{1} \cup S_{2}\right)-\sum_{i \in S_{1}} H\left(i \mid C_{1}\right)-\sum_{j \in S_{2}} H\left(j \mid C_{2}\right)$, where $H(X)=-\sum_{x \in \mathcal{X}} \mathbb{P}(X=x) \log \mathbb{P}(X=x)$, and $H(X \mid Y)=-\sum_{x \in \mathcal{X}, y \in \mathcal{Y}} \mathbb{P}(X=x, Y=y) \log \frac{\mathbb{P}(X=x, Y=y)}{\mathbb{P}(Y=y)}$.

Higher mutual information suggests that the biset of features is more informative for the prediction tasks. The function $f(\mathbf{S})=I(\mathbf{S} ; C)$ is monotone and bisubmodular [70].

### 4.1.4 Drug-drug interaction detection.

When certain drugs are taken concomitantly, they react in our bodies. Such reactions are referred to as the drugdrug interactions (DDIs). DDIs comprise at least $30 \%$ of the adverse drug events, which cause 770,000 injuries and deaths every year [59, 77]. The authors in [33] introduce a function that models the correlation between combinations of drugs and adverse effects, and they further show that this function is bisubmodular and determine DDIs based on online medical forum data by exploiting bisubmodularity.

### 4.2 Exact solution methods for $k$-submodular optimization

The previous section illustrates how $k$-submodular functions model utilities in real-world applications. After obtaining such a model, our next step is to optimize the $k$-submodular utility function in order to determine an optimal decision. In this section, we describe exact solution approaches to $k$-submodular function maximization and minimization. Throughout this section, we assume without loss of generality that $f(\emptyset)=0$, where $\emptyset=(\emptyset, \ldots, \emptyset)$.

### 4.2.1 $k$-submodular maximization.

A $k$-submodular maximization problem assumes the following form:

$$
\begin{equation*}
\max _{\mathbf{X} \in \mathcal{X}} f(\mathbf{X}) \tag{22}
\end{equation*}
$$

where $f$ is $k$-submodular, and $\mathcal{X} \subseteq(k+1)^{N}$ contains all the feasible $k$-sets. When Problem (22) is unconstrained, $\mathcal{X}=(k+1)^{N}$. We may also incorporate linear constraints, such as cardinality and knapsack constraints, to make $\mathcal{X} \subsetneq(k+1)^{N}$.

Submodular set function maximization is a special case of $k$-submodular maximization. Given that submodular maximization is NP-hard, $k$-submodular maximization is NP-hard as well. Most of the methods proposed for $k$ submodular maximization are approximation algorithms. A class of bisubmodular functions can be maximized by a constant-factor approximation algorithm [70]. Studies including [38, 79, 80] establish a $1 / 2$-approximation guarantee of a randomized greedy algorithm for unconstrained bisubmodular maximization. When $k \geq 3$, [80] achieve an approximation guarantee of $\max (1 / 3,1 /(1+\max (1, \sqrt{(k-1) / 4}))$ ), and this result has been improved to $1 / 2$ by [39]. Other studies consider maximizing nonnegative monotone $k$-submodular functions under various constraints (e.g., cardinality constraints [55], matroid constraints [64]).

In this tutorial, we focus on the exact solution methods derived from mixed-integer programming approaches. By slightly abusing notation, we introduce the following binary representation of the $k$-sets. That is, every $\mathbf{X} \in$ $(k+1)^{N}$ is uniquely mapped to $\mathbf{x}=\left[\mathbf{x}^{1}, \ldots, \mathbf{x}^{k}\right]^{\top} \in\{0,1\}^{k n}$, with $\sum_{q=1}^{k} x_{i}^{q} \leq 1$ for all $i \in N$ and

$$
x_{i}^{q}= \begin{cases}1, & \text { if } i \in X_{q} \\ 0, & \text { otherwise }\end{cases}
$$

The linear inequalities $\sum_{q=1}^{k} x_{i}^{q} \leq 1$ for all $i \in N$ ensure pairwise disjointness of the components in the corresponding $k$-set. We let $\mathcal{X}$ denote the feasible $k$-sets, as well as the feasible binary incidence vectors. Then we can rewrite Problem (22) as

$$
\begin{equation*}
\max \left\{w:(\mathbf{x}, w) \in \mathcal{T}_{f}, \mathbf{x} \in \mathcal{X}\right\} \tag{23}
\end{equation*}
$$

where

$$
\mathcal{T}_{f}=\left\{(\mathbf{x}, w) \in\{0,1\}^{k n} \times \mathbb{R}: w \leq f(\mathbf{x}), \sum_{q=1}^{k} x_{i}^{q} \leq 1 \text { for all } i \in N\right\}
$$

Let $\rho_{q, i}(\mathbf{X})=f\left(X_{1}, \ldots, X_{q} \cup\{i\}, \ldots, X_{k}\right)-f(\mathbf{X})$ be the marginal contribution of adding item $i \in N$ to the $q$-th component of $\mathbf{X} \in(k+1)^{N}$.

Definition 4.2 A $k$-submodular function $f:(k+1)^{N} \rightarrow \mathbb{R}$ is monotone non-decreasing, or simply monotone, if $f(\mathbf{Y}) \geq f(\mathbf{X})$ for any $\mathbf{X}, \mathbf{Y} \in(k+1)^{N}$ such that $X_{q} \subseteq Y_{q}$ for all $q \in\{1, \ldots, k\}$. Equivalently, $f$ is monotone if $\rho_{q, i}(\mathbf{X}) \geq 0$, for any $\mathbf{X} \in(k+1)^{N}, i \in N \backslash \bigcup_{p=1}^{k} X_{p}$, and $q \in\{1, \ldots, k\}$.

Given a non-monotone $k$-submodular function $f$, we can construct its monotone counterpart as the following. For every $i \in N$ and $q \in\{1, \ldots, k\}$, let

$$
\xi_{i}^{q}=\min \left\{\rho_{q, i}(\mathbf{S}): \mathbf{S} \in(k+1)^{N \backslash\{i\}}, \bigcup_{p=1}^{k} S_{p}=N \backslash\{i\}\right\}
$$

Lemma 4.3 [89] Given any non-monotone $k$-submodular function $f$,

$$
f^{*}(\mathbf{X}):=f(\mathbf{X})-\sum_{q=1}^{k} \sum_{i \in X_{q}} \xi_{i}^{q}
$$

is $k$-submodular and monotone.
We refer the readers to Lemma 3.2 of [89] for more details on this result.
Definition 4.4 Given any $k$-submodular function $f$ and any $\mathbf{S} \in(k+1)^{N}$, the $k$-submodular inequality associated with $\mathbf{S}$ is

$$
\begin{equation*}
w \leq f(\mathbf{S})+\sum_{q=1}^{k} \sum_{i \notin \bigcup_{r=1}^{k}} \rho_{q, i}(\mathbf{S}) x_{i}^{q}+\sum_{q=1}^{k} \sum_{p \in\{1, \ldots, k\} \backslash\{q\}} \sum_{i \in S_{p}} \rho_{q, i}(\emptyset) x_{i}^{q}-\sum_{q=1}^{k} \sum_{i \in S_{q}} \xi_{i}^{q}\left(1-x_{i}^{q}\right) \tag{24}
\end{equation*}
$$

Proposition 4.5 [89] For any $k$-submodular function $f$ and any $\mathbf{S} \in(k+1)^{N}$, the $k$-submodular inequality (24) associated with $\mathbf{S}$ is valid for $\mathcal{T}_{f}$.

We refer the readers to Proposition 4.2 in [89] for the proof of this proposition. We note that the submodular inequalities (11) proposed by [81] is a special case of the $k$-submodular inequalities when $k=1$. The $k$-submodular inequalities provide a piecewise linear representation of the objective function $f$, with which we derive another equivalent formulation of $k$-submodular maximization as shown in the next theorem.

Theorem 4.6 [89] Problem (23) is equivalent to

$$
\begin{align*}
& \max _{(\mathbf{x}, w) \in\{0,1\}^{k n} \times \mathbb{R}}\left\{w: w \leq f(\mathbf{S})+\sum_{q=1}^{k} \sum_{i \notin \bigcup_{r=1}^{k}} \rho_{r} \rho_{q, i}(\mathbf{S}) x_{i}^{q}+\sum_{q=1}^{k} \sum_{p \in\{1, \ldots, k\} \backslash\{q\}} \sum_{i \in S_{p}} \rho_{q, i}(\emptyset) x_{i}^{q}\right. \\
&-\sum_{q=1}^{k} \sum_{i \in S_{q}} \xi_{i}^{q}\left(1-x_{i}^{q}\right), \forall \mathbf{S} \in(k+1)^{N}  \tag{25}\\
&\left.\sum_{q=1}^{k} x_{i}^{q} \leq 1, \forall i \in N, \mathbf{x} \in \mathcal{X} .\right\}
\end{align*}
$$

We use the DCG framework (see Algorithm 1) to overcome the challenge of having exponentially many $k$ submodular inequalities in the mixed 0-1 linear program reformulation (25). A computational study on multi-type sensor placement problem is included in Section 4.3.

### 4.2.2 $k$-submodular minimization

In this section, we summarize the results on minimizing $k$-submodular functions. In particular, we focus on the case where $k=2$. The study [60] proves an analogue of Lovász extension (see Section 2) for bisubmodular functions. This result suggests that unconstrained bisubmodular minimization can be solved in polynomial time using the ellipsoid method. Weakly and strongly polynomial algorithms have also been proposed for unconstrained bisubmodular minimization $[24,50]$. The Min-Max Theorem for submodular and bisubmodular minimization is generalized to the $k$-submodular case with $k \geq 3$ [34], but the complexity of general $k$-submodular minimization remains an open problem. In [88], we completely characterize the epigraph convex hull of any bisubmodular function, and this polyhedral characterization leads to an effective cutting plane algorithm to solve constrained bisubmodular minimization to global optimality.

We now consider the constrained bisubmodular minimization problem:

$$
\begin{array}{cl}
\min & f\left(S_{1}, S_{2}\right) \\
\text { s.t. } & \left(S_{1}, S_{2}\right) \in \mathcal{S} \subseteq 3^{N} \tag{26}
\end{array}
$$

and summarize the mixed-integer programming approach we propose in [88]. Without loss of generality, we again assume $f(\emptyset, \emptyset)=0$. In addition, $\mathcal{S} \subseteq 3^{N}$ is the set of feasible solutions after possibly incorporating any linearly representable constraints. This is a class of nonlinear optimization problems over bisets, which could not be directly entered into optimization solvers.

In order to reformulate Problem (26) as a mixed-integer linear program, we first convert the bisets into ternary characteristic vectors. To be more precise, for any $\left(S_{1}, S_{2}\right) \in 3^{N}$, there is a unique vector $\mathbf{x} \in\{0, \pm 1\}^{n}$ such that for every $i \in\{1,2, \ldots, n\}$,

$$
x_{i}:= \begin{cases}1, & i \in S_{1} \\ -1, & i \in S_{2} \\ 0, & \text { otherwise }\end{cases}
$$

Conversely, every $\mathrm{x} \in\{0, \pm 1\}^{n}$ corresponds to a unique biset. To this point, we have successfully turned the set $\mathcal{S}$ of feasible bisets in Problem (26) to the integer vectors $\mathbf{x} \in \mathcal{X}$, where $\mathcal{X}$ contains every $\mathbf{x} \in\{0, \pm 1\}^{n}$ that also satisfies all the additional linear constraints.

The next step is to rewrite the nonlinear objective function $f$ into a form that the optimization solvers could handle. In [88], we propose a piecewise linear representation of $f$. This representation relies on the extremal poly-bimatroid inequalities, which are defined as the following.

Definition 4.7 Let any permutation $\boldsymbol{\delta}=\left(\delta_{1}, \delta_{2}, \ldots, \delta_{n}\right)$ of $N$ and any $\boldsymbol{\sigma} \in\{ \pm 1\}^{n}$ be given. An extremal polybimatroid inequality associated with $\boldsymbol{\delta}$ and $\boldsymbol{\sigma}$ is $w \geq \boldsymbol{\pi}^{\top} \mathbf{x}$, where $\boldsymbol{\pi} \leftarrow \operatorname{Signed} \operatorname{Greedy}(\boldsymbol{\delta}, \boldsymbol{\sigma})$ (see Algorithm 2).

```
Algorithm 2: Signed_Greedy [3, 50]
    Input a permutation \(\boldsymbol{\delta}=\left\{\delta_{1}, \delta_{2}, \ldots, \delta_{n}\right\}\) of \(N\), a vector \(\boldsymbol{\sigma} \in\{ \pm 1\}^{n}\);
    \(\boldsymbol{\pi} \leftarrow \mathbf{0}, S_{1} \leftarrow \emptyset, S_{2} \leftarrow \emptyset ;\)
    for \(i=1,2, \ldots, n\) do
        if \(\sigma_{\delta_{i}}=1\) then
            \(\pi_{\delta_{i}} \leftarrow f\left(S_{1} \cup\left\{\delta_{i}\right\}, S_{2}\right)-f\left(S_{1}, S_{2}\right) ;\)
            \(S_{1} \leftarrow S_{1} \cup\left\{\delta_{i}\right\} ;\)
        else
            \(\pi_{\delta_{i}} \leftarrow-f\left(S_{1}, S_{2} \cup\left\{\delta_{i}\right\}\right)+f\left(S_{1}, S_{2}\right) ;\)
            \(S_{2} \leftarrow S_{2} \cup\left\{\delta_{i}\right\} ;\)
        end if
    end for
    Output \(\pi \in \mathbb{R}^{n}\).
```

Theorem 4.8 below formally establishes that the extremal poly-bimatroid inequalities provide a piecewise linear representation of $f$. We refer the readers to [88] for the proof of Theorem 4.8.

Theorem 4.8 [88] The convex hull of the epigraph of $f, \operatorname{conv}\left((\mathbf{x}, w) \in\{0, \pm 1\}^{n} \times \mathbb{R}: w \geq f(\mathbf{x})\right)$, is described completely by all the extremal poly-bimatroid inequalities $w \geq \boldsymbol{\pi}^{\top} \mathbf{x}$, and the trivial inequalities $-1 \leq x_{i} \leq 1$ for all $i \in\{1,2, \ldots, n\}$.

Following from Theorem 4.8, the constrained bisubmodular minimization problem (26) has an equivalent reformulation:

$$
\begin{align*}
\min & w \\
\text { s.t. } & (\mathbf{x}, w) \in \mathcal{C},  \tag{27}\\
& \mathbf{x} \in \mathcal{X}
\end{align*}
$$

The polyhedral set $\mathcal{C}$ is defined by all the extremal poly-bimatroid inequalities. The set $\mathcal{X}$ contains all the ternary characteristic vectors that correspond to feasible bisets. Due to the observation that Problem (27) has exponentially many extremal poly-bimatroid inequalities, it is desirable to apply the DCG framework (see Algorithm 1). The
problem of separating an extremal poly-bimatroid inequaliy at any fractional solution $\overline{\mathbf{x}} \in \mathbb{R}^{n}$ can be efficiently solved by an $\mathcal{O}(n \log n)$ greedy algorithm (Algorithm 3).

```
Algorithm 3: Generalized_Greedy [15]
    Input \(\overline{\mathbf{x}} \in \mathbb{R}^{n}\);
    Sort entries in \(\overline{\mathbf{x}}\) to obtain a permutation \(\boldsymbol{\delta}\) such that \(\left|\bar{x}_{\delta_{1}}\right| \geq\left|\bar{x}_{\delta_{2}}\right| \geq \cdots \geq\left|\bar{x}_{\delta_{n}}\right|\);
    \(\boldsymbol{\pi} \leftarrow \mathbf{0}, S_{1}, S_{2} \leftarrow \emptyset ;\)
    for \(i=1,2, \ldots, n\) do
        if \(\bar{x}_{\delta_{i}} \geq 0\) then
            \(\pi_{\delta_{i}} \leftarrow f\left(S_{1} \cup\left\{\delta_{i}\right\}, S_{2}\right)-f\left(S_{1}, S_{2}\right) ;\)
            \(S_{1} \leftarrow S_{1} \cup\left\{\delta_{i}\right\} ;\)
        else
            \(\pi_{\delta_{i}} \leftarrow-f\left(S_{1}, S_{2} \cup\left\{\delta_{i}\right\}\right)+f\left(S_{1}, S_{2}\right) ;\)
            \(S_{2} \leftarrow S_{2} \cup\left\{\delta_{i}\right\} ;\)
        end if
    end for
    Output An extremal poly-bimatroid inequality \(w \geq \boldsymbol{\pi}^{\top} \mathbf{x}\).
```

Now that we have described exact solution methods to tackle $k$-submodular maximization and minimization, we demonstrate the proposed DCG algorithms in the multi-type sensor placement problem, as well as its robust variant.

### 4.3 An In-Depth Example of Multi-Type Sensor Placement

We delve deeper into the multi-type sensor placement problem, described in Section 4.1.1, to demonstrate how $k$ submodular optimization is applied in practice. We refer the readers to Example 5.1 in [88] for a numerical example of the entropy function that models the utility in this application. Recall that we are given $k$ types of sensors and $n$ candidate locations. We would like to determine an optimal $k$-type sensor placement plan $\boldsymbol{S} \in(k+1)^{N}$ that maximizes entropy. In addition, we have a limited budget which restricts the number of sensors available to us-we may install up to $B_{q}$ sensors of type $q$, for $q \in\{1,2, \ldots, k\}$. These restrictions are formulated as the cardinality constraints, $\sum_{i=1}^{n} x_{i}^{q} \leq B_{q}$ for every $q \in\{1,2, \ldots, k\}$.

Because of the high nonlinearity of the objective function, there is no compact mixed-integer linear formulation for this problem. Thus we compare the DCG algorithm with $k$-submodular inequalities against the only exact solution approach, exhaustive search (ES). We randomly generate test instances using the Intel Berkeley research lab dataset [14], which contains the sensor readings of luminance, temperature, and humidity at 54 locations in the lab. For the set of experiments with $k=2$, we aim to find the best placement plan for luminance and temperature sensors. When $k=3$, our goal is to determine the optimal placement plan for all three measurements. Our experiments are executed on two threads of a Linux server with Intel Haswell E5-2680 processor at 2.5 GHz and 128GB of RAM. Our algorithms are implemented in Python 3.6 and Gurobi Optimizer 7.5.1 with time limit of one hour. We include our computational results in Table 2. We alter $n$, the number of candidate locations, between 20 and 50 . We use 100 tuples of luminance, temperature and humidity readings to evaluate entropy. The cardinality upper bounds $B_{q}$ are set to $n / 10$ for all $q \in\{1, \ldots, k\}$. We report the computational statistics of DCG, including runtime, the number of $k$-submodular inequalities added, the number of visited branch-and-bound nodes, and the end gaps (i.e., $(\mathrm{UB}-\mathrm{LB}) / \mathrm{UB})$. For ES, we report the average runtime.

DCG solves all test instances to optimality under half an hour. On the other hand, ES fails to solve any instances beyond $n=20$ for both $k=2$ and $k=3$. Consider the test case of $k=2$ and $n=50$ as an example, ES needs to enumerate $50!/(5!5!40!) \approx 2.59 \times 10^{12}$ feasible solutions to find an optimal solution. Each entropy evaluation takes $1.6 \times 10^{-4}$ seconds on average, so it takes approximately 13.13 years for ES to reach optimality. In contrast, our algorithm finds an optimal solution under eight minutes.

We further consider a robust variant of the coupled sensor placement problem. This time, our goal is to determine a coupled sensor placement plan with the highest worst-case entropy. In particular, we would like our placement plan to be robust against two kinds of potential faults. First, given any placement plan, up to $W \in \mathbb{Z}_{+}$ sensors of the wrong type will be installed. Second, some sensors will malfunction due to software or hardware faults, but at least $B_{1}^{\prime}$ type- 1 sensors and $B_{2}^{\prime}$ type- 2 sensors will function properly. Problem (28) is the robust

Table 2: Computational performance of DCG and ES in $k$-type sensor placement. The statistics are averaged across three trials. The superscript ${ }^{\ell}$ means that $\ell$ instances reach the time limit of one hour.

| $k$ | $n$ | time $(\mathrm{s})$ | \# cuts | \# nodes | end gap | ES time $(\mathrm{s})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 20 | 1.09 | 38.67 | 42.33 | - | 17.68 |
|  | 30 | 13.04 | 250.33 | 253.67 | - | -3 |
|  | 40 | 161.80 | 1783.33 | 1791.00 | - | -3 |
|  | 50 | 478.09 | 3559.33 | 3566.33 | - | -3 |
| 3 | 20 | 1.58 | 32.67 | 35.33 | - | 2953.18 |
|  | 30 | 20.27 | 222.33 | 226.67 | - | -3 |
|  | 40 | 164.97 | 1043.00 | 1049.33 | - | -3 |
|  | 50 | 1779.49 | 6907.67 | 6920.00 | - | -3 |

coupled sensor placement problem.

$$
\begin{array}{rl}
\max _{\left(S_{1}, S_{2}\right) \in 3^{N}}^{\min _{\left(T_{1}, T_{2}\right) \in 3^{S_{1} \cup S_{2}}}} & f\left(T_{1}, T_{2}\right) \\
\text { s.t. } & \left|S_{1}\right|=B_{1},\left|S_{2}\right|=B_{2} \\
& \left|T_{1}\right| \geq B_{1}^{\prime},\left|T_{2}\right| \geq B_{2}^{\prime} \\
& \left|T_{1} \cap S_{2}\right|+\left|T_{2} \cap S_{1}\right| \leq W . \tag{28d}
\end{array}
$$

Given a placement plan $\left(S_{1}, S_{2}\right) \in 3^{N}$ selected in the outer maximization problem, in the inner minimization problem, the decision $\left(T_{1}, T_{2}\right)$ corresponds to the functioning sensors after the two kinds of faults in the worst case. This inner minimization problem is constrained bisubmodular minimization. Due to the nonlinear objective and cardinality constraints, we apply the DCG algorithm to tackle the mixed-integer reformulation (29) of the inner problem. In this formulation, $\mathcal{C}$ in constraint (29b) is defined by all the extremal poly-bimatroid inequalities. Classical robust optimization techniques such as the L-shaped method [45] could be used to tackle the outer maximization problem.

$$
\begin{array}{ll}
\min & w \\
\text { s.t. } & (\mathbf{x}, w) \in \mathcal{C}, \\
& x_{i}=y_{i}^{1}-y_{i}^{2}, \\
& \text { for all } i \in N, \\
& y_{i}^{1}+y_{i}^{2} \leq 1, \\
& \text { for all } i \in N, \\
& \sum_{i \in N} y_{i}^{1} \geq B_{1}^{\prime}, \\
& \\
& \sum_{i \in N} y_{i}^{2} \geq B_{2}^{\prime},  \tag{29i}\\
& \text { for all } i \in N \backslash\left(S_{1} \cup S_{2}\right), \\
& \sum_{i \in S_{1}}^{1}, y_{i}^{2}=0, \\
y_{i}^{2}+\sum_{i \in S_{2}} y_{i}^{1} \leq W, & \text { for all } i \in N, \\
& y_{i}^{1}, y_{i}^{2} \in\{0,1\},
\end{array} \quad \text { for all } i \in N . ~ \$
$$

We again generate random instances using the temperature and humidity readings from Intel Berkeley research lab dataset. We randomly pick $n$ candidate locations, and we vary the number $t$ of temperature and humidity readings that we use for entropy evaluation. We set $B_{1}=\lfloor 2 n / 5\rfloor, B_{2}=\lfloor n / 2\rfloor, B_{1}^{\prime}=\left\lfloor 4 B_{1} / 5\right\rfloor, B_{2}^{\prime}=\left\lfloor 3 B_{2} / 5\right\rfloor$, and $W=\left\lfloor 3\left(B_{1}+B_{2}\right) / 5\right\rfloor$. In Table 3, we report the average runtime of DCG in seconds, the average numbers of extremal poly-bimatroid inequalities added, and the average numbers of branch-and-bound nodes visited. We observe that DCG solves all test instances within five minutes on average. In smaller test cases with $n \leq 10$, DCG attains optimality within five seconds. Overall, DCG is an efficient method to exactly optimize the inner constrained bisubmodular minimization problem.

Table 3: Computational results of DCG for the bisubmodular minimization subproblem in robust coupled sensor placement. The statistics are averaged across ten instances.

| $n$ | $t$ | time (s) | \# cuts | \# nodes |
| :---: | :---: | :---: | :---: | :---: |
| 5 | 10 | 0.003 | 2.1 | 2.0 |
|  | 20 | 0.012 | 10.2 | 25.9 |
|  | 50 | 0.011 | 4.9 | 6.4 |
|  | 100 | 0.035 | 11.4 | 28.9 |
|  | 500 | 0.096 | 8.0 | 20.7 |
| 10 | 10 | 0.104 | 62.4 | 493.1 |
|  | 20 | 0.238 | 97.1 | 1113.1 |
|  | 50 | 0.339 | 77.9 | 750.0 |
|  | 100 | 0.896 | 114.9 | 1024.1 |
|  | 500 | 4.261 | 142.6 | 1162.3 |
| 20 | 10 | 0.405 | 103.8 | 2015.4 |
|  | 20 | 1.121 | 167.5 | 2906.7 |
|  | 50 | 88.371 | 1568.9 | 127030.7 |
|  | 100 | 154.587 | 2257.2 | 122514.8 |
|  | 500 | 277.127 | 1800.5 | 111079.2 |

To this point, we have demonstrated the modeling power of the multi-set extension of submodularity- $k$ submodularity -in real-life applications. These decision-making problems give rise to nonlinear optimization problems over $k$-sets that cannot be directly entered into optimization solvers. We have discussed the ways to reformulate these challenging problems as mixed-integer linear programs. The DCG algorithm leverages the power of MILP solvers and efficiently solves the reformulated problems to optimality despite the large numbers of constraints. Next, we provide a brief overview of another notion of generalized submodularity.

## 5 Mixed-Integer Extension of Submodularity

Recall in Section 1, we have motivated the mixed-integer extension of submodularity, in which we are allowed to place multiple, and even fractional, copies of the provided homogenous items in each 'bin' (see Figure 2). Instead of having binary decision variables as in submodular set function optimization, now we need to incorporate mixedinteger decision variables. Specifically, we focus on Diminishing Returns (DR)-submodularity in this tutorial.

Let $\mathbf{e}^{i} \in \mathbb{R}^{n}$ be a vector with one in the $i$-th entry and zero everywhere else.
Definition 5.1 A function $f: \mathcal{X} \subseteq \mathbb{R}^{n} \rightarrow \mathbb{R}$ is DR-submodular if

$$
f\left(\mathbf{x}+\alpha \mathbf{e}^{i}\right)-f(\mathbf{x}) \geq f\left(\mathbf{y}+\alpha \mathbf{e}^{i}\right)-f(\mathbf{y})
$$

for every $i \in\{1,2, \ldots, n\}$, for all $\mathbf{x}, \mathbf{y} \in \mathcal{X}$ with $\mathbf{x} \leq \mathbf{y}$ component-wise, and for all $\alpha \in \mathbb{R}_{+}$such that $\mathbf{x}+\alpha \mathbf{e}^{i}, \mathbf{y}+$ $\alpha \mathbf{e}^{i} \in \mathcal{X}$.

Similar to Definition 2.2 for submodular set functions, Definition 5.1 reflects the diminishing returns intuition. The marginal contribution of adding a positive step $\alpha$ in the $i$-th coordinate to a component-wise smaller vector $\mathbf{x}$ is higher than that to a larger vector, $\mathbf{y}$. A continuous DR-submodular function can be convex, concave, or neither. Figure 5 (left) is an example of a nonconvex and nonconcave DR-submodular function. A twice differentiable function is DR-submodular if and only if its Hessian entries are nonpositive at every point in the domain [12].

There exists another related mixed-integer extension of submodularity.
Definition 5.2 Consider a function $f: \mathcal{X} \subseteq \mathbb{R}^{n} \rightarrow \mathbb{R}$. Suppose

$$
f(\mathbf{x})+f(\mathbf{y}) \geq f(\mathbf{x} \wedge \mathbf{y})+f(\mathbf{x} \vee \mathbf{y})
$$

for all $\mathbf{x}, \mathbf{y} \in \mathcal{X}$, where $\wedge$ and $\vee$ are the component-wise minimum and maximum operators, respectively. Then $f$ is referred to as submodular (see [10, 12, 29, 74, 78]), or lattice submodular when $\mathcal{X} \subseteq \mathbb{Z}^{n}$ (see [22, 71, 73]).


Figure 5: A continuous nonconvex and nonconcave DR-submodular function $f(\mathbf{x})=-x_{1}^{2}-13 x_{1} x_{2}+50 x_{1}+30 x_{2}$ and the convex hull of its epigraph under box constraints. The convex hull is polyhedral.

Note that DR-submodularity is a subclass of (lattice) submodularity [12]. Due to its diminishing returns property, DR-submodularity is prevalent in many applications, including but not limited to, optimal budget allocation, revenue management, sensor energy management, stability number of graphs, and mean field inference $[12,52,62$, 72, 73]. Therefore, we focus on DR-submodularity in this section.

### 5.1 Applications of DR-submodularity

We now provide detailed descriptions of two applications of DR-submodular functions.

### 5.1.1 Advertisement planning.

We are interested in designing an advertisement plan with optimal influence. Let $N=\{1,2, \ldots, n\}$ be a set of media platforms (e.g., inline ads, TV commercial spots, social media influencers) and $T$ be the set of our target audience. Each media option $i \in N$ has a probability $p_{i t}$ of influencing the audience $t \in T$. Our decisions are the ad volumes $x_{i}$ via media option $i$, for all $i \in N$. This variable could be continuous (e.g., TV air time) or discrete (e.g., number of social media influencers). Given a plan $\mathbf{x} \in \mathbb{R}^{n}$, the total influence of this plan is $f(\mathbf{x})=\sum_{t \in T}\left[1-\prod_{i \in N}\left(1-p_{i t}\right)^{x_{i}}\right]$, which is DR-submodular [12].

### 5.1.2 Sensor energy management.

The global energy crisis has made energy efficiency a crucial consideration in many applications. We describe the problem of placing sensors with adjustable energy levels to detect contamination events [71]. We are given $N=\{1,2, \ldots, n\}$ candidate locations for sensor placement, and our task is to decide the level of energy $x_{i}$ made available to $i \in N$. The amount of energy could fall under a continuous range or discrete levels, making our decision variables $\mathbf{x}$ continuous and discrete, respectively. We let $x_{i}=0$ if no sensor is placed in $i$. When a contamination event $e \in E$ occurs, $z(i, e)$ represents the time taken for the pollution to reach sensor location $i$ in this event. Let $0<p<1$ be a constant representing the chance of detection failure per unit of energy at any sensor location. When the pollution reaches sensor location $i$, the probability of successfully detecting it is $1-p^{x_{i}}$. We note that higher energy increases the chance of successful detections. Given $e \in E$, let $I_{e}$ be a random variable representing the first sensor that detects the pollution in event $e$. Let $z_{\infty}=\max _{i \in N, e \in E} z(i, e)$ be the maximal time for the pollution in event $e$ to reach any sensor location $i \in N$. If no sensor detects the pollution in event $e$, then we let $z(i, e)=z_{\infty}$. The expected time reduction in pollution detection is modeled by the function $f(\mathbf{x})=\mathbb{E}_{e \in E} \mathbb{E}_{I_{e}}\left[z_{\infty}-z\left(I_{e}, e\right)\right]$. It has been shown that function $f$ is DR-submodular [71].

### 5.2 DR-submodular optimization

Motivated by numerous applications, DR-submodular maximization has attracted much attention. For continuous DR-submodular maximization, researchers have developed approximation and global optimization algorithms [11, $12,30,51,62]$. Other studies examine DR-submodular maximization with integer decision variables and propose approximation algorithms with theoretical guarantees [72, 73].

Few studies have focused on DR-submodular minimization. They generally assume the decision variables to be box-constrained (i.e., $0 \leq x_{i} \leq u_{i}$ for $u_{i} \in \mathbb{R}_{+}, i \in N$ ). In [22], the authors reduce DR-submodular optimization with integer decision variables to submodular set function optimization, which implies that integer DR-submodular minimization under box-constraints is polynomially solvable. The complexity depends on the size of the decision space and the logarithm of the parameter values of the box-constraints (see also [74]).


Figure 6: An example of a directed rooted forest.

Recall that (lattice) submodularity subsumes DR-submodularity, so the works on (lattice) submodular minimization also apply to DR-submodular minimization. Topkis [78] explores the properties of the minimizers for a class of parametric (lattice) submodular minimization problems. Bach [10] generalizes Choquet integral (equivalent to Lovàsz extension) to (lattice) submodular functions and proposes an algorithm for minimizing (lattice) submodular functions under box constraints. The time complexity of the algorithm is polynomial in the decision space size and the box constraints parameters and is thus pseudo-polynomial. Han et al. [29] consider a class of constrained submodular minimization problems with mixed-binary variables and establish its polynomial solvability. We take a polyhedral approach to tackle constrained DR-submodular minimization problems with mixed-integer variables in [90].

### 5.2.1 DR-submodular minimization

We next discuss how the mixed-integer programming approach is applied to tackle constrained mixed-integer DRsubmodular minimization [90].

Consider the following problem:

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}(\mathcal{G}, \mathbf{u})} f(\mathbf{x}) \tag{30}
\end{equation*}
$$

where $\mathcal{X}(\mathcal{G}, \mathbf{u})$ is defined by box constraints and possibly monotonicity constraints:

$$
\begin{equation*}
\mathcal{X}(\mathcal{G}, \mathbf{u}):=\left\{\mathbf{x} \in \mathbb{Z}^{n} \times \mathbb{R}^{m}: \mathbf{0} \leq \mathbf{x} \leq \mathbf{u}, x_{i} \leq x_{j}, \forall(i, j) \in \mathcal{A}\right\} \tag{31}
\end{equation*}
$$

Our decision $\mathbf{x}$ contains $n \in \mathbb{Z}_{+}$general integer variables ( $n \geq 1$ ) and $m \in \mathbb{Z}_{+}$continuous variables. We let $\mathcal{V}=\{1, \ldots, n+m\}$ be the index set of all the variables, and let $N$ be the set of indices corresponding to the integer variables. Notation $\mathcal{G}$ refers to a digraph with vertices $\mathcal{V}$ and $\operatorname{arcs} \mathcal{A}$. The arc set $\mathcal{A} \subset \mathcal{V} \times \mathcal{V}$ governs the monotonicity constraints for the feasible set. The monotonicity constraints are inspired by monotone systems of linear inequalities, or the inequalities each with two variables and coefficients of opposite signs [4, 17, 32, 69]. They naturally arise in applications as well. For example, in sensor energy management (see Section 5.1.2), certain sensor locations provide more helpful information than others, thus we may be interested in imposing a partial ordering on the energy allocation.

We allow $\mathcal{G}$ to be any directed rooted forest, which is a disjoint union of directed trees, each with a designated root and all arcs pointing away from the root. Figure 6 is an example of a directed rooted forest. Such digraphs do not contain cycles, which would imply redundant equalities. We set forth the following definitions related to a directed rooted forest. For $i \in \mathcal{V}$, we use $R^{+}(i) \subseteq \mathcal{V}$ to denote the vertices that $i$ can reach following the arcs in $\mathcal{A}$. We call these vertices the descendants of $i$.

Surprisingly, the constrained mixed-integer nonlinear optimization problem (30) can be reformulated as a continuous linear program. To see this, we first rewrite problem (30) as

$$
\begin{equation*}
\min \left\{w:(\mathbf{x}, w) \in \operatorname{conv}\left(\mathcal{P}_{f}^{\mathcal{X}(\mathcal{G}, \mathbf{u})}\right)\right\} \tag{32}
\end{equation*}
$$

where

$$
\mathcal{P}_{f}^{\mathcal{X}(\mathcal{G}, \mathbf{u})}:=\{(\mathbf{x}, w) \in \mathcal{X}(\mathcal{G}, \mathbf{u}) \times \mathbb{R}: w \geq f(\mathbf{x})\}
$$

is the epigraph of $f$ under $\mathcal{X}(\mathcal{G}, \mathbf{u})$. Theorem 5.3 proposes a full characterization of $\operatorname{conv}\left(\mathcal{P}_{f}^{\mathcal{X}(\mathcal{G}, \mathbf{u})}\right)$, and this convex hull happens to be polyhedral. Therefore, (32) becomes a linear program with continuous variables and exponentially many linear constraints. Figure 5 (right) pictorially illustrates this result on an example.

Theorem 5.3 [90] All the DR inequalities associated with valid permutations, along with the Mixed-Integer Rounding (MIR) inequalities, the box constraints, and the monotonicity constraints that define conv $(\mathcal{X}(\mathcal{G}, \mathbf{u}))$, fully describe conv $\left(\mathcal{P}_{f}^{\mathcal{X}(\mathcal{G}, \mathbf{u})}\right)$, under some technical conditions.

We next define the MIR inequalities and the DR inequalities mentioned in Theorem 5.3. The MIR inequalities are needed to convexify the mixed-integer feasible set $\mathcal{X}(\mathcal{G}, \mathbf{u})$. Let

$$
\Psi:=\left\{\psi \in \mathcal{V}: u_{\psi} \notin \mathbb{Z}, R^{+}(\psi) \cap N \neq \emptyset\right\}
$$

be a collection of the vertices corresponding to the non-integer upper-bounded variables that each has at least one discrete descendant. For any $\psi \in \Psi, u_{\psi} \notin \mathbb{Z}$. The existence of such variables tends to make the continuous relaxation of $\mathcal{X}(\mathcal{G}, \mathbf{u})$ differ from its convex hull. Thus, we need additional valid inequalities to strengthen the continuous relaxation. The MIR inequality associated with $\psi$ is the following linear inequality:

$$
-x_{\operatorname{ch}(\psi)}-\frac{u_{\psi}-x_{\psi}}{u_{\psi}-\left\lfloor u_{\psi}\right\rfloor} \leq-\left\lceil u_{\psi}\right\rceil
$$

where $\operatorname{ch}(\psi)$ is a vertex with $(\psi, \operatorname{ch}(\psi)) \in \mathcal{A}$. We provide an example of MIR inequalities in Example 5.4.
Example 5.4 Consider the feasible set $\mathcal{X}(\mathcal{G}, \mathbf{u})=\left\{x_{1} \in \mathbb{R}, x_{2} \in \mathbb{Z}: 0 \leq x_{1} \leq 2.4,0 \leq x_{2} \leq 3, x_{1} \leq x_{2}\right\}$. We notice that $\Psi=\{1\}$. In Figure 7, the solid black dot and lines represent the mixed-integer feasible points. The dotted region is the continuous relaxation of $\mathcal{X}(\mathcal{G}, \mathbf{u})$, and the purple region highlights $\operatorname{conv}(\mathcal{X}(\mathcal{G}, \mathbf{u}))$. We observe that the continuous relaxation of $\mathcal{X}(\mathcal{G}, \mathbf{u})$ does not match the convex hull. The dashed purple line corresponds to the MIR inequality $-x_{2}-\left(2.4-x_{1}\right) / 0.4 \leq-3$ associated with $\psi=1$. This MIR inequality and the box and monotonicity constraints fully characterize $\operatorname{conv}(\mathcal{X}(\mathcal{G}, \mathbf{u}))$.


Figure 7: An example of an MIR inequality.

As stated in the next theorem, the MIR inequalities associated with all $\psi \in \Psi$ are important for the convex hull description of the mixed-integer feasible set.

Theorem 5.5 [90] The MIR inequalities associated with all $\psi \in \Psi$, and the box and monotonicity constraints, sufficiently describe the convex hull of the feasible set $\mathcal{X}(\mathcal{G}, \mathbf{u})$, under some technical conditions.

The DR inequalities further involve the epigraph variable $w$. Let $\boldsymbol{\delta}$ be a permutation of $\mathcal{V}$. We define a $D R$ inequality associated with $\boldsymbol{\delta}$ by

$$
\begin{equation*}
w \geq \sum_{k=1}^{|\mathcal{V}|} t(\boldsymbol{\delta}, \mathbf{x})_{k}[f(P(\boldsymbol{\delta}, k))-f(P(\boldsymbol{\delta}, k-1))] \tag{33}
\end{equation*}
$$

For every $k \in\{0,1, \ldots,|\mathcal{V}|\}, t(\boldsymbol{\delta}, \mathbf{x})_{k}$ is a linear function of $\mathbf{x}$, and $P(\boldsymbol{\delta}, k)$ is an extreme point of $\operatorname{conv}(\mathcal{X}(\mathcal{G}, \mathbf{u}))$. The closed forms of $t(\cdot, \cdot)$ and $P(\cdot)$ are provided in [90]. We remark that all DR inequalities are linear and homogenous. Furthermore, they reduce to the celebrated EPIs (7) when $f$ is a classical submodular function. Given that every DR inequality is associated a permutation of $\mathcal{V}$ (that satisfies certain properties), there are exponentially many DR inequalities. Each DR inequality can be separated exactly using an $\mathcal{O}\left(|\mathcal{V}|^{2} \log |\mathcal{V}|\right)$ algorithm [90]. Due to the equivalence between separation and optimization, we reach the following conclusion:

Corollary 5.6 [90] DR-submodular minimization over the mixed-integer feasible set $\mathcal{X}(\mathcal{G}, \mathbf{u})$ is polynomial-time solvable, under some technical conditions.

## 6 Conclusions

In this tutorial, we introduce generalized submodularity by providing an overview on submodularity and two of its extensions. We show the modeling power of generalized submodularity by describing examples of its applications in detail. These applications give rise to mixed-integer nonlinear optimization problems with generalized submodular objectives, and these optimization problems are challenging to solve exactly, due to the discrete decision space and the nonlinearity. We overcome these challenges with mixed-integer programming techniques. Specifically, we derive mixed $0-1$ or continuous linear programming reformulations of the original problems and devise effective exact solution methods by applying the Delayed Constraint Generation framework and leveraging the power of mixed-integer linear programming solvers.

## Acknowledgement

The research is supported, in part, by ONR Grant N00014-22-1-2602.

## References

[1] Abujubbeh, M., Al-Turjman, F., and Fahrioglu, M. (2019). Software-defined wireless sensor networks in smart grids: An overview. Sustainable Cities and Society, 51:101754.
[2] Ahmed, S. and Atamtürk, A. (2011). Maximizing a class of submodular utility functions. Mathematical Programming, 128(1):149-169.
[3] Ando, K. and Fujishige, S. (1996). On structures of bisubmodular polyhedra. Mathematical Programming, 74(3):293-317.
[4] Aspvall, B. and Shiloach, Y. (1980). A polynomial time algorithm for solving systems of linear inequalities with two variables per inequality. SIAM Journal on Computing, 9(4):827-845.
[5] Atamtürk, A. and Gómez, A. (2020). Submodularity in conic quadratic mixed 0-1 optimization. Operations Research, 68(2):609-630.
[6] Atamtürk, A. and Gómez, A. (2022). Supermodularity and valid inequalities for quadratic optimization with indicators. Mathematical Programming, Article in advance:1-44.
[7] Atamtürk, A. and Jeon, H. (2019). Lifted polymatroid inequalities for mean-risk optimization with indicator variables. Journal of Global Optimization, 73(4):677-699.
[8] Atamtürk, A. and Narayanan, V. (2008). Polymatroids and mean-risk minimization in discrete optimization. Operations Research Letters, 36(5):618-622.
[9] Atamtürk, A. and Narayanan, V. (2022). Submodular function minimization and polarity. Mathematical Programming, 196(1-2):57-67.
[10] Bach, F. (2019). Submodular functions: from discrete to continuous domains. Mathematical Programming, 175(1):419-459.
[11] Bian, A., Levy, K., Krause, A., and Buhmann, J. M. (2017a). Continuous DR-submodular maximization: Structure and algorithms. Advances in Neural Information Processing Systems, 30.
[12] Bian, A. A., Mirzasoleiman, B., Buhmann, J., and Krause, A. (2017b). Guaranteed non-convex optimization: Submodular maximization over continuous domains. In Artificial Intelligence and Statistics, pages 111-120. PMLR.
[13] Birge, J. R. and Louveaux, F. (2011). Introduction to stochastic programming. Springer Science \& Business Media.
[14] Bodik, P., Hong, W., Guestrin, C., Madden, S., Paskin, M., and Thibaux, R. (2004). Intel lab data. Online dataset. http://db.csail.mit.edu/labdata/labdata.html.
[15] Bouchet, A. (1987). Greedy algorithm and symmetric matroids. Mathematical Programming, 38(2):147-159.
[16] Calinescu, G., Chekuri, C., Pál, M., and Vondrák, J. (2007). Maximizing a submodular set function subject to a matroid constraint. In International Conference on Integer Programming and Combinatorial Optimization, pages 182-196. Springer.
[17] Cohen, E. and Megiddo, N. (1991). Improved algorithms for linear inequalities with two variables per inequality. In Proceedings of the twenty-third annual ACM symposium on Theory of Computing, pages 145-155.
[18] Coniglio, S., Furini, F., and Ljubić, I. (2022). Submodular maximization of concave utility functions composed with a set-union operator with applications to maximal covering location problems. Mathematical Programming, 196(1-2):9-56.
[19] Cornuejols, G., Fisher, M., and Nemhauser, G. L. (1977). On the uncapacitated location problem. In Annals of Discrete Mathematics, volume 1, pages 163-177. Elsevier.
[20] Cunningham, W. H. (1985). On submodular function minimization. Combinatorica, 5(3):185-192.
[21] Edmonds, J. (2003). Submodular functions, matroids, and certain polyhedra. In Combinatorial OptimizationEureka, You Shrink!, pages 11-26. Springer.
[22] Ene, A. and Nguyen, H. L. (2016). A reduction for optimizing lattice submodular functions with diminishing returns. arXiv preprint arXiv:1606.08362.
[23] Feldman, E. R., Lehrer, F., and Ray, T. (1966). Warehouse location under continuous economies of scale. Management Science, 12(9):670-684.
[24] Fujishige, S. and Iwata, S. (2005). Bisubmodular function minimization. SIAM Journal on Discrete Mathematics, 19(4):1065-1073.
[25] Ghayvat, H., Liu, J., Mukhopadhyay, S. C., and Gui, X. (2015). Wellness sensor networks: A proposal and implementation for smart home for assisted living. IEEE Sensors Journal, 15(12):7341-7348.
[26] Gómez, A. (2018). Submodularity and valid inequalities in nonlinear optimization with indicator variables. http://www.optimization-online.org/DB_FILE/2018/11/6925.pdf.
[27] Grötschel, M., Lovász, L., and Schrijver, A. (1981). The ellipsoid method and its consequences in combinatorial optimization. Combinatorica, 1(2):169-197.
[28] Hajiaghayi, M. T., Mahdian, M., and Mirrokni, V. S. (2003). The facility location problem with general cost functions. Networks: An International Journal, 42(1):42-47.
[29] Han, S., Gómez, A., and Pang, J.-S. (2022). On polynomial-time solvability of combinatorial Markov random fields. arXiv preprint arXiv:2209.13161.
[30] Hassani, H., Soltanolkotabi, M., and Karbasi, A. (2017). Gradient methods for submodular maximization. Advances in Neural Information Processing Systems, 30.
[31] Hassin, R. and Tamir, A. (1989). Maximizing classes of two-parameter objectives over matroids. Mathematics of Operations Research, 14(2):362-375.
[32] Hochbaum, D. S. and Naor, J. (1994). Simple and fast algorithms for linear and integer programs with two variables per inequality. SIAM Journal on Computing, 23(6):1179-1192.
[33] Hu, Y., Wang, R., and Chen, F. (2019). Bi-submodular optimization (BSMO) for detecting drug-drug interactions (DDIs) from on-line health forums. Journal of Healthcare Informatics Research, 3(1):19-42.
[34] Huber, A. and Kolmogorov, V. (2012). Towards minimizing $k$-submodular functions. In International Symposium on Combinatorial Optimization, pages 451-462. Springer.
[35] Iwata, S. (2008). Submodular function minimization. Mathematical Programming, 112(1):45-64.
[36] Iwata, S., Fleischer, L., and Fujishige, S. (2001). A combinatorial strongly polynomial algorithm for minimizing submodular functions. Journal of the ACM (JACM), 48(4):761-777.
[37] Iwata, S. and Orlin, J. B. (2009). A simple combinatorial algorithm for submodular function minimization. In Proceedings of the twentieth annual ACM-SIAM symposium on Discrete algorithms, pages 1230-1237. SIAM.
[38] Iwata, S., Tanigawa, S.-i., and Yoshida, Y. (2013). Bisubmodular function maximization and extensions. Technical report, METR 2013-16, The University of Tokyo.
[39] Iwata, S., Tanigawa, S.-i., and Yoshida, Y. (2016). Improved approximation algorithms for $k$-submodular function maximization. In Proceedings of the twenty-seventh annual ACM-SIAM symposium on Discrete algorithms, pages 404-413. SIAM.
[40] Jegelka, S. and Bilmes, J. (2011). Submodularity beyond submodular energies: coupling edges in graph cuts. In CVPR 2011, pages 1897-1904. IEEE.
[41] Kempe, D., Kleinberg, J., and Tardos, É. (2015). Maximizing the spread of influence through a social network. Theory of Computing, 11(4):105-147.
[42] Kılınç-Karzan, F., Küçükyavuz, S., and Lee, D. (2022). Joint chance-constrained programs and the intersection of mixing sets through a submodularity lens. Mathematical Programming, 195(1-2):283-326.
[43] Kılıç-Karzan, F., Küçükyavuz, S., Lee, D., and Shafieezadeh-Abadeh, S. (2020). Conic mixed-binary sets: Convex hull characterizations and applications. arXiv preprint arXiv:2012.14698.
[44] Krause, A., Singh, A., and Guestrin, C. (2008). Near-optimal sensor placements in Gaussian processes: Theory, efficient algorithms and empirical studies. Journal of Machine Learning Research, 9(2).
[45] Laporte, G. and Louveaux, F. V. (1993). The integer L-shaped method for stochastic integer programs with complete recourse. Operations Research Letters, 13(3):133-142.
[46] Lee, J., Mirrokni, V. S., Nagarajan, V., and Sviridenko, M. (2010). Maximizing nonmonotone submodular functions under matroid or knapsack constraints. SIAM Journal on Discrete Mathematics, 23(4):2053-2078.
[47] Lee, Y. T., Sidford, A., and Wong, S. C.-w. (2015). A faster cutting plane method and its implications for combinatorial and convex optimization. In 2015 IEEE 56th Annual Symposium on Foundations of Computer Science, pages 1049-1065. IEEE.
[48] Lovász, L. (1983). Submodular functions and convexity. In Mathematical programming the state of the art, pages 235-257. Springer.
[49] McCormick, S. T. (2005). Submodular function minimization. Handbooks in operations research and management science, 12:321-391.
[50] McCormick, S. T. and Fujishige, S. (2010). Strongly polynomial and fully combinatorial algorithms for bisubmodular function minimization. Mathematical Programming, 122(1):87.
[51] Medal, H. and Ahanor, I. (2022). A spatial branch-and-bound approach for maximization of non-factorable monotone continuous submodular functions. arXiv preprint arXiv:2208.13886.
[52] Motzkin, T. S. and Straus, E. G. (1965). Maxima for graphs and a new proof of a theorem of turán. Canadian Journal of Mathematics, 17:533-540.
[53] Nemhauser, G. L. and Wolsey, L. A. (1978). Best algorithms for approximating the maximum of a submodular set function. Mathematics of Operations Research, 3(3):177-188.
[54] Nemhauser, G. L., Wolsey, L. A., and Fisher, M. L. (1978). An analysis of approximations for maximizing submodular set functions-i. Mathematical Programming, 14:265-294.
[55] Ohsaka, N. and Yoshida, Y. (2015). Monotone $k$-submodular function maximization with size constraints. In Cortes, C., Lawrence, N. D., Lee, D. D., Sugiyama, M., and Garnett, R., editors, Advances in Neural Information Processing Systems 28, pages 694-702. Curran Associates, Inc.
[56] Onn, S. (2003). Convex matroid optimization. SIAM Journal on Discrete Mathematics, 17(2):249-253.
[57] Orlin, J. B. (2009). A faster strongly polynomial time algorithm for submodular function minimization. Mathematical Programming, 118(2):237-251.
[58] Orlin, J. B., Schulz, A. S., and Udwani, R. (2018). Robust monotone submodular function maximization. Mathematical Programming, 172(1):505-537.
[59] Pirmohamed, M. and Orme, M. (1998). Drug interactions of clinical importance. Davies's textbook of adverse drug reactions, pages 888-912.
[60] Qi, L. (1988). Directed submodularity, ditroids and directed submodular flows. Mathematical Programming, 42(1-3):579-599.
[61] Rokach, L. and Maimon, O. Z. (2008). Data mining with decision trees: theory and applications, volume 69. World scientific.
[62] Sadeghi, O. and Fazel, M. (2021). Faster first-order algorithms for monotone strongly DR-submodular maximization. arXiv preprint arXiv:2111.07990.
[63] Saeys, Y., Inza, I., and Larrañaga, P. (2007). A review of feature selection techniques in bioinformatics. Bioinformatics, 23(19):2507-2517.
[64] Sakaue, S. (2017). On maximizing a monotone $k$-submodular function subject to a matroid constraint. Discrete Optimization, 23:105-113.
[65] Schrijver, A. (2000). A combinatorial algorithm minimizing submodular functions in strongly polynomial time. Journal of Combinatorial Theory, Series B, 80(2):346-355.
[66] Shalev-Shwartz, S. and Ben-David, S. (2014). Understanding machine learning: From theory to algorithms. Cambridge University Press.
[67] Shen, H. and Jiang, R. (2022). Chance-constrained set covering with Wasserstein ambiguity. Mathematical Programming, Article in advance:1-54.
[68] Shi, X., Prokopyev, O. A., and Zeng, B. (2022). Sequence independent lifting for a set of submodular maximization problems. Mathematical Programming, 196(1-2):69-114.
[69] Shostak, R. (1981). Deciding linear inequalities by computing loop residues. Journal of the ACM (JACM), 28(4):769-779.
[70] Singh, A., Guillory, A., and Bilmes, J. (2012). On bisubmodular maximization. In Artificial Intelligence and Statistics, pages 1055-1063.
[71] Soma, T. and Yoshida, Y. (2015). A generalization of submodular cover via the diminishing return property on the integer lattice. Advances in Neural Information Processing Systems, 28:847-855.
[72] Soma, T. and Yoshida, Y. (2017). Non-monotone DR-submodular function maximization. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 31(1).
[73] Soma, T. and Yoshida, Y. (2018). Maximizing monotone submodular functions over the integer lattice. Mathematical Programming, 172(1):539-563.
[74] Staib, M. and Jegelka, S. (2017). Robust budget allocation via continuous submodular functions. In International Conference on Machine Learning, pages 3230-3240. PMLR.
[75] Sviridenko, M. (2004). A note on maximizing a submodular set function subject to a knapsack constraint. Operations Research Letters, 32(1):41-43.
[76] Svitkina, Z. and Fleischer, L. (2011). Submodular approximation: Sampling-based algorithms and lower bounds. SIAM Journal on Computing, 40(6):1715-1737.
[77] Tatonetti, N. P., Fernald, G. H., and Altman, R. B. (2012). A novel signal detection algorithm for identifying hidden drug-drug interactions in adverse event reports. Journal of the American Medical Informatics Association, 19(1):79-85.
[78] Topkis, D. M. (1978). Minimizing a submodular function on a lattice. Operations Research, 26(2):305-321.
[79] Ward, J. and Živný, S. (2014). Maximizing bisubmodular and $k$-submodular functions. In Proceedings of the Twenty-Fifth Annual ACM-SIAM Symposium on Discrete Algorithms, pages 1468-1481. SIAM.
[80] Ward, J. and Živný, S. (2016). Maximizing $k$-submodular functions and beyond. ACM Transactions on Algorithms (TALG), 12(4):1-26.
[81] Wolsey, L. A. and Nemhauser, G. L. (1999). Integer and combinatorial optimization, volume 55. John Wiley \& Sons.
[82] Wu, H.-H. and Küçükyavuz, S. (2018). A two-stage stochastic programming approach for influence maximization in social networks. Computational Optimization and Applications, 69(3):563-595.
[83] Wu, H.-H. and Küçükyavuz, S. (2019). Probabilistic partial set covering with an oracle for chance constraints. SIAM Journal on Optimization, 29(1):690-718.
[84] Wu, H.-H. and Küçükyavuz, S. (2020). An exact method for constrained maximization of the conditional value-at-risk of a class of stochastic submodular functions. Operations Research Letters, 48(3):356-361.
[85] Xie, W. (2021). On distributionally robust chance constrained programs with Wasserstein distance. Mathematical Programming, 186(1-2):115-155.
[86] Yu, J. and Ahmed, S. (2017a). Maximizing a class of submodular utility functions with constraints. Mathematical Programming, 162(1-2):145-164.
[87] Yu, J. and Ahmed, S. (2017b). Polyhedral results for a class of cardinality constrained submodular minimization problems. Discrete Optimization, 24:87-102.
[88] Yu, Q. and Küçükyavuz, S. (2020). A polyhedral approach to bisubmodular function minimization. Operations Research Letters, 49(1):5-10.
[89] Yu, Q. and Küçükyavuz, S. (2021). An exact cutting plane method for $k$-submodular function maximization. Discrete Optimization, 42:100670.
[90] Yu, Q. and Küçükyavuz, S. (2022). On constrained mixed-integer DR-submodular minimization. arXiv preprint arXiv:2211.07726.
[91] Yu, Q. and Küçükyavuz, S. (2023). Strong valid inequalities for a class of concave submodular minimization problems under cardinality constraints. Forthcoming in Mathematical Programming, pages 1-59.
[92] Zanella, A., Bui, N., Castellani, A., Vangelista, L., and Zorzi, M. (2014). Internet of things for smart cities. IEEE Internet of Things Journal, 1(1):22-32.
[93] Zhang, Y., Jiang, R., and Shen, S. (2018). Ambiguous chance-constrained binary programs under meancovariance information. SIAM Journal on Optimization, 28(4):2922-2944.

