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Abstract. We propose a method for learning decision-makers’ behavior in routing problems using

Inverse Optimization (IO). The IO framework falls into the supervised learning category and builds

on the premise that the target behavior is an optimizer of an unknown cost function. This cost

function is to be learned through historical data, and in the context of routing problems, can be

interpreted as the routing preferences of the decision-makers. In this view, the main contributions of

this study are to propose an IO methodology with a hypothesis function, loss function, and stochastic

first-order algorithm tailored to routing problems. We further test our IO approach in the Amazon

Last Mile Routing Research Challenge, where the goal is to learn models that replicate the routing

preferences of human drivers, using thousands of real-world routing examples. Our final IO-learned

routing model achieves a score that ranks 2nd compared with the 48 models that qualified for the final

round of the challenge. Our examples and results showcase the flexibility and real-world potential

of the proposed IO methodology to learn from decision-makers’ decisions in routing problems.

1. Introduction

Last-mile delivery is the last stage of delivery in which shipments are brought to end customers.

Optimizing delivery routes is a well-researched topic, but most of the classical approaches for this

problem focus on minimizing the total travel time, distance, and/or cost of the routes. However,

the routes driven by expert drivers often differ from the routes that minimize a time or distance

criterion. This phenomenon is related to the fact that human drivers take many different factors

into consideration when choosing routes, e.g., good parking spots, support facilities, gas stations,

avoiding narrow streets or streets with slow traffic, etc. This contextual knowledge of expert drivers

is hard to model and incorporate into traditional optimization strategies, leading to expert drivers

choosing potentially more convenient routes under real-life operational conditions, contradicting the

optimized route plans. Thus, developing models that capture and effectively exploit this tactic

knowledge could significantly improve the real-world performance of optimization-based routing

tools. For instance, in 2021, Amazon.com, Inc. proposed the Amazon Last Mile Routing Research

Challenge [2] (referred to as the Amazon Challenge in the following). For this challenge, Amazon

released a dataset of real-world delivery requests and the respective human routes. The goal was

for participants to propose novel methods that use this historical data to learn how to route like an

expert human driver, thus incorporating their experience and knowledge when routing vehicles for

new delivery requests.

In the literature, several approaches have been proposed to incorporate information from historical

route data into the planning of new routes. Some of those methods use discrete choice models and
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the routes of the drivers are used to determine a transition probability matrix [25]. For instance, in

[14, 13, 15, 12], a Markov chain framework is used to learn the weights associated with each edge

of the graph, which are interpreted as the likelihood of that arc appearing in the optimal solution

of the routing problem. Other approaches use inverse reinforcement learning to learn a routing

policy that approximates the ones from historical data [43, 31]. The Technical Proceedings of the

Amazon Challenge [40] contains 31 articles with approaches that were submitted to the Amazon

Challenge. Many of these approaches rely on learning specific patterns in the sequence of predefined

geographical city zones visited by expert drivers. The paper [42] uses a sequential probability model

to encode the drivers’ behavior and uses a policy iteration method to sample zone sequences from

the learned probability model. The paper [36] develops an Inverse Reinforcement Learning (IRL)

approach for the Amazon Challenge, which despite the name, does not share many similarities with

our Inverse Optimization (IO) approach. In particular, in this approach, the TSP is interpreted as

a Dynamic Programming (DP) problem, thus, the goal of IRL is to learn the stage cost of this DP

from example TPS routes. However, DPs are known to suffer from the curse of dimensionality, that

is, these problems become intractable to solve when the dimension of the problem becomes too large

(such as for the TSP from the challenge). These issues are reflected in the poor performance of the

submissions that use IRL. The IRL method in [37] is closer to our IO methodology, in the sense that

a weight matrix is learned from data. However, different from our IO approach, which learns the

entire weight matrix simultaneously, they use a Neural Network to map node features to a single

edge weight, thus, not accounting for the features of neighboring edges. A successful approach to

tackle the challenge was to adjust the travel time matrix between zones based on patterns observed

in the training dataset. In particular, both the second-place [27] and third-place [5] submissions used

this approach. Namely, they extracted rules (i.e., patterns observed in the behavior of the human

drivers) through descriptive analysis of the training dataset, and based on these rules, they derived

“discouragement multipliers”, which are simply constants that multiply each value of the travel

time matrix. These multipliers were tuned so that the TSP routes computed using the modified

travel times enforce the rules previously extracted. Our work shares similarities with [27] and [5],

in the sense that it also uses penalization constants to enforce the behaviors observed in the data.

However, differently from them, we combine these penalizations with a custom weight matrix learned

using IO. The IO methodology in this paper can be interpreted as a way to combine information

extracted from a descriptive analysis of the data with information automatically learned from the

data. The authors in [20] mention IO as a potential method to effectively tackle the challenge,

however, due to the complexity of developing a tailored IO methodology for routing problems, the

authors instead used standard ML techniques. The approach that won the Amazon Challenge

is based on a constrained local search method, where given a new delivery request, they extract

precedence and clustering constraints by analyzing similar historical human routes in the training

dataset [21]. Thus, their model is nonparametric, in the sense that the entire training dataset is

required whenever the route for a new delivery request needs to be computed. This is in contrast

with our parametric IO model, that is, our model is parametrized by a learned vector of parameters,

with a dimension that does not depend on the number of examples in the training dataset.

In IO problems, the goal is to model the behavior of an expert agent, which given an exogenous

signal, returns a response action. It is assumed that to compute its response, the expert agent

solves an optimization problem that depends on the exogenous signal. In this work, we assume that

the constraints imposed on the expert are known, but its cost function is unknown. Therefore, the

goal of IO is to, given examples of exogenous signals and corresponding expert responses, model



INVERSE OPTIMIZATION FOR ROUTING PROBLEMS 3

the cost function being optimized by the expert. As an example, in a Capacitated Vehicle Routing

Problem (CVRP) scenario, the exogenous signal can be a particular set of customers and their

respective demands, and the expert’s response can be the CVRP routes chosen by the decision-

maker to serve these customers and their demands. The papers [11, 24, 7] use IO to learn the

cost matrix of shortest path problems. The paper [19] investigates IO for the Traveling Salesperson

Problem (TSP), where they study the problem of, given an edge-weighted complete graph, a single

TSP tour, and a TSP solving algorithm, finding a new set of edge weights so that the given tour can

be an optimal solution for the algorithm, and is closest to the original weights. Moreover, cutting-

plane methods have been proposed to solve general IO for mixed-integer programs [39, 23, 10],

in particular, the authors in [10] propose the use of trust regions to lower the computational cost

of generating cuts. IO has also been used to learn household activity patterns [17], for network

learning [18, 44], and more recently for learning complex model predictive control schemes [1]. For

more examples of applications of IO, we refer the reader to the recent review paper [16] and references

therein. Regarding our IO methodology, the paper closest to ours is [47], where the authors propose

a general IO framework, together with a general family of first-order optimization algorithms (a.k.a.

mirror-descent algorithms) to solve IO problems. In this work, we tailor and extend this general

methodology, for the case of routing problems. Our tailored approach is flexible to what type of

routing problem the expert is assumed to solve, handles cases when there is a large number of

routing examples, as well as cases when solving the routing problem is computationally expensive.

More specifically, the main contributions of this paper are summarized as follows:

(a) (IO methodology for routing problems) We propose an IO methodology, which has the

following specifications tailored for routing problems:

(i) Hypothesis class: We introduce a hypothesis class of affine cost functions with nonnegative

cost vectors representing the weights of edges of a graph, along with an affine term that

can capture extra desired properties for the model (Section 2.1). This generalizes the linear

hypothesis class of [47].

(ii) Loss function: We introduce a loss function for IO applied to routing problems (Section

2.2). This loss function extends the Augmented Suboptimality Loss of [47] by using our

affine hypothesis class. Moreover, exploiting the fact that the decision variables of the

routing problem can be modeled using binary variables, we show that the nonconvex cost

function of the inner minimization problem of the loss function can be equivalently refor-

mulated as a convex function (Proposition 2.1). This result is of independent interest since

this reformulation can be used for any IO problem with binary decision variables.

(iii) First-order algorithm: We also design a first-order algorithm specialized to minimize our

tailored IO loss function, and is particularly efficient for IO problems with large datasets

and with computationally expensive decision problems, e.g., large VRPs (Section 2.3).

Compared to the SAMD algorithm proposed in [47] for general IO problems, our algorithm

tailors it to our affine hypothesis function and new loss function reformulation and also

uses a “reshuffled” sampling strategy, which improves its empirical performance compared

to the uniform sampling employed by the SAMD algorithm (Section 3.2).

(iv) Modeling flexibility : We showcase the flexibility of our IO methodology by demonstrating

how three specific instances of routing problems (CVRP, VRPTW, and TSP) can be mod-

eled using our framework (Sections 3.1, 3.2, and 3.3). We present numerical results that

give intuition on how our tailored algorithm works for routing problems (Figure 2), as well

as its efficacy in handling large routing problems (Figure 3).
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(b) (Application to the Amazon Challenge) We evaluate our IO methodology on the Amazon

Challenge, namely, we learn the drivers’ preferences in terms of geographical city zones using IO.

We present results for a general IO approach as well as for the tailored approach developed in this

paper, showcasing how insights about the structure of the problem at hand can be seamlessly

integrated into our IO methodology, illustrating its flexibility and modeling power (Sections 5.1).

Our approach achieves a final Amazon score of 0.0319, which ranks 2nd compared to the 48

models that qualified for the final round of the Amazon Challenge (Figure 9). Moreover, using

an approximate TSP solver and a fraction of the training dataset, we can learn a good routing

model in just a few minutes, demonstrating the possibility of using our IO approach for real-time

learning problems (Table 2). All of our experiments are reproducible, and the underlying source

code is available in [45].

The rest of the paper is organized as follows. In the remainder of this section, we define the

mathematical notation used in this paper. In Section 2, we introduce the IO methodology used in

this paper and our IO approach for routing problems. In Section 3, we present modeling examples

for CVRPs, VRPTWs, and TSPs. In Section 4 we introduce the Amazon Challenge, its datasets,

objective, scoring metric, and our complete IO approach to tackle it. In Section 5 we present our

numerical results for the Amazon Challenge, as well as further numerical results.

Notation. For vectors x, y ∈ Rm, x⊙y, exp(x) and max(x, y) mean element-wise multiplication,

element-wise exponentiation and element-wise maximum, respectively. The Euclidean inner product

between two vectors x, y ∈ Rm is denoted by ⟨x, y⟩. The set of integers from 1 to N is denoted as

[N ]. A set of indexed values is compactly denoted by {x[i]}Ni=1 := {x[1], . . . , x[N ]}. Given a set A, we

denote its complement by Ā and its cardinality by |A|.

2. Inverse Optimization

In this section, we give a brief introduction to the IO methodology used in this paper and describe

our IO approach to learning from routing problems. Let us begin by formalizing the IO problem.

Consider an exogenous signal ŝ ∈ S, where S is the signal space. Given a signal, an expert agent is

assumed to solve the following parametric optimization problem to compute its response action:

(1) min
x∈X(ŝ)

F (ŝ, x),

where X(ŝ) is the expert’s known constraint set, F : S × X → R is the expert’s unknown cost

function, where we define X :=
⋃

ŝ∈SX(ŝ). In our IO formulation, the signal space S may contain

any information that the expert uses to solve the optimization problem (1). For example, in the

context of routing problems, the signal may contain the demands of customers, time windows for

the service of customers, the set of customers that need to be served, time of the day, day of the

week, weather information, etc. Since it would not be practical to formally (i.e., mathematically)

define a signal space that contains all possible types of signals, we leave it as a general signal space

S. The expert’s decision x̂ is chosen from the set of optimizers of (1), i.e., x̂ ∈ argminx∈X(ŝ) F (ŝ, x).

Assume we have access to N pairs of exogenous signals and respective expert optimal decisions

{(ŝ[i], x̂[i])}Ni=1, that is,

x̂[i] ∈ argmin
x∈X(ŝ[i])

F (ŝ[i], x) ∀i ∈ [N ],

where we use the hat notation “ ·̂ ” to indicate signal-response data (e.g., ŝ and x̂). When using a

dataset of signal-response data, we use the superscript “[i]” to refer to the i’th pair of the dataset,
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e.g., ŝ[i] and x̂[i]. Using this data, our goal is to learn a cost function that, when optimized for

the same exogenous signal, (approximately) reproduces the expert’s actions. For a more detailed

discussion on the formalization of IO problems, please refer to [34, 16, 47].

2.1. Affine hypothesis class

Since we can only search for cost functions in a restricted function space and given our focus

on routing problems, , in this work we consider cost functions in an affine hypothesis space with a

nonnegative cost vector

(2) Hθ := {⟨θ, x⟩+ h(ŝ, x) : θ ≥ 0} ,

where θ ∈ Rp is the cost vector that parametrizes the cost function, and the affine term h : S×X → R
is a function that can be used to model terms in the hypothesis function ⟨θ, x⟩+h(ŝ, x) that do not

depend on θ. This affine function class generalizes the standard linear hypotheses common in the

literature of IO and is a key component of our IO methodology to achieve state-of-the-art results

in real-world problems (Section 5.1). Moreover, we consider nonnegative cost vectors because, for

routing problems, they represent the weights of the edges of a graph. For instance, given a complete

graph with n nodes, common cost functions to routing problems are the two-index or three-index

formulations

⟨θ, x⟩ =
n∑

i=1

n∑
j=1

θijxij and ⟨θ, x⟩ =
n∑

i=1

n∑
j=1

K∑
k=1

θijxijk,

where xij and xijk are binary variables equal to 1 if the edge connecting node i to node j is used

in the route, and 0 otherwise (for the three-index formulation, we have an extra index k specifying

which of the K available vehicles uses the edge) [38]. Moreover, we could also have an affine term,

for instance, h(ŝ, x) =
∑n

i=1

∑n
j=1Mij(ŝ)xij in the cost function, where the term Mij(ŝ) ∈ R can be

used to encode some behavior we would like to enforce in the model. In summary, our goal with IO

is to learn a cost vector θ such that when solving the Forward Optimization Problem (FOP)

(3) FOP(θ, ŝ) := arg min
x∈X(ŝ)

{
⟨θ, x⟩+ h(ŝ, x)

}
,

we can reproduce (or approximate) the response the expert would have taken when solving the

unknown optimization problem (1), given the same signal ŝ.

2.2. Tailored loss function

Given a signal-response dataset {(ŝ[i], x̂[i])}Ni=1, in this work we propose to solve the IO problem

(i.e., find a parameter vector θ) by solving a loss minimization problem:

(4) min
θ≥0

1

N

N∑
i=1

ℓθ(ŝ
[i], x̂[i]),

where ℓθ : S × X → R is the loss function. Using the affine hypothesis class 2, we propose the

following loss function

(5) ℓθ(ŝ, x̂) := ⟨θ, x̂⟩+ h(ŝ, x̂)− min
x∈X(ŝ)

{
⟨θ + 2x̂− 1, x⟩+ h(ŝ, x)− ⟨1, x̂⟩

}
,

where 1 ∈ Rp is the all-ones vector. The loss function (5) is an extension of the Augmented

Suboptimality Loss (ASL) proposed in [47], differing from the ASL in two ways: (i) it uses the affine

hypothesis class introduced in section 2.1, which allows us to effectively use it for a wider range
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of practical problems (e.g., the Amazon Challenge), and (ii) its inner minimization problem has a

convex objective function w.r.t. to x (assuming h is convex in x), in contrast to the case for the

ASL, which is nonconvex general. Having an inner minimization problem with convex cost makes

its use much more practical since the inner optimization problem has to be solved to evaluate or

compute gradients of (5). For example, when using first-order methods to optimize it, the inner

minimization problem must be solved at each iteration of the algorithm (e.g., see Algorithm 1).

This “nonconvex to convex” reformulation is possible by exploiting the fact that routing problems

can be modeled using binary decision variables (e.g., xij = 1 if the edge connecting nodes i and j is

used, and xij = 0 otherwise). This reformulation is formalized in Proposition 2.1.

Proposition 2.1 (Connection between the ASL and (5)). Assume X ⊆ {0, 1}p, that is, the decision

variables of the FOP are binary. Then, the loss function (5) is equivalent to the ASL ℓASL
θ (ŝ, x̂) =

⟨θ, ϕ(ŝ, x̂)⟩ − minx∈X(ŝ)
{
⟨θ, ϕ(ŝ, x)⟩ − d(x̂, x)

}
, if the linear hypothesis ⟨θ, ϕ(ŝ, x̂)⟩ is substituted by

the affine hypothesis ⟨θ, x̂⟩+ h(ŝ, x̂), and the distance function d(x̂, x) = ∥x̂− x∥1.

Proof. The ASL with the linear hypothesis substituted by the affine hypothesis and d(x̂, x) = ∥x̂−x∥1
is equal to ⟨θ, x̂⟩ + h(ŝ, x̂) − minx∈X(ŝ)

{
⟨θ, x⟩ + h(ŝ, x) − ∥x̂ − x∥1

}
. Next, notice that for binary

variables a, b ∈ {0, 1}, we have the identity |a− b| = (1−a)b+(1− b)a. Thus, for two binary vectors

x̂, x ∈ {0, 1}p, using the definition of the ℓ1-norm, we have that ∥x̂− x∥1 = ⟨1− 2x̂, x⟩+ ⟨1, x̂⟩. □

2.3. First-order algorithm

In this work, we propose to solve problem (4) using a stochastic first-order algorithm. In particu-

lar, our algorithm tailors and extends the SAMD algorithm from [47]. In particular, our algorithm

uses update steps tailored to the proposed loss function (5) with a nonnegative cost vector. More-

over, it exploits the finite sum structure of the problem (i.e., the sum over the N examples) by using

a single training example per iteration of the algorithm. To do so, we propose a reshuffled sampling

strategy, which empirically outperforms the uniform sampling strategy of the SAMD algorithm (see

results in sections 3.2 and 5.1).

Before presenting our algorithm, we discuss how to compute subgradients of the loss function (5),

which is necessary to use first-order methods to minimize it. To this end, we define

(6) A-FOP(θ, ŝ, x̂) := arg min
x∈X(ŝ)

{
⟨θ + 2x̂− 1, x⟩+ h(ŝ, x)

}
,

that is, the set of optimizers of the FOP with augmented edge weights θ + 2x̂ − 1 instead of θ.

Being able to solve the augmented FOP (6) is important because to compute a subgradient of the

loss (5) (and thus, a subgradient of (4)), we need to compute an element of A-FOP(θ, ŝ, x̂), which

follows from Danskin’s theorem [8, Section B.5]. Here we emphasize an important consequence of

the reformulation that led to our tailored loss function: assuming the affine term is linear in x, say

h(ŝ, x) = ⟨M(ŝ), x⟩, solving the A-FOP has the same complexity as solving the FOP. For example,

if the FOP is a TSP with edge weights θ, then the A-FOP is also a TSP, but with augmented edge

weights θ+2x̂−1+M(ŝ). This is of particular practical interest since the same solver can be used

both for learning the model (i.e., for the A-FOP, which we must be able to solve to evaluate (5),

thus, to solve (4)) and for using the model (i.e., for the FOP).

Algorithm 1 shows our reshuffled stochastic first-order algorithm to solve Problem (4) using the

loss function (5). The algorithm runs for T epochs. The number of epochs T should be viewed as

an input parameter of Algorithm 1. In practice, one can choose T to be as large as possible and
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Algorithm 1 Reshuffled stochastic first-order algorithm

1: Input: Step-size sequence {ηt}Tt=1, initial point θ
[1]
1 ≥ 0, number of epochs T , and dataset

{(ŝ[i], x̂[i])}Ni=1

2: for t = 1, . . . , T do

3: Sample {π1, . . . , πN}, a permutation of {1, . . . , N}
4: for i = 1, . . . , N do

5: x⋆ ∈ A-FOP
(
θ
[i]
t , ŝ[πi], x̂[πi]

)
6: g = x̂[πi] − x⋆

7:

θ
[i+1]
t =


θ
[i]
t ⊙ exp(−ηtg) (exponentiated update)

OR

max
{
0, θ

[i]
t − ηtg

}
(standard update)

8: end for

9: θ
[1]
t+1 = θ

[N+1]
t

10: end for

11: Output:
{
θ
[N+1]
t

}T

t=1

then monitor the performance of the learned model after each epoch of the algorithm. This way,

the algorithm is evaluated for all epochs up until T , and we can choose the model with the best

performance. Alternatively, we can use Algorithm 1 without a predefined number of epochs T and

run it until a stopping criterion is reached. In practice, this could be implemented by running the

algorithm until the difference in the test dataset performance (or any other performance metric) of

the models from epochs t and t + 1 is smaller than a minimum value. For instance, in Figure 10a,

we can see that between epochs T = 4 and T = 5, the Amazon score of the learned models does not

change much, thus, we could use it to stop the algorithm. In our numerical experiments, we chose

a predefined T and monitored the performance of the model after each epoch. At the beginning

of each epoch, we sample a permutation of [N ] (line 3), which simply means that we shuffle the

order of the examples in the dataset. This is known as random reshuffling, as has been shown to

perform better in practice compared to standard uniform stochastic sampling [33]. Moreover, since

our random reshuffling strategy uses only one example per update step, it is particularly efficient for

problems with large datasets. Next, for each epoch, we perform one update step for each example

in the dataset. In particular, in line 5 we compute one element of A-FOP, and in line 6 we compute

a subgradient of the loss function (5). For the update step (line 7), we offer two possibilities: (i)

exponentiated updates, which are inspired by the exponentiated subgradient algorithm of [29] and

are specialized for optimization problems with nonnegative variables, and (ii) standard updates,

which can be interpreted as using the standard projected subgradient method, projecting onto the

nonnegative cone. In practice, the question of what update step is the best should be answered

on a case-by-case basis. An important component of our algorithm (and of first-order algorithms

in general) is the step size ηt. Common choices are ηt = c/
√
t, ηt = c/t, or ηt = c, for some fixed

constant c > 0. Finally, to turn the output of the algorithm
{
θ
[N+1]
t

}T

t=1
into a single cost vector,
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we can use standard methods such as θ = θ
[N+1]
T (last iterate), θ = 1

T

∑T
t=1 θ

[N+1]
t (average) or

θ = 2
T (T+1)

∑T
t=1 tθ

[N+1]
t (weighted average) [30].

Remark 2.2 (Approximate A-FOP). Notice that an element of A-FOP needs to be computed at

each iteration of Algorithm 1 (line 5). However, if the A-FOP is a hard combinatorial problem (e.g.,

a large TSP or VRPTW), it may not be computationally feasible to solve it to optimality multiple

times. Thus, in practice, one may use an approximate A-FOP, that is, in line 5 of Algorithm 1 we

compute an approximate solution to the augmented FOP instead of an optimal one. Fortunately,

an approximate solution of the A-FOP can be used to construct an approximate subgradient [9,

Example 3.3.1], which in turn can be used to compute an approximate solution of Problem 4 [47]. In

practice, using approximate solvers may lead to a much faster learning algorithm, in exchange for a

possibly worse learned model. This trade-off is explored in the numerical results of Section 5.2.

3. Modeling Examples

Next, we present three examples of how our IO methodology can be used for learning from routing

data. Namely, we first exemplify how a CVRP scenario can be modeled with our IO methodology,

and present a simple numerical example to illustrate the intuition behind how Algorithm 1 works.

Second, we show how a larger VRPTW scenario can be modeled with our IO methodology, and

present numerical results using data generated from real-world instances. Third, we define a class

of TSPs, which will later be used to formalize the Amazon Challenge as an IO problem.

3.1. IO for CVRPs

We define the K-vehicle Symmetric Capacitated Vehicle Routing Problem (SCVRP) as

(7)

min
xe∈{0,1}

∑
e∈E

wexe,

s.t.
∑
e∈δ(i)

xe = 2 ∀i ∈ V \ {0}

∑
e∈δ(0)

xe = 2K

∑
e∈δ(S)

xe ≥ 2r(S,D, c) ∀S ⊂ V \ {0}, S ̸= ∅,

where G = (V,E,W ) is an edge-weighted graph, with node set V (node 0 being the depot), undirected

edges E, and edge weights W . For this problem, each node i ∈ V represents a customer with demand

di ∈ D. There are K vehicles, each with a capacity of c. Given a set S ⊂ V , let δ(S) denote the set

of edges that have only one endpoint in S. Moreover, given a set S ⊂ V \{0}, we denote by r(S,D, c)

the minimum number of vehicles with capacity c needed to serve the demands of all customers in

S. The xe’s are binary variables equal to 1 if the edge e ∈ E is used in the solution, and equal to 0

otherwise, and we ∈ W is the weight of edge e ∈ E [38].

Next, we show how to use IO to learn edge weights that can be used to replicate the behavior

of an expert, given a dataset of example routes. Consider the signal ŝ := D, where D is a set of

demands of the customers, and the response x̂ ∈ {0, 1}|E|, which is the vector with components xe
encoding the optimal solution of the Problem (7) for the signal ŝ. Defining the linear hypothesis
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(a) Optimal SCVRP routes using weights
we based on Euclidean distances.

(b) Representation of the weights of each
edge of the graph, where the smaller the
weight, the thicker and darker the edge.

Figure 1. Optimal SCVRP tour and representation of graph weights.

function (i.e., h(ŝ, x) = 0)

(8) ⟨θ, x⟩ :=
∑
e∈E

θexe,

and the constraint set

(9) X(ŝ) :=


x ∈ {0, 1}|E| :

∑
e∈δ(i)

xe = 2 ∀i ∈ V \ {0},

∑
e∈δ(0)

xe = 2K,

∑
e∈δ(S)

xe ≥ 2r(S,D, c) ∀S ⊂ V \ {0}, S ̸= ∅


,

we can interpret the signal-response pair (ŝ, x̂) as coming from an expert agent, which given the

signal ŝ of demands, solves the SCVRP to compute its response x̂. Thus, to learn a cost function

(i.e., learn a vector of edge weights) that replicates the SCVRP route x̂, we can use Algorithm 1 to

solve Problem (4) with hypothesis (8) and constraint set (9).

To illustrate how Algorithm 1 works to learn edge weights in routing problems on graphs, consider

a simple SCVRP with K = 2 vehicles, each with capacity c = 3, and 5 customers, each customer

i with demand di = 1. In this example, for simplicity, we use we equal to the Euclidean distance

between the customers, however, any other set of weights could be used instead. We create one

training example using these weights. Figure 1a shows the location of the customers (black dots),

the depot (red square), and the optimal SCVRP routes using weights we. Figure 1b shows a

representation of the weights of each edge of the graph, where the smaller the weight, the thicker

and darker the edge. We use Algorithm 1 with exponentiated updates, ηt = 0.0002, and we initialize

θ1 with the same weight for all edges. In Figure 2, we graphically show two iterations of the algorithm

for this problem. In the first column, we show the evolution of the learned weights θt. In the second

column, we show optimal SCVRP routes computed using the weights in the first column (i.e.,

computed by solving the A-FOP in line 5 of Algorithm 1), and in the third column, we show the

difference between the optimal routes using the true weights (Figure 1a) and the optimal routes

using the current learned weights (the route in the second column). The difference between these
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(a) θ1. (b) Optimal SCVRP routes using
the weights θ1.

(c) Difference between true opti-
mal route (Figure 1) and learned
route (Figure 2b).

(d) θ2. (e) Optimal SCVRP routes using
the weights θ2.

(f) Difference between true opti-
mal route (Figure 1) and learned
route (Figure 2e).

(g) θ3. (h) Optimal SCVRP routes using
the weights θ3.

(i) Difference between true opti-
mal route (Figure 1) and learned
route (Figure 2h).

Figure 2. Two iterations of Algorithm 1. The figures in the first column represent
the learned weights, the figures in the second column are optimal SCVRP routes for
the respective weights shown in the first column, and the third column represents
the subgradient in line 6 of Algorithm 1, where red (green) edges represent weights
that should be increased (decreased).

two routes is the subgradient computed in line 6 of Algorithm 1, which is used to update the learned

weights θt. For the subgradient representation in the third column, red edges represent a negative

subgradient (i.e., edges with weights that should be increased) and green edges represent a positive

subgradient (i.e., edges with weights that should be decreased). This is the main intuition behind

Algorithm 1: at each iteration, we compare the route we want to replicate with the one we get with

the current edge weights. Then, comparing which edges are used in these two routes, we either

increase or decrease their respective weights, thus “pushing” the optimal route using the learned
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weights to be closer to the route we want to replicate. In the example shown in Figure 2, we can see

that after two iterations of the Algorithm 1, the optimal route using the learned weights coincides

with the example route.

3.2. IO for VRPTWs

Consider the Vehicle Routing Problem with Time Windows (VRPTW)

(10)
min

xijk∈{0,1}

n∑
i=1

n∑
j=1

K∑
k=1

wijxijk

s.t. x ∈ X(ŝ),

where n is the number of customers, K is the maximum number of vehicles available, xijk is a binary

variable equal to 1 if the edge from node i to node j is traversed by vehicle k in the solution, and

0 otherwise, and wijk is the weight of the edge connecting node i to node j. In the constraint set

of program (10), x is the vector containing the variables xijk, the signal ŝ is defined to be the list

of time windows (one for each customer) that need to be respected, and X(ŝ) is the set of feasible

solutions for the VRPTW for time windows in ŝ. Notice that the set X(ŝ) may depend on other

parameters of the problem, such as the service time of each customer, the demands of each customer,

the travel time between customers, etc. However, we make the constraint set explicitly dependent

only on the time windows since this is the only external parameter that will change in this example.

More details on the different formulations for the constraint set of VRPTWs can be found in [38].

Next, we show how one can model the VRPTW into our IO framework. Consider the dataset

{(ŝ[i], x̂[i])}Ni=1, where the signal ŝ[i] is the list of time windows that need to be respected and the

response x̂[i] ∈ {0, 1}n2K is the respective optimal VRPTW routes (i.e., a vector with components

xijk). Defining the linear hypothesis function

(11) ⟨θ, x⟩ :=
n∑

i=1

n∑
j=1

K∑
k=1

θijxijk,

we can interpret this dataset as coming from an expert agent, which given the signal ŝ[i], solves a

VRPTW to compute its response x̂[i]. Thus, to learn a cost function (i.e., learn a vector of edge

weights) that replicates the VRPTW route x̂, we can use Algorithm 1 to solve Problem (4) with

hypothesis (11) and the constraint set of (10).

To illustrate this formulation, we will use a VRPTW scenario generated using data from the

EURO Meets NeurIPS 2022 Vehicle Routing Competition [35]. The VRPTWs considered in this

competition are real-world instances provided by the company ORTEC. To generate the training

data to test our IO formulation, we pick one instance from the competition, which corresponds

to a relatively large VRPTW with n = 200 customers and K = 15 available vehicles. Originally,

each customer in this VRPTW instance had fixed time windows. However, to generate an IO

dataset, we shuffled the original time windows among the 200 customers and computed the optimal

VRPTW routes for each of these new instances. Thus, we generate a dataset {(ŝ[i], x̂[i])}Ni=1, where

the signal ŝ[i] is a random assignment of time-windows to customers, and the response x̂[i] is the

respective optimal VRPTW solution. Using the state-of-the-art solver PyVRP [41], we generated

N = 50 training and test instances. All these instances have the same true edge weights wij , which

corresponds to the non-euclidean real-world road driving time from customer i to customer j. Thus,

our IO goal is to learn a set of weights θij that replicate the routes using wij as well as possible,
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(a) Difference between the true
weights (θtrue) and the ones
learned using IO (θIO).

(b) Average error between the
routes generated by θtrue and θIO.

(c) Average normalized cost dif-
ference between the routes gener-
ated by θtrue and θIO.

Figure 3. Results for the VRPTW scenario.

given the provided dataset of signal-response training examples. We learn the weights using the

training dataset and evaluate its performance using a test dataset. Moreover, we report the average

performance value for 5 randomly generated training/test datasets, as well as the 5th and 95th

percentile bounds. We test three approaches to solve the IO problem, where we set the initial

weights in θ1 equal to the Euclidean distance between customers i and j.

• Cutting plane: We use the cutting plane algorithm from [39] to solve

min
θ≥0

∥θ − θ1∥1

s.t. x̂i ∈ FOP(θ, ŝi) ∀i ∈ [N ],

which is the multi-point IO formulation proposed in [10].

• SAMD: We use the SAMD algorithm from [47] to solve (4), with exponentiated updates

and ηt = 0.3/t.

• Algorithm 1: We use Algorithm 1 to solve (4), with exponentiated updates and ηt = 0.3/t.

For this example, the difference between the SAMD algorithm from [47] and Algorithm 1

is that the former uses uniform stochastic sampling, while the latter uses the reshuffled

sampling strategy.

Our experiments are reproducible, and the underlying source code is available at [46]. Figure

3 shows the results of this experiment. For all the plots, the x-axis refers to the epoch t ∈ [1, T ],

which consists of N iterations of the method used to solve the problem. Figure 3a shows the

normalized difference between the vector of weights returned by the IO approach (which we name

θIO) and the vector of weights used to generate the data (which we name θtrue). Figure 3b shows

the average difference between the optimal routes using θIO (which we name xIO) and the routes

from the test dataset (which we name xtrue). Figure 3c shows the normalized difference between

the cost of the expert decisions and the cost of the decisions using θIO. More precisely, we define

CostIO :=
∑N

i=1⟨θtrue, x
[i]
IO⟩ and Costtrue :=

∑N
i=1⟨θtrue, x

[i]
true⟩ and compare the relative difference

between them. Notice that this difference will always be nonnegative by the optimality of x
[i]
true.

From the results of this experiment, we can see that Algorithm 1 outperforms the other approaches

(i.e., the cutting plane and SAMD) by a relatively large margin, which shows the efficacy of our

proposed reshuffled sampling strategy (i.e., Algorithm 1) for this example.
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3.3. IO for TSPs

Let G = (V,E,W ) be a complete edge-weighted directed graph, with node set V , directed edges

E, and edge weights W . Next, given ŝ ⊂ V (i.e., a subset of the nodes of G), we define the Restricted
Traveling Salesperson Problem (R-TSP) as

(12)

min
xij

∑
i∈V

∑
j∈V

wijxij ,

s.t.
∑
j∈ŝ

xij =
∑
j∈ŝ

xji = 1 ∀i ∈ ŝ

∑
i∈Q

∑
j∈Q

xij ≤ |Q| − 1 ∀Q ⊂ ŝ, Q ̸= ∅, Q̄ ̸= ∅

xij ∈ {0, 1} ∀(i, j) ∈ ŝ× ŝ

xij = 0 ∀(i, j) /∈ ŝ× ŝ,

where xij is a binary variable equal to 1 if the edge from node i to node j is used in the solution, and

0 otherwise, and wij is the weight of the edge connecting node i to node j. Problem (12) is based

on the standard formulation of a TSP as a binary optimization problem [22]. The only difference

to a standard TSP is that instead of being required to visit all nodes of the graph, for an R-TSP

we compute the optimal tour over a subset ŝ of the nodes V . Notice that the standard TSP can be

interpreted as an R-TSP, for the special case when ŝ = V . In practice, any TSP solver can be used

to solve an R-TSP by simply ignoring all nodes of the graph that are not required to be visited.

Next, we show how to use IO to learn edge weights that can be used to replicate the behavior

of an expert, given a set of example routes. Consider the dataset {(ŝ[i], x̂[i])}Ni=1, where the signal

ŝ[i] ∈ V is a set of nodes required to be visited and the response x̂[i] ∈ {0, 1}|V |2 is the respective

optimal R-TSP tour (i.e., a vector with components xij for (i, j) ∈ V × V ). Defining the affine

hypothesis function

(13) ⟨θ, x⟩+ h(ŝ, x) :=
∑
i∈V

∑
j∈V

(
θij +Mij

)
xij ,

and the constraint set

(14) X(ŝ) :=


x ∈ {0, 1}|V |2 :

∑
j∈ŝ

xij = 1, ∀i ∈ ŝ

∑
i∈ŝ

xij = 1, ∀j ∈ ŝ

∑
i∈Q

∑
j∈Q

xij ≤ |Q| − 1, ∀Q ⊂ ŝ, Q ̸= ∅, Q̄ ̸= ∅

xij = 0 ∀(i, j) /∈ ŝ× ŝ


,

we can interpret this dataset as coming from an expert agent, which given the signal ŝ[i], solves

an R-TSP to compute its response x̂[i]. For the hypothesis function, the term Mij can be used

as a penalization term to enforce some kind of expected behavior to the model, e.g., by adding

penalizations to some edges of the graph. Figure 4 illustrates a signal and expert response for

an R-TSP. Thus, to learn a cost function (i.e., learn a vector of edge weights) that replicates (or

approximates as well as possible) the example routes in the dataset, we can use Algorithm 1 to solve
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(a) Nodes of a graph G. (b) Signal. (c) Expert response.

Figure 4. Illustration of signal and expert response for an R-TSP.

Problem (4) with hypothesis (13) and constraint set (14). This formulation will serve as the basis

of our IO approach to tackle the Amazon Challenge.

We conclude this section with some general comments about our IO approach. First, our IO

approach does not require the dataset {(ŝ[i], x̂[i])}Ni=1 to be consistent with a single cost function (i.e.

a single set of edge weights), which is to be expected in any realistic setting, due to model uncertainty,

noisy measurements or bounded rationality [34]. Also, we showed how to use our IO approach for

SCVRPs, VRPTWs, and R-TSP scenarios, but we emphasize that the methodology developed in

this section could be easily adapted to different kinds of routing problems. For instance, if the

problem was a VRP backhauls, or pickup and delivery locations, we could easily account for these

characteristics, for example, by changing the constraint set X(ŝ) of our IO model [38], or in other

words, by modifying the problem we assumed the expert agent is solving to generate its response.

Notice that in any case, the methodology developed in sections 2.1, 2.2, and 2.3 would not change,

which highlights the generality and flexibility of our IO approach. As a final comment, we mention

that our approach can easily be adapted to the scenario where new signal-response examples arrive

in an online fashion. That is, instead of learning from an offline dataset of examples, we gradually

update the edge weights (i.e., θt) with examples that arrive online, similar to [7]. This can be done

straightforwardly by adapting Algorithm 1 to use examples that arrive online in the same way it

uses the signal-response pairs (ŝ[πi], x̂[πi]).

4. Amazon Challenge

In this section, we describe the Amazon Challenge, which we use as a real-world application to

assess our IO approach. A detailed description of the data provided for the challenge can be found

in [32]. In summary, Amazon released two datasets for this challenge: a training dataset and a test

dataset. The training dataset consists of 6112 historical routes driven by experienced drivers. This

dataset is composed of routes performed in the metropolitan areas of Seattle, Los Angeles, Austin,

Chicago, and Boston, and each route is characterized by several features. Figure 5 shows a high-level

description of the features available for each example route. Each of these routes starts at a depot,

visits a collection of drop-off stops assigned to the driver in advance, and ends at the same depot.

Thus, each route can be interpreted as an R-TSP route. Figure 6 shows 8 example routes leaving

from a depot in Boston, where different colors represent different routes. Each stop in every route

was given a Zone ID, which is a unique identifier denoting the geographical planning area into which

the stop falls, and is devised internally by Amazon [32]. Some stops in the dataset are not given a

Zone ID, so for these stops, we assign them the Zone ID of the closest zone (in terms of Euclidean
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Figure 5. High-level description of data fields provided in the Amazon Challenge
data set [32].

Figure 6. Example routes from depot DBO1 in Boston, where different colors repre-
sent different routes.

distance). Turns out, this predefined zoning of the stops is a key piece of information about the

Amazon Challenge. This will be discussed in detail in the subsequent sections of this paper.

As previously mentioned, the goal of the challenge was to incorporate the preferences of expe-

rienced drivers into the routing of last-mile delivery vehicles. Thus, rather than coming up with

TSP strategies that minimize time or distance given a set of stops to be visited, the goal of the

challenge was to learn from historical data how to route like the expert drivers. To this end, a test

dataset consisting of 3072 routes was also made available to evaluate the proposed approaches. To

compare the routes from expert human drivers to the routes generated by the models submitted to

the challenge, Amazon devised a scoring metric that computes the similarity between two routes,
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where the lower the score, the more similar the routes. In particular, if A is the historically realized

sequence of deliveries, sequence B is the sequence of deliveries generated by a model, its score is

defined as follows:

(15) score(A,B) =
SD(A,B) ·ERPnorm(A,B)

ERP e(A,B)
,

where sequence SD denotes the Sequence Deviation of B with respect to A, ERPnorm denotes the

Edit Distance with Real Penalty applied to sequences A and B with normalized travel times, and

ERP e denotes the number of edits prescribed by the ERP algorithm on sequence B with respect

to A. If edit distance with real penalty prescribes 0 edits, then the above formula is replaced by

the sequence deviation, multiplied by 0. Thus, the Amazon score combines a similarity measure

that takes into account only the sequence of stops in the routes (i.e., SD) with a similarity measure

that also takes the travel times between stops into account (i.e., ERP ). The details of the score

computation can be found at [3]. Notice that, instead of using our tailored loss function (5), one

could use the scoring function (15) directly to learn the routing model, which makes intuitive sense

since minimizing this score is the actual goal of the Amazon Challenge. However, the resulting IO

problem would be an intractable bi-level optimization problem, similar to the case when using the

so-called predictablity loss for IO [6]. This issue highlights one of the big advantages of using our

tailored loss function (5): the resulting optimization problem is convex and subgradients of the loss

function can be computed in closed form, thus, making the problem amendable to be solved using

efficient first-order methods, such as Algorithm 1.

In summary, a dataset of 6112 historical routes from expert human drivers was made available

for the Amazon Challenge. Using this dataset, the goal is to come up with routing methods that

replicate the way human drivers route vehicles. To evaluate the proposed approaches, Amazon used

a test dataset consisting of 3072 unseen examples. In order to compare how similar the routes from

this dataset are to the ones computed by the submitted approaches, a similarity score was devised.

The final score is the average score over the 3072 test instances. A summary of the scores of the

top 20 submissions to the Amazon Challenge can be found at [4]. Since each historical route in the

dataset of the challenge refers to a driver’s route that starts at a depot, visits a predefined set of

customers, and then returns to the depot, the expert human routes from the Amazon Challenge

can be interpreted as solutions to R-TSPs, and we can use the IO approach to tackle the Amazon

Challenge. In other words, we can use IO to estimate the costs they assign to the street segments

connecting stops. Ultimately, this will allow us to learn the drivers’ preferences, and replicate their

behavior when faced with new requests for stops to be visited.

4.1. Zone IDs and time windows

In Section 3.3, we describe how IO can be used to learn drivers’ preferences from R-TSP examples.

Although the Amazon Challenge training dataset consists of 6,112 historical routes, it contains only

a few cases with stops that are visited in multiple route examples. This makes it difficult to learn

any meaningful preference of the drivers at the stop level (i.e., individual customer level). However,

recall that each stop in the dataset is assigned a Zone ID, which refers to a geographical zone in the

city (see Figure 5), and each zone contains multiple stops. Analyzing how the human drivers’ routes

relate to these zones, a critical observation can be made: in the vast majority of the examples, the

drivers visit all stops within a zone before moving to another zone (the zone ID of consecutive stops

is the same around 85% of the time). This behavior is illustrated in Figure 7a. Also, the same
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(a) Different colors represent different zones. (b) Each zone is substituted by a hypernode
containing all stops within it.

Figure 7. Example of an expert human route from the dataset in terms of its stop
sequence and zone sequence.

zone is usually visited in multiple route examples in the dataset. Thus, instead of learning drivers’

preferences at the stop level, we can learn their preferences at the zone level. In other words, we

consider each zone as a hypernode containing all stops with the same Zone ID. Thus, we can create

a hypergraph with nodes corresponding to the zone hypernodes (see Figure 7). This way, we can

view the expert human routes as routes over zones, and we can use our IO approach to learn the

weights the drivers use for the edges between zones.

Another piece of information in the dataset is that time window targets for package delivery are

included for a subset of the stops. These constraints are often trivially satisfied, and ignoring them

altogether had minimal impact on the final score of our approach. This was also observed by other

contestants of the Amazon Challenge [5, 21]. Therefore, time windows are ignored in our approach.

Moreover, we also ignore all information about the size of the vehicle and the size of the packages

to be delivered, as these do not seem to influence the routes chosen by the drivers.

4.2. Complete method

In this section, we outline all the steps involved in our IO approach to the Amazon Challenge. As

explained in the previous section, due to the nature of the provided data, we focus on learning the

preferences of the driver at the zone level. However, the historical routes of the datasets are given

in terms of a sequence of stops. Moreover, given a new request for stops to be visited, the learned

model should return the sequence of stops, not the sequence of zones. Therefore, intermediate steps

need to be taken to go from a sequence of stops to a sequence of zones, and vice-versa. A block

diagram of our method is shown in Figure 8. A detailed description of each step of our method is

given in the following.

Step 1 (pre-process the data). The first step is to transform the datasets from stop-level

information to zone-level information. Namely, for each data pair of stops to be visited ŝ and

respective expert route x̂ (see R-TSP modeling in Section 3.3), we transform them into a signal

ŝzt containing the zones to be visited and respective expert zone sequence x̂zt . This is the process

illustrated in Figure 7. However, differently from Figure 7a, there are cases in the dataset where the

human driver visits a certain zone, leaves it, and later returns to the same zone. Thus, to enforce

that the sequence of zones respects the TSP constraint that each zone is visited only once, when

transforming a sequence of stops into a sequence of zones, we consider that a zone is visited at the
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Figure 8. Overview of the proposed method.

time the most consecutive stops in that zone are visited. To illustrate it, consider the case when

a driver visits 7 stops belonging to zones A,B,C, where the sequence of visited stops, in terms of

their zones, is A → B → B → A → A → C → C. In this case, the driver visits zone A, leaves it,

and then visits it again. Following our transformation rule, we consider the sequence of zones to be

B → A → C.

Step 2 (Inverse Optimization). Next, considering the hypergraph of zones (i.e., each node

represents a zone), we use our IO approach to learn the weights the expert drivers give to the edges

connecting the zones. Namely, given a dataset of N examples of zones to be visited and respective

zone sequences, we model the problem as an IO problem as in Section 3.3, and we solve Problem

(4) using Algorithm 1 to learn a cost vector θ, that is, a vector with components corresponding to

the learned edge weights between zones.

Step 3 (compute the zone sequence). Let ŝ be a set of stops to be visited from the test

dataset. To use the weights learned in Step 2 to construct a route for these stops, we first need

to transform the signal from the stops to be visited into the zones that need to be visited by the

driver ŝz (Step 1). Given the signal of zones to be visited, and the weights θ learned in Step 2, we

solve the R-TSP over zones with (13) as the cost function and (14) as the constraint set. Specific

choices for Mij will be discussed in Section 5.1. The solution to this problem contains the sequence

of zones the driver needs to follow. In some cases, routes in the test dataset contain zones that are

not visited in the training dataset. In these cases, since the vector of learned weights θ does not

contain information about these zones, we set their weights equal to the Euclidean distance between

the center of the zones.

Step 4 (from a zone sequence to a stop sequence). The final step of our method consists of

computing the complete route at the stop level. In other words, given the zone sequence computed

in Step 3 (e.g., Figure 7b), we want to find a respective stop sequence (e.g., Figure 7a). We do it

using a penalization method. Let cij be the transit time from stop i to stop j (this information is

provided in the Amazon Challenge dataset, see Figure 5). To enforce the zone sequence found in

Step 3, we create the penalized weights c̃ij , defined as

c̃ij :=


cij , if stops i and j are in the same zone

cij +R, if the zone of stop j should be visited directly after the zone of stop i

cij + 2R, otherwise,
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where R > 0 is a penalization constant. For a large enough R, this modification ensures that all

stops within a zone are visited before moving to another zone and that the sequence of zones from

Step 3 is respected. Thus, we compute the complete route over a set of stops Ŝ by solving the

R-TSP over stops

min
x∈X(Ŝ)

m∑
i=1

m∑
j=1

c̃ijxij ,

where X is the R-TSP constraint set (14) and m is the total number of stops.

As explained in Section 4, the dataset comprises example routes from 5 cities in the USA, and

each city can have multiple depots. It turns out that each zone is always served by the same depot,

thus, we can learn the preferences of the drivers separately for each depot. Consequently, when

using our approach in the Amazon Challenge, we perform steps 1 to 4 separately for each depot.

More details on the number of zones served by each depot can be found in Section 5.2 and [32].

5. Numerical Results

In this section, we numerically evaluate our Inverse Optimization approach to the Amazon Chal-

lenge. To compute the zone sequence (i.e., step 3 of our method) we use a Gurobi-based TSP solver

[28] and to compute the complete route at the stop-level (i.e., step 4 of our method), we use Google

OR-Tools [26]. The difference between the two is that the Gurobi-based TSP solver one is exact,

but usually slower, whereas the OR-Tools TSP solver is approximate, but usually faster. Thus, the

choice of which solver to use is based on the size of the TSP problem that has to be solved. In our

IO approach to the Amazon Challenge, the TSP problem over zones is usually a relatively small

one (less than 50 zones), so we solve it using the exact Gurobi-based solver. On the other hand,

the TSP problem over stops is usually a larger one (+100 stops), so we solve it using the OR-Tools

solver. Moreover, we have also tested using the Gurobi solver for the TSP problem over stops, but

it led to little to no improvement in the final Amazon score. Our experiments are reproducible, and

the underlying source code is available at [45]. In particular, we use the InvOpt python package [46]

for the IO part of our approach.

5.1. IO for the Amazon Challenge

In this section, we present results for two IO approaches: a general approach and the tailored

approach proposed in this paper. For both approaches, we use ηt = 0.0005/t and θ1 (that is, the

initial point of the used algorithm) as the Euclidean distance between the center of the zones in the

training dataset, where we compute the center of a zone by taking the mean of the longitudinal and

lateral coordinates of all stops within the zone. All scores reported in this section are the Amazon

score of the learned model evaluated in the test dataset.

General IO approach. As a benchmark for our tailored IO methodology, we apply a general IO

methodology to the Amazon Challenge. This can be interpreted as using the general IO methodology

developed in [47]. In particular, we have the following design choices:

• Hypothesis function: We use a linear hypothesis, that is, (13) with Mij = 0 for all i, j ∈ V .

• IO algorithm: We use the SAMD algorithm from [47], with T = 5N , ω(θ) = 1
2∥θ∥

2
2, Θ =

{θ : θ ≥ 0}.

The final Amazon score of the learned IO model is 0.0553. This score ranks 11th compared to the

48 models that qualified for the final round of the Amazon Challenge [4]. Although this is already
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W G G G G G G G G G G G H H H H H
x 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
y 1 2 3 2 1 1 2 3 3 2 1 1 2 3 3 2
Z E E G G G H H H J J J A A A B B

Table 1. Part of the zone sequence from the example route with RouteID f6cf991e-
9bb0-46b9-a07d-8192c2d29bb1.

a good result, we can significantly improve this score by using our IO approach tailored to routing

problems.

Tailored IO approach. To apply our tailored IO approach to the Amazon Challenge, we have

the following design choices:

• Hypothesis function: We use the affine hypothesis (13). The weights Mij of the affine term

are defined below.

• IO algorithm: We use our tailored Algorithm 1, with standard update steps and T = 5.

As also noticed by some of the contestants of the original Amazon Challenge [40], by carefully

analyzing the sequence of zones followed by the human drivers, one can uncover patterns that can

be exploited. These patterns are related to the specific encoding of the Zone ID given to the zones.

Namely, the Amazon Zone IDs have the form W-x.yZ, where W and Z are upper-case letters and

x and y are integers. Table 1 shows an example of a zone sequence from the Amazon Challenge

dataset. Although the zone sequence shown in Table 1 is just a small example, it contains the

patterns that we exploit to improve our approach, which are the following:

• Area sequence: For a zone with Zone ID W-x.yZ, define its area as W-x.Z. It is observed

that the drivers tend to visit all zones within an area before moving to another area.

• Region sequence: For a zone with Zone ID W-x.yZ, define its region as W-x. It is observed

that the drivers tend to visit all areas within a region before moving to the next region.

• One unit difference: Given two zone IDs z1 = W-x.yZ and z2 = A-b.cD, we define the

difference between two zone IDs as d(z1, z2) := |ord(W )−ord(A)|+|x−b|+|y−c|+|ord(Z)−
ord(D)|, where the function ord maps characters to integers (in our numerical results, we

use Python’s built-in ord function). In particular, letters that come after the other in the

alphabet are mapped to integers that differ by 1, e.g., ord(G) = 71 and ord(H) = 72. It is

observed that for subsequent zone IDs in the zone sequences from the Amazon dataset, the

difference between these zone IDs tends to be small (most often 1).

Next, we incorporate these observations into our IO learning approach. One way to force the

routes from our IO model to respect these behaviors (i.e., the “area sequence”, “region sequence” and

“one unit difference” behaviors) is to use penalization terms. In a sense, using these penalizations

can be interpreted as modifying what we believe is the optimization problem the expert human

drivers solve to compute their routes. Thus, we use (13) as our hypothesis function, with Mij =

MA
ij + MR

ij + Md
ij , where MA

ij = 0 if zones i and j are in the same area, and MA
ij = 1 otherwise,

MR
ij = 0 if zones i and j are in the same region, and MR

ij = 1 otherwise, and Md
ij = d(i, j), that

is, the difference between zones i and j. Since for Algorithm 1 we initialize θ1 as the Euclidean

distance between zone centers, where the coordinates of the centers are given by their latitudes and

longitudes, each component of θ1 is much smaller than 1. This makes a penalization of one unit

(such as the ones used for MA
ij and MR

ij ) enough to enforce that the resulting routes will respect
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Figure 9. Our final score compared to the scores of the top 20 contestants of the
Amazon Challenge.

the area sequence and region sequence behaviors. The same idea applies to the “one unit variance”

penalization.

The final Amazon Challenge score achieved by our tailored approach is 0.0319, which significantly

improves the 0.0553 score of the benchmark (i.e., general IO) approach. Figure 9 shows the scores

of the top 20 submissions of the Amazon Challenge. As can be seen, our score ranks 2nd compared

to the 48 models that qualified for the final round of the Amazon Challenge [4].

5.2. Computational and time complexity

In this section, we present further numerical experiments using the Amazon Challenge datasets,

focusing on the computational and time complexity of Algorithm 1. Before we present our results, as

discussed at the end of Section 4.2, recall that we apply our IO learning method separately for each

depot in the Amazon Challenge training dataset. Thus, assuming we can run Algorithm 1 in parallel

for all depots, the complexity of computing the final IO model for all depots equals the complexity

of computing the IO model for the largest depot in the dataset. For the Amazon Challenge, the

largest depot dataset is DLA7 in Los Angeles, which we thus use to discuss the complexity of our

approach.

Dataset size versus performance. First, we study the performance of our IO approach by

changing the size of the training dataset. That is, instead of using the entire training dataset of the

Amazon Challenge to train the IO model, we test the impact of using only a fraction of the available

data. Figure 10 shows the results of this experiment. Figure 10a shows the Amazon score achieved,

per epoch, by Algorithm 1 using different fractions of the Amazon training dataset. Figure 10b

shows the time it took to run Algorithm 1 for 5 epochs, for the different fractions of the training

dataset. As expected, the more data we feed to Algorithm 1, the better the score gets, and the

longer the training takes. Interestingly, notice that using only 20% of the data provided for the

challenge, our IO approach is already able to learn a routing model that scores 0.0348, which would

still rank 2nd compared to the 48 models that qualified for the final round of the Amazon Challenge.
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(a) Amazon score on the test dataset, for mod-
els learned using different fractions of the train-
ing dataset.

(b) Time taken to run 5 epochs of Algorithm 1.

Figure 10. Comparison of the Amazon score and learning time of models using dif-
ferent fractions of the Amazon Challenge training dataset.

TSP solver Gurobi Gurobi Gurobi Gurobi Gurobi OR-Tools OR-Tools
Dataset fraction (%) 20 40 60 80 100 20 100

Amazon score 0.0348 0.0332 0.0326 0.0320 0.0319 0.0349 0.0319
Training time (min) 20.55 38.15 67.74 118.46 133.67 13.39 60.36

Table 2. Summary of the results of Section 5.2. The Amazon scores are computed
using the test dataset. The TSP solver refers to the solver used to solve the A-FOP
in line 5 of Algorithm 1, and the training time is the time of running Algorithm 1
for 5 epochs.

Time complexity and approximate A-FOP. In practice, the most time consuming component

of Algorithm 1 is solving the A-FOP (line 5). As previously explained, for the Amazon Challenge,

this problem consists of a TSP over zones (see Step 2 in Section 4.2). Thus, for each epoch of

Algorithm 1, we need to solve N TSPs, where N is the number of examples in the training dataset.

For the depot DLA7, N = 1133, and each example contains, on average (rounded up), 23 zones,

where the largest instance has 37 zones and the smallest has 9 zones. Thus, for each epoch of

Algorithm 1, we need to solve 1133 TSPs, each with 23 zones on average. Using an exact Gurobi-

based TSP solver, running 5 epochs of Algorithm 1 using the entire training dataset took 133.67

minutes (see Figure 10b).

However, recall that as discussed in Remark 2.2, Algorithm 1 can be used with an approximate

A-FOP instead of an exact one. The idea here is that solving A-FOP approximately can be much

faster in practice, which may compensate for a potentially worse performance of the final learned

IO model. We test this idea by using Algorithm 1 with an approximate TSP solver instead of the

exact Gurobi-based one. For the approximate TSP solver, we use Google OR-Tools [26]. The final

Amazon score after 5 epochs of Algorithm 1 with the approximate solver is 0.0319, the same score

when using the exact solver, but taking only 60.36 minutes in total, that is, more than twice as fast.

Interestingly, we can push this time even further. As can be seen in Figure 10a, a good IO model can

be achieved using Algorithm 1 for only one epoch. Moreover, from Figure 10a, it can also be seen

that a good IO model can be learned using only 20% of the training dataset. Thus, using 20% of the
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(a) Average error between the routes generated
by θtrue and θIO.

(b) Amazon score of the learned models.

Figure 11. Comparison between different initializations of θ
[1]
1 for Algorithm 1, for

the VRPTW scenario of Section 3.2 and for the Amazon Challenge.

training dataset and running Algorithm 1 using the Google OR-Tools approximate TSP solver for 5

epochs, we achieve a final score of 0.0349 (0.0352 after only one epoch) in only 13.39 minutes (2.68

minutes per epoch on average). This showcases the learning efficiency of our IO methodology, making

it also suitable for real-time applications, where models need to be learned/updated frequently, and

the training time should not take more than a couple of minutes. Table 2 summarizes the numerical

results of this section.

5.3. Further Numerical Results

5.3.1. Impact of the initial point

An important parameter of Algorithm 1 is the initial point θ
[1]
1 . In practice, the better the initial

point, the faster the algorithm will converge, and perhaps more importantly, the better the test

dataset performance of the final model tends to be. In this section, we investigate the impact of

different choices of θ
[1]
1 for the numerical experiment of Section 3.2 and for the Amazon Challenge.

In particular, we compare the “Euclidean distance” initialization used to generate the results shown

in Figure 3b and Figure 10a with a “uniform” initialization, where θ
[1]
1 is a vector with all its

components equal to the same number (this initialization could be used when no prior information

on a good cost vector is known). Figure 11 shows the results of this experiment. As can be seen,

using the Euclidean distance can accelerate the convergence of the algorithm, as in the VRPTW

scenario, as well as improve the test dataset performance of the learned model, as in the case of the

final Amazon score of the learned models for the Amazon Challenge. This means that, although

the Euclidean weights do not explain the routes in the dataset, there is a correlation between the

Euclidean distance between nodes and the true weights used to generate the observed routes.

5.3.2. Alternative performance metric

In Section 5, we evaluated our results for the Amazon Challenge in terms of the Amazon score (see

Section 4). In this section, we present results in terms of a zone sequence prediction error metric.

Namely, given a zone sequence obtained from a learned IO model (i.e., the output of Step 3 of our
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(a) Performance of the general and tailored IO
approaches using the zone sequence prediction
error.

(b) Performance of the general and tailored IO
approaches using the Amazon score.

Figure 12. Comparison between the zone sequence prediction error and Amazon score
performance metrics.

IO approach, see Figure 8), and the zone sequence x̂ from the training or test dataset, the prediction

error Error(x, x̂) counts how many zones in x̂ are in the wrong position compared to x. For instance,

if x = {T-7.1C,T-7.1B,T-8.1B,T-8.1C,T-8.2C} and x̂ = {T-7.1B,T-7.1C,T-8.1B,T-8.2C,T-8.1C},
then Error(x, x̂) = 4. This performance measure can be interpreted as a generalization of the

classical 0-1 error used for classification problems, where 0-1(x, x̂) = 0 if x = x̂, and 0-1(x, x̂) = 1

otherwise. Thus, given a dataset of N examples of zone sequences and the respective sequences

predicted by the IO model, we define the total (percentage) zone sequence prediction error across

the entire dataset as 100
∑N

i=1 Error(x
[i], x̂[i])/

∑N
i=1 L

[i], where L[i] is the length of the i’th zone

sequence. In other words, this value can be interpreted as the percentage of time the IO approach

correctly predicts the position of a zone in the zone sequence. Figure 12a shows the performance of

the general and our tailored IO approaches from Section 5.1 in terms of the zone sequence prediction

error. For comparison, we also show their respective Amazon score in Figure 12b. As can be seen, the

IO models show (qualitatively) similar performance, in terms of both prediction error and Amazon

score metrics.

5.3.3. Route examples

In this section, we show some route examples, comparing the routes from human drivers from

the Amazon Challenge dataset, with the routes from our IO approach. In particular, in Figure 13

we show an example when the zone sequence predicted by the IO model (i.e., Step 3 in Section 4.2)

perfectly matches the one from the original route, and in Figure 14 we show an example when that

is not the case, although still a small difference (the order of two closeby zones is swapped).

6. Conclusion and Further Work

In this work, we propose an Inverse Optimization (IO) methodology for learning the preferences

of decision-makers in routing problems. To exemplify the potential and flexibility of our approach,

we first apply it to a simple CVRP problem, where we give insight into how our IO algorithm works

by modifying the learned edge weights by comparing the example routes to the optimal route we
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(a) Route example from the test dataset. (b) Output route from the IO model.

Figure 13. Comparisson between the driver’s route from the Amazon Challenge and
the output of the IO model. In this example, the zone sequence predicted by the IO
model perfectly matches the one from the original route.

(a) Route example from the test dataset. (b) Output route from the IO model.

Figure 14. Comparisson between the driver’s route from the Amazon Challenge and
the output of the IO model. In this example, the zone sequence predicted by the IO
model does not match the one from the original route.

get using the current learned weights. Then, we apply it to a larger VRPTW example, comparing

the performance of our proposed algorithm with different approaches from the literature. Finally,

we show the real-world potential of our approach by using it to tackle the Amazon Challenge, where

the goal of the challenge was to develop routing models that replicate the behavior of real-world

expert human drivers. To do so, we first define what we call Restricted TSPs (i.e., TSPs for which

only a subset of the nodes is required to be visited). Given a dataset of signals (nodes to be visited)

and expert responses (R-TSPs tours), we have shown how to use IO to learn the edge weights that

explain the observed data. In the context of the Amazon Challenge, learning these edge weights

translates to learning the sequence of city zones preferred by expert human drivers. Then, from a

sequence of zones, we constructed a complete TSP tour over the required stops. The final score of

our approach is 0.0319, which ranks 2nd compared to the 48 models that qualified for the final

round of the Amazon Challenge.
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As future research directions, it would be interesting to apply our methodology to different and

more complex classes of routing problems, for instance, dynamic VRPs, routing problems with

backhauls, as well as routing problems with continuous decision variables. Moreover, although in

this work we focused on routing problems, our methodology could also be adapted and tailored to

different classes of problems with a binary decision space, such as 0-1 knapsack problems. Given

the modularity/flexibility of our IO methodology, we believe it has the potential to be used for a

wide range of real-world decision-making problems.
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