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Preconditioning is essential in iterative methods for solving linear systems of equations. We study a nonclassic matrix condition number, the $\omega$-condition number, in the context of optimal conditioning for low rank updating of positive definite matrices. For a positive definite matrix, this condition measure is the ratio of the arithmetic and geometric means of the eigenvalues. In particular, we concentrate on linear systems with low rank updates of positive definite matrices which are close to singular. These systems arise in the contexts of nonsmooth Newton methods using generalized Jacobians. We derive an explicit formula for the optimal $\omega$-preconditioned update in this framework.

Evaluating or estimating the classical condition number $\kappa$ can be expensive. We show that the $\omega$-condition number can be evaluated exactly following a Cholesky or LU factorization and it estimates the actual condition of a linear system significantly better. Moreover, our empirical results show a significant decrease in the number of iterations required for a requested accuracy in the residual during an iterative method, i.e., these results confirm the efficacy of using the $\omega$-condition number compared to the classical condition number.

1 Introduction

In this paper we study the $\omega$-condition number, a nonclassic matrix condition number. In particular, we look at finding the optimal $\omega$-conditioned low rank updates of the positive definite generalized Jacobian that arises in nonsmooth Newton methods e.g., [3]. We illustrate both the efficiency and effectiveness of using this condition number compared to the classic $\kappa$-condition number when solving positive definite linear systems. In addition, we show that the $\omega$-condition number can be evaluated exactly following a Cholesky or LU factorization. Moreover, we illustrate that the $\omega$-condition number is a better indication of the conditioning of a problem, i.e., how random perturbations in the data affect the solution.

In numerical analysis, a condition number of a matrix $A$ is the main tool in the study of error propagation in the problem of solving the linear equation $Ax = b$. The classical condition number of $A$, denoted as $\kappa(A)$, is defined as the ratio of the largest and smallest singular values of $A$. The linear system $Ax = b$ is said to be well-conditioned when $A$ has a low condition number. In particular, $\kappa(A)$ is a measure of how much a solution $x$ will change with respect to changes in the right-hand side $b$, e.g., [25]. In general, iterative algorithms used to solve the system $Ax = b$ require a large number of iterations to achieve a solution with high accuracy if the problem is not well-conditioned, i.e., is ill-conditioned. In this paper, we restrict ourselves to $A$ positive definite and so $\kappa = \lambda_1(A)/\lambda_n(A)$, the ratio of largest and smallest eigenvalues.

In order to improve the conditioning of a problem, preconditioners are employed for obtaining equivalent systems with better condition number. For example, in [6] a preconditioner that minimizes the classical condition number $\kappa$ is obtained in the Broyden family of rank-two updates. Also, for applications to inexact Newton methods see [1, 2], where it is emphasized that the goal is to improve the clustering of eigenvalues around 1. The $\omega$-condition number in particular uses all the eigenvalues, rather than just the largest and
smallest as in the classical $\kappa$.

In the current literature, reducing the $\kappa$-condition number is the main aim for preconditioners. Nevertheless, a nonstandard condition number was proposed in [8]. Interestingly enough, the authors show that the inverse-sized BFGS and sized DFP [21] are obtained as optimal quasi-Newton updates with respect to this measure. This nonstandard condition number is known as the $\omega$-condition number and is defined as the ratio of the arithmetic and geometric means of the eigenvalues of a positive definite matrix $A$:

$$
\omega(A) := \frac{\operatorname{tr}(A)/n}{\det(A)^{1/n}} = \frac{\frac{1}{n} \sum_{i=1}^{n} \lambda_i(A)}{\left(\prod_{i=1}^{n} \lambda_i(A)\right)^{1/n}}.
$$

(1.1)

Our goal in this paper is to establish the basic properties of the $\omega$-condition number and to study whether it is a better indicator of whether the problem $Ax = b$ is well- or ill-conditioned as it uses all the eigenvalues rather than the extreme pair of eigenvalues.

In addition, the $\omega$-condition number presents some advantages with respect to the classic condition number, since it is differentiable and pseudoconvex in the interior of the positive semidefinite cone. This facilitates obtaining optimal preconditioners, see e.g., [8]. Moreover, it is expensive to evaluate the classic condition number [15], i.e., one needs the largest and smallest eigenvalues or the norms of the matrix and its inverse. We show that we can find the exact value of the $\omega$-condition number when a Cholesky or LU factorization is done. Finally, we show that the $\omega$-condition number provides a significantly better estimate for the true conditioning of a linear system.

1.1 Outline

Preliminaries are presented in Section 1.2. Then Section 2.1 introduces the basic properties of the $\omega$-condition number. In particular, in Section 2.2 we empirically motivate the use of the $\omega$-condition number as a better indicator of the conditioning of the problem compared to the $\kappa$-condition number. In Section 3, we derive an optimal $\omega$-preconditioning for low rank updates of positive definite matrices. These updates often arise in the construction of generalized Jacobians. In Section 4, we use the linear equations that involve the generalized Jacobians. We empirically illustrate that reducing the $\omega$-condition number improves the performance of iterative methods for solving linear systems. Conclusions are provided in Section 5.

1.2 Preliminaries and Notation

We let $\mathbb{R}^n$ denote the real Euclidean space of dimension $n$, and $\mathbb{R}^{n \times m}$ the space of $n \times m$ matrices. The space of $n \times n$ symmetric matrices is denoted as $\mathbb{S}^n$ and $I$ stands for the identity matrix. We use $\mathbb{S}^n_+$ and $\mathbb{S}^{n}_{++}$ for the cone of positive semidefinite and positive
definite $n \times n$ symmetric matrices, respectively. We use $A \succeq 0$ (resp., $> 0$) to denote $A$ is in $S^n_+$ (respectively, $S^n_{++}$). The transpose of a matrix $M \in \mathbb{R}^{n \times m}$ is written as $M^T \in \mathbb{R}^{m \times n}$. Given $A \in \mathbb{S}^n$, $\text{tr}(A)$ and $\text{det}(A)$ denote the trace and determinant of $A$, respectively.

For a differentiable function $f : \mathbb{R}^n \to \mathbb{R}$, we use $\nabla f$ for the gradient. If $\mathbb{R}^n = \mathbb{R}$, we just write $f'$ for the derivative of $f$. Given a nonempty open set $\Omega \subseteq \mathbb{R}^n$, a function $f : \Omega \to \mathbb{R}$ is said to be pseudoconvex on $\Omega$ if it is differentiable and

$$\nabla f(x)(y - x)^T \geq 0 \implies f(y) \geq f(x), \quad \forall x, y \in \Omega.$$ 

This implies that for a convex set $\Omega$ and a pseudoconvex function $f : \Omega \to \mathbb{R}$, we have: $\nabla f(x) = 0$ is a necessary and sufficient condition for $x$ to be a global minimizer of $f$ in $\Omega$, see e.g., [19].

## 2 Properties and Numerical Evaluation of $\omega$

We now introduce the basic properties of the $\omega$-condition number and study its numerical evaluation. In addition we empirically compare its effectiveness with the $\kappa$-condition number for estimating the actual conditioning of positive definite linear systems.

### 2.1 Basic Properties

It is known that the simple scaling diagonal preconditioner is the optimal preconditioner with respect to the $\omega$-condition number, see [8,22]. This result is extended for block diagonal preconditioners in [9]. We summarize these and other basic properties of the $\omega$-condition number in the following Proposition 2.1.

**Proposition 2.1** ([8,9]). The following statements are true.

1. The measure $\omega$ is pseudoconvex on the set of symmetric positive definite matrices, and thus any stationary point is a global minimizer of $\omega$.

2. Let $A$ be a full rank $m \times n$ matrix, $n \leq m$. Then the optimal column scaling that minimizes the measure $\omega$, i.e.,

$$\min_{D \text{ positive, diagonal}} \omega((AD)^T(AD)),$$

over $D$ positive, diagonal, is given by

$$D_{ii} = \frac{1}{\|A_{i,:}\|}, \quad i = 1, \ldots, n,$$

where $A_{i,:}$ is the $i$-th column of $A$. 
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Let $A$ be a full rank $m \times n$ matrix, $n \leq m$ with block structure $A = [A_1 \ A_2 \ \ldots \ A_k]$, $A_i \in \mathbb{R}^{m \times n_i}$. Then an optimal corresponding block diagonal scaling

$$D = \begin{bmatrix}
D_1 & 0 & 0 & \ldots & 0 \\
0 & D_2 & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & 0 & \ldots & D_k
\end{bmatrix}, \quad D_i \in \mathbb{R}^{n_i \times n_i},$$

that minimizes the measure $\omega$, i.e.,

$$\min \ \omega((AD)^T(AD)),$$

over $D$ block diagonal, is given by the factorization

$$D_i D_i^T = \{A_i^T A_i\}^{-1}, \quad i = 1, \ldots, k.$$

\[\blacksquare\]

### 2.2 $\omega(A)$ in Error Analysis

Suppose that $A, b$ for the linear (square) system $Ax = b$ are given. Let $\Delta A, \Delta b, \epsilon > 0$ be perturbations resulting in the perturbed linear system

$$(A + \epsilon \Delta A)(x + \Delta x) = b + \epsilon \Delta b.$$

Let

$$\rho_A = \epsilon \|\Delta A\| / \|A\| \quad \text{and} \quad \rho_b = \epsilon \|\Delta b\| / \|b\|.$$

It is well known, e.g., [11, Sect. 2.5], that the relative error

$$\frac{\|\Delta x\|}{\|x\|} \leq \kappa(A)(\rho_A + \rho_b) + O(\epsilon^2),$$

i.e., the condition number $\text{cond}(A)$ is estimated by the ratio of the relative error in the solution to the sum of relative errors in the data and $\kappa(A)$ is an upper bound:

$$\kappa(A) \geq \text{cond}(A) : \approx \frac{\|\Delta x\|}{\|x\|} (\rho_A + \rho_b). \quad (2.1)$$

We have run many tests\(^1\) for various size $n$ problems with $A > 0$ with various condition numbers determined by the \texttt{sprandsym} command in \textsc{Matlab}. For each test we generated 30 random perturbations to estimate $\text{cond}(A)$. From our tests, we conclude that the $\omega$-condition number resulted in a better estimate of $\text{cond}(A)$. One instance of the tests is illustrated in Figure 2.1.

\(^1\)We used a laptop with Intel Core i7-12700H 2.30 GHz, with 16GB RAM, running Windows 11 (64-bit).
2.3 Efficiency and Accuracy of Evaluation of $\omega(A)$

Since eigenvalue decompositions can be expensive, one issue with $\kappa(A)$ is how to estimate it efficiently when the size of matrix $A$ is large. A survey of estimates and, in particular, estimates using the $\ell_1$-norm, is given in [15, 16]. Extensions to sparse matrices and block-oriented generalizations are given in [14, 17]. Results from these papers form the basis of the condest command in MATLAB; this illustrates the difficulty in accurately estimating $\kappa(A)$.

On the other hand, the measure $\omega(A)$ can be calculated using the trace and determinant function which do not require eigenvalue decompositions. However, for large $n$, the determinant is also numerically difficult to compute as it could easily result in an overflow $+\infty$ or $0$ due to the limits of finite precision arithmetic, e.g., if the order of $A$ is $n = 50$ and the eigenvalues $\lambda_i = .5, \forall i$, then the determinant $.5^n$ is zero to machine precision. A similar problem arises for e.g., $\lambda_i = 2, \forall i$ with overflow. In order to overcome this problem, we take the $n$-th root first and then the product, i.e., we define the value obtained from the spectral factorization as

$$\omega_{\text{eig}}(A) = \sum_{i=1}^{n} \frac{\lambda_i(A)}{n} \left( \frac{1}{\lambda_i(A)^{1/n}} \right).$$

We now let $A = R^T R = LUP$ denote the Cholesky and LU factorizations, respectively, with appropriate permutation matrix $P$. We assume that $L$ is unit lower triangular. Therefore,

$$\det(A)^{1/n} = \det(R^T R)^{1/n} = \det(R)^{2/n} = \prod_{i=1}^{n} \left( \frac{R_{ii}^{2/n}}{R_{ii}} \right). \quad (2.2)$$
Similarly,
\[
\det(A)^{1/n} = \det(LUP)^{1/n} = \prod_{i=1}^{n} (|U_{ii}|^{1/n}).
\] (2.3)

Therefore, we find \(\omega(A)\) with numerator \(\text{tr}(A)/n\) and denominator given in (2.2) and (2.3), respectively:
\[
\omega_R(A) = \frac{\text{tr}(A)/n}{\prod_{i=1}^{n} \left( R_{ii}^{2/n} \right)}, \quad \omega_{LU}(A) = \frac{\text{tr}(A)/n}{\prod_{i=1}^{n} \left( |U_{ii}|^{1/n} \right)}.
\]

Tables 2.1 and 2.2 provide comparisons on the time and precision from the three different factorization methods. Each column presents different order of \(\kappa\)-condition number, while each row corresponds to different decompositions with different size \(n\) of the problem. We form the random matrix using \(A = QDQ^T\) for random orthogonal \(Q\) and positive definite diagonal \(D\). We then symmetrize \(A \leftarrow (A + A^T)/2\) to avoid roundoff error in the multiplications. Therefore, we consider the evaluation using \(D\) as the exact value of \(\omega(A)\), i.e.,
\[
\omega(A) = \frac{\sum_{i=1}^{n} (D_{ii})/n}{\prod_{i=1}^{n} \left( D_{ii}^{1/n} \right)}.
\]

Table 2.2 shows the absolute value of the difference between the exact \(\omega\)-condition number and the \(\omega\)-condition numbers obtained by making use of each factorization, namely, \(\omega_{\text{eig}}, \omega_R\) and \(\omega_{LU}\). Surprisingly, we see that both the Cholesky and LU decompositions give better results than the eigenvalue decomposition.

![Table 2.1](image)

**Table 2.1:** CPU sec. for evaluating \(\omega(A)\), averaged over the same 10 random instances; eig, R, LU are eigenvalue, Cholesky, LU decompositions, respectively.

### 3 Preconditioning for Generalized Jacobians

We now consider the problem of optimal preconditioning for low rank updates of very ill-conditioned (close to singular) positive definite matrices.
Fact. order $\kappa 1e2$ order $\kappa 1e3$ order $\kappa 1e4$ order $\kappa 1e5$ order $\kappa 1e6$ order $\kappa 1e7$ order $\kappa 1e8$ order $\kappa 1e9$

<table>
<thead>
<tr>
<th>n</th>
<th>Fact</th>
<th>order $\kappa 1e2$</th>
<th>order $\kappa 1e3$</th>
<th>order $\kappa 1e4$</th>
<th>order $\kappa 1e5$</th>
<th>order $\kappa 1e6$</th>
<th>order $\kappa 1e7$</th>
<th>order $\kappa 1e8$</th>
<th>order $\kappa 1e9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>eig</td>
<td>1.5632e-13</td>
<td>2.7853e-12</td>
<td>2.2618e-10</td>
<td>8.9169e-07</td>
<td>5.4109e-05</td>
<td>2.2610e-03</td>
<td>1.7349e-01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LU</td>
<td>1.3987e-13</td>
<td>2.4585e-12</td>
<td>1.987e-08</td>
<td>5.1592e-07</td>
<td>2.1372e-05</td>
<td>1.3641e-03</td>
<td>1.4286e-01</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>eig</td>
<td>2.1316e-13</td>
<td>2.1032e-12</td>
<td>8.7653e-11</td>
<td>4.9817e-09</td>
<td>2.6470e-07</td>
<td>1.3173e-04</td>
<td>1.6217e-01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LU</td>
<td>1.5987e-13</td>
<td>2.4585e-12</td>
<td>1.987e-08</td>
<td>5.1592e-07</td>
<td>2.1372e-05</td>
<td>1.3641e-03</td>
<td>1.4286e-01</td>
<td></td>
</tr>
<tr>
<td></td>
<td>LU</td>
<td>4.4054e-13</td>
<td>2.2596e-12</td>
<td>2.3249e-09</td>
<td>1.5020e-07</td>
<td>6.4128e-06</td>
<td>5.4228e-04</td>
<td>4.4205e-02</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.2: Precision of evaluation of $\omega(A)$ averaged over the same 10 random instances. eig, R, LU are eigenvalue, Cholesky, LU decompositions, respectively.

### 3.1 Preliminaries

More precisely, given a positive definite matrix $A \in S_{++}^n$ and a matrix $U \in \mathbb{R}^{n \times t}$ with $t << n$, we aim to find $\gamma \in \mathbb{R}^t$ so as to minimize the condition number of the low rank update

$$A + U \text{Diag}(\gamma) U^T.$$  \hfill (3.1)

Here $\text{Diag}(v) \in S_{++}^n$ is the diagonal matrix with diagonal given by the vector $v \in \mathbb{R}^n$.

This kind of updating arises when finding generalized Jacobians in nonsmooth optimization. We provide insight on the problem in the following Example 3.1.

**Example 3.1** (Generalized Jacobians). In many nonsmooth and semismooth Newton methods one aims to find a root of a function $F : \mathbb{R}^n \rightarrow \mathbb{R}^n$ of the form

$$F(y) := B(v + B^T y)_+ - c,$$

where $B \in \mathbb{R}^{n \times m}$, $v \in \mathbb{R}^m$, $c \in \mathbb{R}^n$ and $(\cdot )_+$ denotes the projection onto the nonnegative orthant, e.g., [3, 18, 23]. At every iteration of these algorithms a generalized Jacobian of $F$ is computed of the form

$$J := \sum_{i \in \mathcal{I}_+} B_i B_i^T + \sum_{j \in \mathcal{I}_0} \gamma_j B_j B_j^T, \text{ with } \gamma_j \in [0, 1]$$

and where $B_i$ and $B_j$ denote columns of $B$ over the set of indices $\mathcal{I}_+ := \{ i \in \{1, \ldots, m\} : (v + B^T y)_i > 0 \}$ and

$$\mathcal{I}_0 := \{ j \in \{1, \ldots, m\} : (v + B^T y)_j = 0 \text{ and } (B_j)_{j \in \mathcal{I}_0} \text{ is a maximal linearly independent subset}\}.$$

The generalized Jacobian $J$, which is usually singular, is then used to obtain a Newton direction $d \in \mathbb{R}^n$ by solving a least-square problem for the system $(J + \epsilon I) d = -F(y)$, where $\epsilon I$, with $\epsilon > 0$, is analogous to the regularization term of the well-known Levenberg–Marquardt method. Thus, this linear system is very ill-conditioned. This makes preconditioning by optimal updating appropriate.
The optimal preconditioned update can be done in our framework as we start with

\[ A := \sum_{i \in I_{+}} B_{i} B_{i}^{T} + \epsilon I, \quad U = [B_{j}]_{j \in I_{0}}, \]

and then find an optimal low rank update as in (3.1); done with additional box constraints on \( \gamma \), namely, \( \gamma \in [0, 1]^t \).

Similar conditioning questions also appear in the normal equations matrix, \( ADA^{T} \), in interior point methods, e.g., modifying the weights in \( D \) appropriately to avoid ill-conditioning [5, 12]. For other related work on minimizing condition numbers for low rank updates see e.g., [4, 13].

Here, we propose obtaining an optimal conditioning of the update (3.1) by using the \( \omega \)-condition number of [8], instead of the classic \( \kappa \)-condition number. The \( \omega \)-condition number presents some advantages with respect to the classic condition number, since it is differentiable and pseudoconvex in the interior of the positive semidefinite cone, which facilitates addressing minimization problems involving it. Our empirical results show a significant decrease in the number of iterations required for a requested accuracy in the residual.

### 3.2 Optimal Conditioning for Rank One Updates

We first consider the special case where the update is rank one. Related eigenvalue results for rank one updates are well known in the quasi-Newton literature, e.g., [7, 24]. We include this special rank one case as it yields several interesting and surprising results. The general rank-\( t \) update will be studied in Section 3.3, below.

**Theorem 3.2.** Suppose we have a given \( A \in \mathbb{S}_{++}^{n} \) and \( u \in \mathbb{R}^{n} \). Let \( A = QDQ^{T} = LL^{T} \) be the (orthogonal) spectral and Cholesky decomposition of \( A \), respectively. Let \( U = uu^{T} \) and define the rank one update

\[ A(\gamma) = A + \gamma U, \quad \gamma \in \mathbb{R}. \]

Set

\[ w_{s} = D^{-1/2}Q^{T}u, \quad w_{c} = L^{-1}u, \]

and

\[ \gamma_{s} = \frac{\text{tr}(A)||w_{s}||^{2} - n||u||^{2}}{(n - 1)||u||^{2}||w_{s}||^{2}}, \quad \gamma_{c} = \frac{\text{tr}(A)||w_{c}||^{2} - n||u||^{2}}{(n - 1)||u||^{2}||w_{c}||^{2}}. \]

Then

\[ \gamma^{*} = \gamma_{s} = \gamma_{c} \in \left[-||w_{s}||^{-2}, +\infty\right], \]

provides the optimal \( \omega \)-conditioning, i.e.,

\[ \gamma^{*} = \arg\min_{A(\gamma) \succ 0} \omega(\gamma). \]
Proof. Let
\[ f(\gamma) := \frac{\text{tr}(A(\gamma))}{n} \quad \text{and} \quad g(\gamma) := \text{det}(A(\gamma))^{1/n}. \]

We want to find the optimal \( \gamma \) to minimize the condition number
\[ \omega(\gamma) = \frac{f(\gamma)}{g(\gamma)} \]
subject to \( A(\gamma) \) being positive definite. By Proposition 2.1, \( \omega : \mathbb{R} \to \mathbb{R}; \gamma \to \omega(\gamma) \) is pseudoconvex as long as \( A(\gamma) \succ 0 \). We prove that the later is true for \( \gamma \) belonging to an open interval in the real line. Indeed, let \( A = QDQ^T \) be the spectral decomposition of \( A \) and define
\[ w = D^{-1/2}Q^Tu \quad \text{and} \quad W = ww^T = D^{-1/2}Q^Tuu^TQD^{-1/2}. \]

Then we can rewrite
\[ A(\gamma) = QD^{1/2}(I + \gamma W)D^{1/2}Q^T, \]
which is positive definite if and only if the rank one update of \( I, I + \gamma W \), belongs to the cone of positive definite matrices. Now, note that the eigenvalues of this term are \( \lambda_1 = 1 \), with multiplicity \( n - 1 \), and \( \lambda_2 = 1 + \gamma \|w\|_2^2 \) with multiplicity 1. We then conclude that
\[ A(\gamma) \in S^n_{++} \iff \gamma \in \left[ -\frac{1}{\|w\|_2^2}, +\infty \right], \]
in which case \( \lambda_2 > 0 \). Here \( \left[ a, b \right] \) denotes the open interval in \( \mathbb{R} \) formed by \( a, b \). Moreover, \( \omega(\gamma) \) tends to \( \infty \) as \( \gamma \) approaches the extreme of the above interval. Therefore \( \omega \) possesses a minimizer in the open interval, \( \gamma^* \in \left[ -\|w\|_2^{-2}, +\infty \right] \), that satisfies \( \omega'(\gamma^*) = 0 \). Note that since \( \omega \) is pseudoconvex the fact that its derivative is equal to zero is also a sufficient condition for global optimality (see Fact 3.5 below).

In the following we obtain an explicit expression for the (unique) minimizer of (3.4), \( \gamma^* \), by studying the zeros of \( \omega' \). We accomplish this in two ways using the spectral and Cholesky decomposition. Since the proofs for the two decompositions are alike, we use similar notation.

- We first consider the spectral decomposition. Using the notation introduced in (3.5), \( f \) and its derivative are expressed as
\[ f(\gamma) = (\text{tr}(A) + \gamma \|u\|_2^2) / n \quad \text{and} \quad f'(\gamma) = \|u\|_2^2 / n, \]
respectively. By making use of (3.6), \( g \) becomes
\[ g(\gamma) := (\text{det}(A) \text{det}(I + \gamma W))^{1/n}, \]

since \( \text{det}(D) = \text{det}(A) \). As explained above the eigenvalues of \( I + \gamma W \), are \( \lambda_1 = 1 + \gamma \|w\|_2^2 \), and the others are all 1, which yields that
\[ g(\gamma) = (\text{det}(A)(1 + \gamma \|w\|_2^2))^{1/n} = \text{det}(A)^{1/n}(1 + \gamma \|w\|_2^2)^{1/n}. \]
We get
\[ g'(\gamma) = \frac{1}{n} \det(A)^{1/n} \|w\|^2 (1 + \gamma \|w\|^2)^{(1-n)/n}. \]

The derivative of \( \omega \) is then obtained as follows
\[
\omega'(\gamma) = \frac{f'(\gamma)g(\gamma) - f(\gamma)g'(\gamma)}{g(\gamma)} \\
= \frac{1}{g(\gamma)^2} \left[ \frac{\|u\|^2}{n} \det(A)^{1/n} (1 + \gamma \|w\|^2)^{1/n} - \frac{\|w\|^2}{n^2} (\text{tr}(A) + \gamma \|u\|^2) \det(A)^{1/n} (1 + \gamma \|w\|^2)^{(1-n)/n} \right] \\
= \frac{\det(A)^{1/n}}{g(\gamma)^2 n^2} (1 + \gamma \|w\|^2)^{(1-n)/n} \left[ n \|u\|^2 + (n-1)\gamma \|u\|^2 \|w\|^2 - \text{tr}(A) \|w\|^2 \right].
\]

A simple computation shows that this derivative is 0 only when \( \gamma \) attains the value
\[ \gamma^* = \frac{\text{tr}(A) \|w\|^2 - n \|u\|^2}{(n-1)\|u\|^2 \|w\|^2}, \]

which then has to be in the interval \([-\|w\|^2, +\infty[\). Since \( \omega \) is pseudoconvex, we conclude that \( \gamma^* \) is the optimal preconditioner which solves (3.4). Finally, we recover the expression for \( \gamma_s \) in (3.3) by substituting \( w_s \) for \( w \).

- We now consider the Cholesky decomposition. By abuse of notation, for this part of the proof only, we set
  \[ w = L^{-1}u \quad \text{and} \quad W = ww^T. \]

We can rewrite
\[
A(\gamma) = A + \gamma U \\
= LL^T + \gamma U \\
= L(I + \gamma^{-1}uu^TL^{-T}) L^T \\
= L(I + \gamma W)L^T.
\]

Same than in the spectral case, \( f \) and its derivative are expressed as
\[ f(\gamma) = \left( \text{tr}(A) + \gamma \|u\|^2 \right) / n \quad \text{and} \quad f'(\gamma) = \|u\|^2 / n, \]

and \( g \) has the form
\[ g(\gamma) = \left( \det(A)(1 + \gamma \|w\|^2) \right)^{1/n}. \]

The derivative of \( g \) is then
\[ g'(\gamma) = \frac{1}{n} \det(A) \|w\|^2 (1 + \gamma \|w\|^2)^{(1-n)/n}. \]

It straightforward follows that the expression for the derivative of \( \omega \) is given by
\[
\omega'(\gamma) = \frac{\det(A)}{g(\gamma)^2 n^2} (1 + \gamma \|w\|^2)^{(1-n)/n} \left[ n \|u\|^2 + (n-1)\gamma \|u\|^2 \|w\|^2 - \text{tr}(A) \|w\|^2 \right],
\]
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which equals to zero at the point 
\[ \gamma^* = \frac{\text{tr}(A)\|w\|^2 - n\|u\|^2}{(n - 1)\|u\|^2\|w\|^2}. \]

Again, substituting \( w \) for \( w_c \) we obtain the expression for \( \gamma_c \) in (3.3).

---

We now conclude a surprising relationship between the right singular vectors of the two factorizations in Corollary 3.4. First we need the following Lemma 3.3.

**Lemma 3.3.** Let \( X, Y \in \mathbb{S}^n \) be given and satisfy 
\[ u^T X u = u^T Y u, \quad \forall u \in \mathbb{R}^n. \quad (3.9) \]

Then, \( X = Y \).

**Proof.** We start noting that the diagonal elements of \( X \) and \( Y \) coincide. Indeed, let \( i \in \{1, \ldots, n\} \) and \( e_i \) be the \( i \)th unit vector of the standard basis of \( \mathbb{R}^n \). Then, we get that \( X_{ii} = Y_{ii} \) by just setting \( u := e_i \) in (3.9).

Now, let \( i, j \in \{1, \ldots, n\} \), with \( i \neq j \). Setting \( u := e_i + e_j \), equation (3.9) yields
\[ X_{ii} + 2X_{ij} + X_{jj} = Y_{ii} + 2Y_{ij} + Y_{jj} \implies X_{ij} = Y_{ij}. \]

Since this holds for any \( i, j \in \{1, \ldots, n\} \), we conclude that \( X = Y \).

---

**Corollary 3.4.** Under the assumptions of Theorem 3.2, we get that the two matrices
\[ R_s := D^{-1/2}Q^T, \quad R_c := L^{-1} \]
are orthogonally equivalent\(^2\), with the same right singular vectors. We conclude that
\[ A^{-1} = R_s^T R_s = R_c^T R_c. \]

**Proof.** Let \( \gamma_s \) and \( \gamma_c \) as in (3.3). By equating both expressions, we get after cancellation that
\[ \|D^{-1/2}Q^T u\| = \|L^{-1} u\| \quad \forall u \in \mathbb{R}^n. \quad (3.10) \]

Squaring this equation we get,
\[ u^T R_s^T R_s u = u^T R_c^T R_c u \quad \forall u \in \mathbb{R}^n. \]

By Lemma 3.3, this implies that \( R_s^T R_s = R_c^T R_c \). Therefore, \( R_s \) and \( R_c \) share the same singular values and eigenvectors.

\(^2\)The \( s \times t \) matrices \( C, D \) are orthogonally equivalent if they have the same singular values.
As shown in Example 3.1, in some applications the preconditioner multiplier $\gamma$ is required to take values in the interval $[0, 1]$. In the following, we analyze the optimal $\omega$-preconditioner for the rank 1 update subject to this interval constraint. This will require considering a constrained pseudoconvex minimization problem. In the following Fact 3.5, see e.g., [19, Chapter 10], we recall the sufficient optimality conditions for this class of optimization problems. We note that no constraint qualification is needed for sufficiency.

**Fact 3.5** (Sufficient optimality conditions for pseudoconvex programming). Let $\Omega \subseteq \mathbb{R}^n$ be nonempty open and convex. Let $f : \Omega \to \mathbb{R}$ be a pseudoconvex function and $(g_i)_{i=1}^m : \Omega \to \mathbb{R}$ a family of differentiable and quasiconvex functions. Consider the optimization problem

$$\begin{align*}
\min_{x \in \Omega} & \quad f(x) \\
\text{s.t.} & \quad g_i(x) \leq 0, \quad i = 1, \ldots, m
\end{align*}$$

(3.11)

Let $\bar{x} \in \Omega, \bar{\lambda} \in \mathbb{R}^m$, be a KKT primal-dual pair, i.e., the following KKT conditions hold:

$$\begin{align*}
\nabla f(\bar{x}) + \sum_{i=1}^m \bar{\lambda}_i \nabla g_i(\bar{x}) &= 0 \\
\bar{\lambda}_i &\geq 0, \quad i = 1, \ldots, m \\
\bar{\lambda}_i g_i(\bar{x}) &= 0, \quad i = 1, \ldots, m \\
\bar{x} &\in \Omega \text{ and } g_i(\bar{x}) \leq 0, \quad i = 1, \ldots, m.
\end{align*}$$

(3.12)

Then $\bar{x}$ solves (3.11).

**Corollary 3.6.** Let the assumptions of Theorem 3.2 hold and let $\bar{\gamma}$ be the optimal $\omega$-preconditioner in the interval $[0, 1]$, i.e.,

$$\bar{\gamma} = \arg \min_{0 \leq \gamma \leq 1} \omega(\gamma).$$

Then, if $\gamma^* \in [-\|w\|^2, +\infty[$ is the optimal “unconstrained” $\omega$-preconditioner obtained in Theorem 3.2, the following hold:

(i) If $\gamma^* \in [0, 1]$ \implies $\bar{\gamma} = \gamma^*$;
(ii) If $\gamma^* < 0$ \implies $\bar{\gamma} = 0$;
(iii) If $\gamma^* > 1$ \implies $\bar{\gamma} = 1$. 
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Proof. (i) In this case, since $\gamma^*$ is the global optimum of $\omega$ in $[-\|w\|^2, +\infty]$, it would also be so in the interval $[0, 1]$. For (ii) and (iii), we have a constrained pseudoconvex program in the form of (3.11) with $\Omega := [-\|w\|^2, +\infty[$, $f := \omega$, $g_1(\gamma) = -\gamma$ and $g_2(\gamma) = \gamma - 1$. Therefore, it would be sufficient to check that the proposed minima satisfies the KKT conditions (3.12). We do this for the case (ii), and note that (iii) follows similarly.

Let $\bar{\gamma} = 0 \in \Omega$. Since $g_1$ is the unique active constraint, we just need to prove the existence of a Lagrange multiplier $\bar{\lambda}_1 \geq 0$ such that $(0, \bar{\lambda}_1)$ is a KKT point, i.e.,

$$\omega'(0) + \bar{\lambda}_1(-1) = 0.$$ 

For this, just note by (3.8), that

$$\text{tr}(A)\|w\|^2 - n\|u\|^2 < 0,$$

since $\gamma^* < 0$. Then, making use of (3.7) we conclude that $\bar{\lambda}_1 := \omega'(0) \geq 0$ is a Lagrange multiplier, and thus $\bar{\gamma} = 0$ satisfies the sufficient condition of global optimality.

3.3 Optimal Conditioning with a Low Rank Update

We now consider the case where the update is low rank. We need the following notations. For a matrix $Z \in \mathbb{R}^{n \times t}$, we use MATLAB notation and define the function $\text{norms}(Z) : \mathbb{R}^{\text{size}(Z)} \to \mathbb{R}^t$ as the (column) vector of column 2-norms of $Z$. We let $\text{norms}_\alpha(Z)$ denote the vector of column norms with each norm to the power $\alpha$.

**Theorem 3.7** (Rank $t$-update). Let $A \in \mathbb{S}_{++}^n$, $U = [u_1, \ldots, u_t] \in \mathbb{R}^{n \times t}$, be given with $n > t \geq 2$, and $\text{norms}(U) > 0$. Set

$$A(\gamma) = A + U \text{Diag}(\gamma)U^T,$$

for $\gamma \in \mathbb{R}^t$.

Let the spectral decomposition of $A$ be given by $A = QDQ^T$, define $w_i = D^{-1/2}Q^T u_i, i \in \{1, \ldots, t\}$, as in (3.2), with $W = [w_1 \ldots w_t]$. Let

$$K(U) = \begin{bmatrix} n \text{Diag}(\text{norms}^2(U)) - \text{e} \text{norms}^2(U)^T \end{bmatrix},$$

$$b(U) = \left( \text{tr}(A)e - n \text{norms}^2(U) \right) / \text{norms}^2(W),$$

where $\text{e}$ denotes the vector of all ones and $\text{/}$ stands for the element-wise division of the two vectors. Then, the optimal $\omega$-preconditioner,

$$\gamma^* = \arg\min_{A(\gamma) \succ 0} \omega(\gamma),$$

is given component-wise by

$$(\gamma^*)_i = (K(U)^{-1}b(U))_i,$$

$$= \frac{\text{tr}(A)\|w_i\|^2 - (n - t + 1)\|u_i\|^2}{(n - t)\|u_i\|^2\|w_i\|^2} - \frac{1}{(n - t)\|u_i\|^2} \sum_{j=1, j \neq i}^{t} \frac{\|u_j\|^2}{\|w_j\|^2},$$

for $i = 1, \ldots, t$. 
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Proof. Let $A \succ 0$ and

$$U = [u_1 \ldots u_t] \in \mathbb{R}^{n \times t}, \quad \text{with } n > t \geq 2.$$  

We consider the update of the form

$$A(\gamma) = A + U \text{Diag}(\gamma)U^T = A + \sum_{i=1}^{t} \gamma_i u_i u_i^T, \quad \gamma \in \mathbb{R}^t.$$  

Same than in Theorem 3.2, we start characterizing an open subset of $\mathbb{R}^t$ where $A(\gamma)$ is positive definite. In order to do this, we again transform the problem using the spectral decomposition of $A$, $A = QDQ^T$, and setting

$$w_i = D^{-1/2}Q^Tu_i \quad \text{and} \quad W_i = w_i w_i^T \quad \text{for } i = 1, \ldots, t.$$  

Then, we can express $A(\gamma)$ as

$$A(\gamma) = A + U \text{Diag}(\gamma)U^T$$

$$= QD^{1/2} \left( I + D^{-1/2}Q^TU \text{Diag}(\gamma)U^TQD^{-1/2} \right) D^{1/2}Q^T$$

$$= QD^{1/2} \left( I + \sum_{i=1}^{t} \gamma_i(D^{-1/2}Q^Tu_i)(u_i^TQD^{-1/2}) \right) D^{1/2}Q^T$$

$$= QD^{1/2} \left( I + \sum_{i=1}^{t} \gamma_iW_i \right) D^{1/2}Q^T.$$  

By repeatedly making use of the formula for the determinant of the sum of an invertible matrix and a rank one matrix (see e.g., [20, Example 4]), we obtain the following expression for the determinant of $A(\gamma)$

$$\det(A(\gamma)) = \det(A) \left( \prod_{i=1}^{t} (1 + \gamma_i \|w_i\|^2) \right). \quad (3.16)$$  

Consequently, $A(\gamma)$ is nonsingular and, by continuity of the eigenvalues, positive definite for $\gamma$ belonging to the set

$$\Omega := \left\{ -\frac{1}{\|w_1\|^2}, +\infty \left[ \times \right] -\frac{1}{\|w_2\|^2}, +\infty \left[ \times \ldots \times \right] -\frac{1}{\|w_t\|^2}, +\infty \right\}. \quad (3.17)$$  

Now, note that the constraint $A(\gamma) \succ 0$ is a positive definite constraint, so it is convex. Therefore, if there exists some $\gamma$ outside of $\Omega$ such that $A(\gamma) \succ 0$, we would loose the convexity of the feasible set, since $A(\gamma)$ is singular on the boundary of $\Omega$. This implies that

$$A(\gamma) \succ 0 \iff \gamma \in \Omega.$$  

Moreover, since $\omega(\gamma) \to +\infty$ as $\gamma$ tends to the border of $\Omega$ or to $+\infty$, we can ensure that $\gamma$ has a minimizer in $\Omega$. Since the function is pseudoconvex on this open set, the global
minimum is attained at a point $\gamma^*$ such that $\nabla \omega(\gamma^*) = 0$. Next, we prove that $\gamma^*$ is given by (3.15).

For this, note that $f(\gamma)$ can be expressed as

$$f(\gamma) = \frac{1}{n} \text{tr}(A + U \text{Diag}(\gamma)U^T) = \frac{1}{n} \left( \text{tr}(A) + \sum_{i=1}^{t} \gamma_i \|u_i\|^2 \right) = \frac{1}{n} \left( \text{tr}(A) + \gamma^T \text{norms}^2(U) \right),$$

and its gradient is $\nabla f(\gamma) = \frac{1}{n} \text{norms}^2(U)$. On the other hand, by (3.16) $g(\gamma)$ can be expressed as

$$g(\gamma) = \text{det}(A)^{1/n} \left( \prod_{i=1}^{t} (1 + \gamma_i \|w_i\|^2) \right)^{1/n}.$$ 

The gradient of $g(\gamma)$ is then given component-wise by

$$\frac{\partial g(\gamma)}{\partial \gamma_j} = \frac{1}{n} \frac{\text{det}(A)^{1/n} \left( \prod_{i=1}^{t} (1 + \gamma_i \|w_i\|^2) \right)^{(1-n)/n} \prod_{i=1, i \neq j}^{t} (1 + \gamma_i \|w_i\|^2)}{\|w_j\|^2} \frac{\partial f(\gamma)}{\partial \gamma_j}.$$ 

We make use of these expressions in order to compute the partial derivatives of $\omega$. For every $j = 1, \ldots, t$, we have

$$\frac{\partial \omega(\gamma)}{\partial \gamma_j} = \frac{\partial f(\gamma)}{\partial \gamma_j} g(\gamma) - f(\gamma) \frac{\partial g(\gamma)}{\partial \gamma_j} g(\gamma)^2$$

$$= \frac{1}{g(\gamma)^2} \left[ \frac{\|u_j\|^2}{n} \text{det}(A)^{1/n} \left( \prod_{i=1}^{t} (1 + \gamma_i \|w_i\|^2) \right)^{1/n} \right]$$

$$- \frac{\|w_j\|^2}{n^2} \left( \text{tr}(A) + \gamma^T \text{norms}^2(U) \right) \left( \prod_{i=1, i \neq j}^{t} (1 + \gamma_i \|u_i\|^2) \right)^{(1-n)/n} \left( \prod_{i=1, i \neq j}^{t} (1 + \gamma_i \|w_i\|^2) \right).$$

By defining the positive function $C(\gamma) : \mathbb{R}^t \to \mathbb{R}_{++}$ as

$$C(\gamma) = \frac{\text{det}(A)^{1/n} \left( \prod_{i=1, i \neq j}^{t} (1 + \gamma_i \|u_i\|^2) \right)^{(1-n)/n} \left( \prod_{i=1, i \neq j}^{t} (1 + \gamma_i \|w_i\|^2) \right)}{g(\gamma)^2 n^2},$$

we finally get that

$$\frac{\partial \omega(\gamma)}{\partial \gamma_j} = C(\gamma) \left[ n \|u_j\|^2 (1 + \gamma_j \|w_j\|^2) - (\text{tr}(A) + \gamma^T \text{norms}^2(U)) \|w_j\|^2 \right],$$

for all $j = 1, \ldots, t$. After setting the derivative (gradient) of $\omega$ to zero, and ignoring the positive factor given by $C$, we get that the minimum of the pseudoconvex function is obtained as the solution of the linear system defined by the $t$ equations

$$(n - 1)\|u_k\|^2 \gamma_k - \sum_{i=1, i \neq k}^{t} \|u_i\|^2 \gamma_i = \text{tr}(A) - n \frac{\|u_k\|^2}{\|w_k\|^2}, \quad k = 1, \ldots, t.$$
Equivalently,
\[
\begin{bmatrix}
(n-1)\|u_1\|^2 & -\|u_2\|^2 & \cdots & -\|u_t\|^2 \\
-\|u_1\|^2 & (n-1)\|u_2\|^2 & \cdots & -\|u_t\|^2 \\
\vdots & \vdots & \ddots & \vdots \\
-\|u_1\|^2 & \cdots & \cdots & (n-1)\|u_t\|^2
\end{bmatrix}
\gamma = \left( \text{tr}(A) - n\|u_1\|^2/\|w_1\|^2 \right) \\
\times \left( \text{tr}(A) - n\|u_t\|^2/\|w_t\|^2 \right) - \left( \text{tr}(A) - n\|u_i\|^2/\|w_i\|^2 \right).
\]
This is further equivalent to
\[
[n \text{Diag} (\text{norms}^2(U)) - e \text{norms}^2(U)^T] \gamma = (\text{tr}(A)e - n \text{norms}^2(U)/\text{norms}^2(W)),
\]
which is the system $K(U)\gamma = b(U)$ using the notation in (3.13).

Now we derive an explicit expression for the optimal $\gamma$. In order to do this, note that $K(U)$ is given as the sum of an invertible matrix, $n \text{Diag}(\text{norms}^2(U))$, and an outer product of vectors, $-e \text{norms}^2(U)^T$. By the Sherman-Morrison formula, this sum is invertible if and only if
\[
1 - \frac{1}{n} \text{norms}^2(U)^T \text{Diag}(\text{norms}^2(U))^{-1} e \neq 0.
\]
This is always true for $t < n$. Indeed, we have
\[
1 - \frac{1}{n} \text{norms}^2(U)^T \text{Diag}(\text{norms}^2(U))^{-1} e = 1 - \frac{1}{n}e^Te = 1 - \frac{t}{n} > 0.
\]
Moreover, we obtain the following expression for the inverse
\[
(\frac{1}{n} \text{Diag}(\text{norms}^2(U)) - e \text{norms}^2(U)^T)^{-1}
= \frac{1}{n} \text{Diag}(\text{norms}^2(U))^{-1} + \frac{1}{(1 - \frac{t}{n})^2 n^2} \text{Diag}(\text{norms}^2(U))^{-1} e \text{norms}^2(U)^T \text{Diag}(\text{norms}^2(U))^{-1}
= \frac{1}{n} \text{Diag}(\text{norms}^2(U)) + \frac{1}{(n-t)n} \text{Diag}(\text{norms}^2(U))ee^T.
\]
Therefore, the inverse of $K(U)$ in matrix form is given by
\[
K(U)^{-1} = \frac{1}{n} \left[ \begin{array}{cccc}
\frac{1}{\|u_1\|^2} & 0 & \cdots & 0 \\
0 & \frac{1}{\|u_2\|^2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{1}{\|u_t\|^2}
\end{array} \right] + \frac{1}{(n-t)n} \left[ \begin{array}{cccc}
\frac{1}{\|u_1\|^2} & \frac{1}{\|u_2\|^2} & \cdots & \frac{1}{\|u_t\|^2} \\
\frac{1}{\|u_2\|^2} & \frac{1}{\|u_2\|^2} & \cdots & \frac{1}{\|u_t\|^2} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{\|u_t\|^2} & \frac{1}{\|u_t\|^2} & \cdots & \frac{1}{\|u_t\|^2}
\end{array} \right].
\]
Finally, we obtain $\gamma^*$ by calculating the product $\gamma^* = K(U)^{-1}b(U)$ which yields
\[
\gamma_i^* = \frac{\text{tr}(A)\|u_i\|^2 - (n-t+1)\|u_i\|^2}{(n-t)\|u_i\|^2\|w_i\|^2} - \frac{1}{(n-t)\|u_i\|^2} \sum_{j=1, j \neq i}^t \frac{\|u_j\|^2}{\|w_j\|^2},
\]
for all $i = 1, \ldots, t$. Since $\gamma^*$ is the unique zero of the gradient of $\omega$, we conclude that it belongs to $\Omega$ and solves (3.14).
We note that the optimal $\omega$-preconditioner for the rank one update in Theorem 3.2 is obtained from (3.15) when $t = 1$. On the other hand, we can also employ the Cholesky decomposition of $A$ to derive the optimal $\omega$-preconditioner in Theorem 3.7. We state this in the following corollary.

**Corollary 3.8.** Given $A$ and $U$ as in Theorem 3.7. Let $A = LL^T$ be the Cholesky decomposition of $A$. Then, the formula for the optimal $\omega$-preconditioner $\gamma^*$ in (3.15) holds with the replacement
\[
w_i \leftarrow L^{-1}u_i, \quad i = 1, \ldots, t.
\]

*Proof.* The result follows from (3.10) in Corollary 3.4.

With the same assumptions as in Theorem 3.7, we now consider the problem of finding the optimal $\omega$-preconditioner in the box $[0, 1]^t$, i.e.,
\[
\bar{\gamma} = \arg \min_{\gamma \in [0, 1]^t} \omega(\gamma). \tag{3.20}
\]

For the rank one update ($t = 1$), Corollary 3.6 shows that the solution to (3.20) can be obtained by first computing the minimum of the unconstrained problem, whose explicit expression was given in Theorem 3.2, and then projecting onto the box constraint, which in that case was the interval $[0, 1]$. However, this simple projection can fail in general for the low rank update, as we now show in Example 3.9.

**Example 3.9** (Failure of the projection for solving the constrained problem (3.20)). Let $n = 3$, $t = 2$ and consider the following initial data for the omega minimization problem
\[
A := \begin{bmatrix} 1 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 2 \end{bmatrix} \quad \text{and} \quad U := \begin{bmatrix} \frac{1}{\sqrt{2}} & 0 \\ \frac{1}{\sqrt{2}} & 0 \\ 0 & 1 \end{bmatrix}.
\]

Then, we get the following:

- The optimal $\omega$-preconditioner from Theorem 3.7 is
\[
\gamma^* = \frac{1}{3} \begin{bmatrix} 1 \\ -1 \end{bmatrix}.
\]

This follows from (3.19).
• When projecting onto the set $[0, 1]^2$ we get the point

$$\gamma^*_p = \frac{1}{3} \begin{pmatrix} 1 \\ 0 \end{pmatrix},$$

where $\omega$ attains a value of $\omega(\gamma^*_p) = 16/(9\sqrt{5})$.

• However, the value of $\omega$ is lower at the point

$$\bar{\gamma} = \frac{1}{2} \begin{pmatrix} 1 \\ 0 \end{pmatrix},$$

since $\omega(\bar{\gamma}) = 1/3\sqrt{(2/11)^2} < 16/(9\sqrt{5})$. In fact, $\bar{\gamma}$ is the optimal $\omega$-preconditioner in $[0, 1]^2$, as we now show.

To prove the last statement, note that (3.20) can be written as the pseudoconvex program in (3.11) by setting $f := \omega : \mathbb{R}^2 \to \mathbb{R}$, $g_1(\gamma) = -\gamma_1$, $g_2(\gamma) = -\gamma_2$, $g_3(\gamma) = \gamma_1 - 1$, $g_4(\gamma) = \gamma_2 - 2$ and $\Omega$ defined as in (3.17). In particular, the only active constraint for $\bar{\gamma} = (1/2, 0)^T$ is $g_2(\gamma) = 0$, so the KKT conditions become

\[
0 = \frac{\partial \omega(\bar{\gamma})}{\partial \gamma_1}, \\
0 = \frac{\partial \omega(\bar{\gamma})}{\partial \gamma_2} - \bar{\lambda}_2,
\]

for some $\bar{\lambda}_2 \geq 0$. This can be verified by simply substituting using the expressions of the partial derivatives of $\omega$ obtained in (3.18). By Fact 3.5, we conclude that for the given data, $\bar{\gamma}$ is the solution of (3.20).

As done in the previous example, obtaining the optimal $\omega$-preconditioner in the box $[0, 1]^t$ would require obtaining a KKT point for the constrained pseudoconvex problem (3.20). This is not an easy task. To the author’s knowledge, closed formulas for this kind of box constrained minimization problems are not known even when the objective is a quadratic. Nevertheless, using the projection of $\gamma^*$ onto $[0, 1]^t$ as an approximation to $\bar{\gamma}$ appears to give good results in practice. We see this in our numerical tests in Section 4.

4 Numerical Tests

We now present tests with different choices of $\gamma$ for iteratively solving a linear system of the form $A(\gamma)x = b$. We use MATLAB’s built-in functions lsqr and cgs. We focus our attention on the case where $A(\gamma) \in S^n_{++}$ is a low rank update that appears in nonsmooth Newton methods, see Example 3.1.
4.1 Problem Generation

Specifically, we generate random instances of the linear system in the following way. We set

\[ A(\gamma) := A + \epsilon I + U^T \text{Diag}(\gamma) U, \]

where \( \epsilon \) is a random number in the interval \([10^{-7}, 10^{-9}]\), and \( A, U \) and \( b \) are chosen as follows:

- \( A \) is defined as \( A = A_0 A_0^T \) with \( A_0 \in \mathbb{R}^{r \times n} \) a normally distributed random sparse matrix of random density smaller than \( 0.5/\log(n) \) and \( r \) a random integer in the interval \([n/2+1, n-1]\).

- The rank of the update, \( t \), is randomly chosen in the interval \([2, r/2]\), and \( U \in \mathbb{R}^{n \times t} \) is a normally distributed random sparse matrix of random density smaller than \( 1/\log(n) \).

- The right hand side, \( b \), is chosen as the sum of two random vectors in the range of \( A \) and \( U \), respectively. More precisely,

\[ c = A b^1 + U b^2, \]

with \( b^1 \in \mathbb{R}^n \) and \( b^2 \in \mathbb{R}^t \) vectors randomly generated using the standard normal distribution.

As explained in Example 3.1, in this application the preconditioner \( \gamma \) is required to belong to the hypercube \([0, 1]^t\). Therefore, in our experiment we test the performance of four different choices of the preconditioner \( \gamma \):

- The zero vector (\( \gamma = 0 \)).
- The vector of ones (\( \gamma = e \)).
- Another common choice consists in setting the \( i \)th component of \( \gamma \) as

\[ \gamma_i = \min\{1, 1/\|u_i\|^2\}, \]

where we recall \( u_i \) denotes the \( i \)th column of \( U \). In order to simplify notation, we use \( \gamma = u^{-2} \) in the plots for this choice.

- The projection onto \([0, 1]^t\) of the optimal \( \omega \)-preconditioner obtained in Theorem 3.7 (\( \gamma = \gamma_p^* \)). We recall that this is not necessarily the optimal \( \omega \)-preconditioner in the set \([0, 1]^t\), i.e., it is not the solution of (3.20); but rather it is a heuristic approximation of it.
4.2 Description/Performance of Results

For each dimension choice \( n \in \{100, 200, 500, 1000, 2000\} \), we generate 10 instances of random problems (50 problems in total) and solve each one of the system with the four different choices of preconditioner, and with both \texttt{lsqr} and \texttt{cgs}. We always employ the origin as initial point for the iterative algorithms.

Tables 4.1 and 4.2 are for \texttt{lsqr} and \texttt{cgs}, respectively. The tables show the average \( \kappa \)- and \( \omega \)-condition numbers of every \( A(\gamma) \) and the average relative residual, number of iterations and time employed by \texttt{lsqr} and \texttt{cgs} to solve the system for every choice of \( \gamma \) with a tolerance of \( 10^{-12} \) or until more than 50,000 iterations are performed. Note that, both \texttt{lsqr} and \texttt{cgs} can stop before reaching the tolerance and the maximum number of iterations if two consecutive iterations are the same. This often happens for \( \gamma = 0 \). The two last columns of the tables indicate the time required for computing \( \gamma_p^* \) by making use of the spectral and the Cholesky decompositions, respectively. Regarding the difference in time, we want to mention that although obtaining the Cholesky decomposition of the positive definite matrix \( A = LL^T \) is in general more efficient than computing its eigenvalue decomposition, the computation of the optimal \( \omega \)-preconditioner in this case requires solving the system \( LW = U \), see Corollary 3.8 and (3.2). This means that, for larger dimensions, employing the spectral decomposition for computing \( \gamma^* \) is more time efficient.

We also employ performance profiles, e.g., [10], to compare the different choices of preconditioners \( \gamma \). These plots are constructed as follows. Let \( P \) denote a set of problems, and \( \Gamma := \{0, e, u^{-2}, \gamma_p^*\} \) the set of preconditioners into comparison. For each \( p \in P \) and \( \gamma \in \Gamma \) we denote as \( t_{p,\gamma} \) the measure we want to compare. In particular, we will separately consider the number of iterations and the time required for solving the system \( A(\gamma)x = b \). In the case in which we are studying the time and \( \gamma = \gamma_p^* \), the time for computing \( \gamma_p^* \), this is computing the optimal \( \omega \)-preconditioner \( \gamma^* \) and its projection onto \([0, 1]^d\) with the spectral decomposition, is also included in \( t_{p,\gamma} \), i.e.,

\[
t_{p,\gamma_p^*} = \{\text{time for solving the system } A(\gamma)x = b\} + \{\text{time for computing } \gamma_p^*\}.
\]

Then, for every problem \( p \in P \) and every \( \gamma \in \Gamma \), we define the performance ratio as

\[
r_{p,\gamma} := \begin{cases} 
\frac{t_{p,\gamma}}{\min\{t_{p,\gamma}: \gamma \in \Gamma\}} & \text{if convergence test passed,} \\
+\infty & \text{if convergence test failed.}
\end{cases}
\]

In our experiment, a convergence test passed if it succeeded in solving the linear system with the required tolerance in less than 50,000 iterations, and failed otherwise. Note that the best performing preconditioner with respect to the measure under study (time or number of iterations), say \( \tilde{\gamma} \), for problem \( p \) will have performance ratio \( r_{p,\tilde{\gamma}} = 1 \). In contrast, if the preconditioner \( \gamma \) underperforms in comparison with \( \tilde{\gamma} \), but still manages to pass the test, then

\[
r_{p,\gamma} = \frac{t_{p,\gamma}}{t_{p,\tilde{\gamma}}} > 1,
\]

is the ratio between the overall time (number of iterations) required for solving the problem \( p \) for this particular choice and the time (number of iterations) employed by \( \tilde{\gamma} \). Consequently, the larger the value of \( r_{p,\gamma} \), the worse the preconditioner \( \gamma \) performed for problem \( p \).
\[
\begin{array}{|c|c|c|c|c|c|c|c|}
\hline
n & \gamma & \kappa(A(\gamma)) & \omega(A(\gamma)) & \text{Rel. Residual} & \text{No. Iterations} & \text{Time} & T. \gamma^*_p \text{ Spec} & T. \gamma^*_p \text{ Chol} \\
\hline
100 & 0 & 5.1176e+10 & 1.3955e+04 & 6.6846e-08 & 599.70 & 0.0072 & - & - \\
& e & 6.2576e+10 & 1.5794e+03 & 8.1311e-13 & 521.80 & 0.0054 & - & - \\
& \gamma_p & 5.2773e+10 & 1.5055e+03 & 8.1212e-13 & 659.60 & 0.0059 & - & - \\
& 0 & 2.8445e+10 & 9.4045e+03 & 2.5085e-08 & 1401.50 & 0.0270 & - & - \\
& e & 3.9524e+10 & 3.1707e+02 & 8.4896e-13 & 873.10 & 0.0192 & - & - \\
& \gamma_p & 6.2576e+10 & 3.6045e+02 & 8.7180e-13 & 1703.80 & 0.0194 & - & - \\
& 0 & 1.1976e+11 & 5.3664e+03 & 6.5646e-08 & 5637.60 & 0.6599 & - & - \\
& e & 1.0145e+11 & 2.4445e+02 & 9.8921e-13 & 4815.90 & 0.6816 & - & - \\
& \gamma_p & 6.5105e+10 & 2.1025e+02 & 9.9316e-13 & 18527.30 & 0.3633 & - & - \\
& 0 & 8.5673e+11 & 1.0529e+04 & 9.3333e-08 & 2.9612 & - & - & - \\
& e & 7.4309e+11 & 2.2239e+03 & 9.8922e-13 & 7276.20 & 3.3259 & - & - \\
& \gamma_p & 7.5403e+11 & 2.4369e+03 & 9.8838e-13 & 7195.90 & 0.4960 & 0.0495 & 0.0838 \\
& 0 & 4.6865e+11 & 1.4188e+04 & 1.5624e-03 & 6044.70 & 8.4669 & - & - \\
& e & 4.7477e+11 & 2.2786e+03 & 9.9166e-13 & 10893.40 & 5.1524 & - & - \\
& \gamma_p & 5.7969e+11 & 1.9914e+03 & 9.8609e-13 & 1536.40 & 0.7630 & 0.2973 & 0.9005 \\
\hline
\end{array}
\]

Table 4.1: **LSQR**: For different dimensions \(n\), and every choice of preconditioner \(\gamma\), average \(\kappa\)- and \(\omega\)-condition numbers of \(A(\gamma)\), and average residual, number of iterations and time for solving the system \(A(\gamma) = b\) with MATLAB’s `lsqr` for the same 10 random instances of data. The last two columns gather the time for computing \(\gamma^*_p\), which includes obtaining the optimal \(\omega\)-preconditioner and subsequently projecting onto \([0, 1]^t\), with the spectral and Cholesky decomposition, respectively.
Table 4.2: CGS: For different dimensions \( n \), and every choice of preconditioner \( \gamma \), average \( \kappa \)- and \( \omega \)-condition numbers of \( A(\gamma) \), and average residual, number of iterations and time for solving the system \( A(\gamma) = b \) with MATLAB’s cgS for the same 10 random instances of data. The last two columns gather the time for computing \( \gamma^*_p \), which includes obtaining the optimal \( \omega \)-preconditioner and subsequently projecting onto \([0,1]^t\), with the spectral and Cholesky decomposition, respectively.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \gamma )</th>
<th>( \kappa(A(\gamma)) )</th>
<th>( \omega(A(\gamma)) )</th>
<th>Rel. Residual</th>
<th>No. Iterations</th>
<th>Time</th>
<th>T. ( \gamma^*_p ) Spec</th>
<th>T. ( \gamma^*_p ) Chol</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0</td>
<td>5.1176e+10</td>
<td>1.3955e+04</td>
<td>3.9280e-07</td>
<td>327.90</td>
<td>0.0036</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>e</td>
<td>6.2576e+10</td>
<td>1.5794e+03</td>
<td>5.6786e-13</td>
<td>140.90</td>
<td>0.0012</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>( u^-1 )</td>
<td>5.1860e+10</td>
<td>1.5917e+03</td>
<td>5.8033e-13</td>
<td>165.10</td>
<td>0.0014</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>( \gamma_p )</td>
<td>5.2773e+10</td>
<td>1.5055e+03</td>
<td>5.6108e-13</td>
<td>133.70</td>
<td>0.0008</td>
<td>0.0017</td>
<td>0.0007</td>
</tr>
<tr>
<td>200</td>
<td>0</td>
<td>2.8445e+10</td>
<td>9.4045e+03</td>
<td>6.1834e-07</td>
<td>533.00</td>
<td>0.0094</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>e</td>
<td>3.9524e+10</td>
<td>3.1707e+02</td>
<td>7.2098e-13</td>
<td>114.20</td>
<td>0.0023</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>( u^-2 )</td>
<td>2.6057e+10</td>
<td>3.6045e+02</td>
<td>7.1703e-13</td>
<td>188.30</td>
<td>0.0023</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>( \gamma_p )</td>
<td>2.9029e+10</td>
<td>2.9642e+02</td>
<td>7.4175e-13</td>
<td>112.20</td>
<td>0.0013</td>
<td>0.0018</td>
<td>0.0015</td>
</tr>
<tr>
<td>500</td>
<td>0</td>
<td>1.1976e+11</td>
<td>5.3064e+03</td>
<td>5.1672e-07</td>
<td>518.30</td>
<td>0.0083</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>e</td>
<td>1.0145e+11</td>
<td>2.4445e+02</td>
<td>6.8841e-13</td>
<td>215.10</td>
<td>0.0369</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>( u^-2 )</td>
<td>5.6245e+10</td>
<td>2.8308e+02</td>
<td>7.2216e-13</td>
<td>508.90</td>
<td>0.0107</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>( \gamma_p )</td>
<td>6.5105e+10</td>
<td>2.1025e+02</td>
<td>8.3652e-13</td>
<td>185.20</td>
<td>0.0038</td>
<td>0.0133</td>
<td>0.0189</td>
</tr>
<tr>
<td>1000</td>
<td>0</td>
<td>8.5673e+11</td>
<td>1.0529e+04</td>
<td>7.3646e-08</td>
<td>390.20</td>
<td>0.2322</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>e</td>
<td>7.4309e+11</td>
<td>2.2239e+02</td>
<td>7.8024e-13</td>
<td>181.60</td>
<td>0.1056</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>( u^-2 )</td>
<td>7.1303e+11</td>
<td>2.4369e+03</td>
<td>7.6439e-13</td>
<td>487.20</td>
<td>0.0249</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>( \gamma_p )</td>
<td>7.5403e+11</td>
<td>2.2234e+03</td>
<td>7.4485e-13</td>
<td>183.40</td>
<td>0.0091</td>
<td>0.0466</td>
<td>0.0818</td>
</tr>
<tr>
<td>2000</td>
<td>0</td>
<td>4.6865e+11</td>
<td>1.4188e+04</td>
<td>5.2164e-05</td>
<td>658.10</td>
<td>10.3990</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>e</td>
<td>2.0223e+12</td>
<td>2.6540e+03</td>
<td>6.8001e-13</td>
<td>123.10</td>
<td>0.5321</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>( u^-2 )</td>
<td>4.7477e+11</td>
<td>2.2786e+03</td>
<td>6.8386e-13</td>
<td>230.10</td>
<td>0.1089</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>( \gamma_p )</td>
<td>5.7969e+11</td>
<td>1.9914e+04</td>
<td>8.3978e-13</td>
<td>76.80</td>
<td>0.0404</td>
<td>0.2919</td>
<td>0.9060</td>
</tr>
</tbody>
</table>
Finally, the performance profile of $\gamma \in \Gamma$ is defined as

$$\rho_\gamma(\tau) := \frac{1}{|P|} \text{size} \{ p \in P : r_{p,\gamma} \leq \tau \},$$

where $|P|$ is the number of problems in $P$. This can be understood as the relative portion of times that the performance ratio $r_{p,\gamma}$ is within a factor of $\tau \geq 1$ of the best possible performance ratio. In particular, $\rho_\gamma(1)$ represents the number of problems where $\gamma$ is the best choice. Also, the existence of a $\tau \geq 1$ such that $\rho_\gamma(\tau) = 1$, indicates that $\gamma$ passed the convergence test for every single problem in $P$.

For the same experiment described above, we display the performance profiles, with log$_2$ scale on $\tau$, of the time and number of iterations required by $\text{lsqr}$ for solving the linear systems $A(\gamma) = b$ with the different choices of preconditioners in Figure 4.1. The same is presented for $\text{cgs}$ in Figure 4.2.

Figure 4.1: Performance profiles for the time (left) and number of iterations (right) required for solving the system $A(\gamma) = b$ with the different choices of preconditioner $\gamma$ using MATLAB’s $\text{lsqr}$.

4.3 Conclusions of the Empirics

First, we observe that the preconditioner $\gamma = 0$ was notably underperforming with respect to the other choices. In fact, it never achieves the desired tolerance. So we omit it from the discussion below. The projection of the optimal $\omega$-preconditioner onto $[0,1]^t$, this is $\gamma = \gamma_p^*$, was the best performing preconditioner, in the sense that the average time (without counting the time for computing $\gamma_p^*$) and average number of iterations by both the $\text{lsqr}$ and $\text{cgs}$ methods is lower for this choice of $\gamma$ as shown in Table 4.1 and Table 4.2, respectively. In particular, in the iterations performance plots we can observe that in almost every instance both solvers required less number of iterations when $\gamma = \gamma_p^*$. The significant improvement
on time is also clear for the \texttt{lsqr} solver, where $\gamma = \gamma_p^*$ again beats both $\gamma = e$ and $\gamma = u^{-2}$ in a large number of instances, even after taking into account the time for computing $\gamma_p^*$, see Figure 4.1 (left). However, this does not happen for \texttt{cgs}. Although in this case the average time for this solver remains better for $\gamma = \gamma_p^*$ with respect to the other two options, once we add the time for computing $\gamma_p^*$, we observe on Figure 4.2 (left) and Table 4.2, that $\gamma = u^{-2}$ requires less average total time.

We therefore conclude that the projection of the optimal $\omega$-preconditioner onto $[0, 1]^t$ is the best choice of preconditioner. However, evaluating $\gamma_p^*$ requires some additional computational cost that seems to negate the solution success in the case of \texttt{cgs}. This is not the case for \texttt{lsqr}, where $\gamma_p^*$ is definitly the best choice for $\gamma$.

We conclude that the $\omega$-condition number is a good measure for determining well- or ill-conditioned linear systems as there is a direct correspondence between the value of $\omega(A(\gamma))$ and the efficiency of the iterative methods. Actually, looking at the third and forth column in Table 4.1 and Table 4.2, the results obtained are more correlated to the $\omega$-condition number than to the $\kappa$-condition number. Specifically, a lower $\omega$-condition number appears to be a better indication of performance of the solver (in both time and number of iterations) than a lower $\kappa$-condition number. In particular, $\gamma_p^*$ which, as previously stated was significantly the best performing preconditioner, always makes $A(\gamma_p^*)$ have the smallest $\omega$-condition number, but $\kappa(A(\gamma_p^*))$ was often larger than $\kappa(A(e))$ and $\kappa(A(u^{-2}))$.

5 Conclusion

In this paper we have studied the nonclassical matrix $\omega$-condition number, i.e., the ratio of the arithmetic and geometric means of eigenvalues. We have shown that this condition
number has many properties that are advantageous over the classic $\kappa$-condition number that is the ratio of the largest to smallest eigenvalue. In particular, the differentiability of $\omega(A)$ facilitates finding optimal parameters for improving condition numbers. This was illustrated by characterizing the optimal parameters for low rank updates of positive definite matrices that arise in the context of nonsmooth Newton methods.

Moreover, the $\omega$-condition number, when compared to the classical $\kappa$-condition number, is significantly more closely correlated to reducing the number of iterations and time for iterative methods for positive definite linear systems. This matches known results that show that preconditioning for clustering of eigenvalues helps in iterative methods, i.e., using all the eigenvalues rather than just the largest and smallest is better. This is further evidenced by the empirics that show that $\omega(A)$ is a significantly better estimate of the true conditioning of a linear system, i.e., how perturbations in the data $A, b$ affect the solution $x$.

Finally, we have shown that an exact evaluation of $\omega(A)$ can be found using either the Cholesky or LU factorization. This is in contrast to the evaluation of $\kappa(A)$ that requires either a spectral decomposition or $\|A\|\|A^{-1}\|$ evaluation.

The results we presented here can be extended beyond $A$ positive definite by replacing eigenvalues with singular values in the definition of $\omega(A)$.
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