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#### Abstract

In this paper, we consider a general low-rank matrix optimization problem which is modeled by a general Schatten p-quasi-norm $(0<p<1)$ regularized matrix optimization. For this nonconvex nonsmooth and non-Lipschitz matrix optimization problem, based on the matrix p-thresholding operator, we first propose a fixed point continuation algorithm with extrapolation (FPCAe) for solving it. Secondly, we prove that any accumulation point of the iterative sequence generated by the proposed algorithm is not only a critical point but also a global stationary point of the problem, where the global stationary point possesses some global optimality which can exclude too many stationary points even some local minimizers of the nonconvex problem. We also prove the rank invariance of the iterative sequence. Thirdly, we prove the global convergence and R-linear convergence rate of the whole iterative sequence generated by the proposed algorithm under some mild conditions. Finally, we conduct a large number of numerical experiments on random square and rectangular matrix completion problem, grayscale image and three-channel image recovery problem. The numerical results illustrate that the proposed FPCAe algorithm is competitive with some state-of-the-art algorithms for low-rank matrix recovery in terms of speed, accuracy, robustness and anti-noise.
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## 1 Introduction

In the last twenty years, the low-rank matrix recovery problem has received great attention, which can be described as the recovery of unknown matrix from limited information. The low-rank matrix recovery problem arises in a wide range of fields, such as computer vision and pattern recognition [3, 21, compressed sensing [6, 8], control [14, 49], machine learning [44], and system identification [30,35,50]. The general low-rank matrix recovery problem can be modeled as finding a matrix of minimum rank that satisfies a given linear system, namely,

$$
\begin{equation*}
\min _{X \in \mathbb{R}^{m \times n}}\{\operatorname{rank}(X) \text { s.t. } \mathcal{A}(X)=b\}, \text { or } \min _{X \in \mathbb{R}^{m \times n}}\|\mathcal{A}(X)-b\|^{2}+\lambda \cdot \operatorname{rank}(X), \tag{1.1}
\end{equation*}
$$

[^0]where $\mathcal{A}: \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{d}$ with $d \ll m n$ is a linear map, and $b \in \mathbb{R}^{d}$ is a vector. A typical example of the low-rank matrix recovery problem is the matrix completion problem
\[

$$
\begin{equation*}
\min _{X \in \mathbb{R}^{m \times n}}\left\{\operatorname{rank}(X) \text { s.t. } \quad X_{i, j}=M_{i, j},(i, j) \in \Omega\right\}, \tag{1.2}
\end{equation*}
$$

\]

where $\Omega$ is a subset of index set of $X$. Problem 1.2 is non-convex, non-smooth, nonLipschitz, even discontinuous. Some researchers [15, 26, 27, 50, 52] have pointed out that (1.1) is an NP-hard problem from different perspectives. Fazel [15] first proposed a convex relaxation model to solve problem (1.1), and proved that the nuclear norm is the tightest convex envelope of rank function. The convex relaxation model can be expressed as

$$
\begin{equation*}
\min _{X \in \mathbb{R}^{m \times n}}\left\{\|X\|_{*} \text { s.t. } \mathcal{A}(X)=b\right\}, \quad \text { or } \min _{X \in \mathbb{R}^{m \times n}} \lambda\|X\|_{*}+\|\mathcal{A}(X)-b\|^{2}, \tag{1.3}
\end{equation*}
$$

where $\|X\|_{*}:=\sum_{i=1}^{\min \{m, n\}} \sigma_{i}(X), \sigma_{i}(X)$ is the $i$-th singular value of $X$. Many scholars [7,9, [48] have studied the feasibility of nuclear norm relaxation for this problem, including the exact recovery conditions and effective algorithms. The study of exact recovery conditions include null space property [39,46, 47], restricted isometry property [40,45], etc. Effective algorithms for solving problem (1.3) include semi-definite programming SDPT3 method [47], singular value thresholding algorithm [5], interior-point methods [30], fixed point and Bregman iterative methods [34], iteratively reweighted algorithm [16], proximal point algorithm [29], alternating direction methods [10], linearized augmented Lagrangian [56], alternating direction methods 56 and so on. In order to accelerate the convergence of the iterations, some accelerate technique have been adopted for such convex optimization problems, dating back to Polyak's heavy ball method [43, Nesterov's extrapolation techniques [36, 37,51]. A representative algorithm that combines these techniques is the accelerated proximal gradient with linesearch-like acceleration strategy (APGL) algorithm 51. We know that the function values generated by APGL converges at a rate of $\mathcal{O}\left(\frac{1}{k^{2}}\right)$, which is faster than the $\mathcal{O}\left(\frac{1}{k}\right)$ convergence rate of the proximal gradient algorithm.

However, some strict conditions are required to successfully and accurately recover lowrank matrix through nuclear norm. In addition, the nuclear norm convex relaxation model may generate the matrix with a rank much higher than the real rank, and cannot recover the low-rank targets from the minimum measurements. After all, the rank function may not be approximated very well by the nuclear norm since the former is nonconvex but the latter is convex. Hence, many researchers began using some non-convex relaxations of the rank function [23, 28, 31, 32, 38, 41, 50, 60, 62, among which the matrix Schatten p-quasi-norm with $0<p<1$ has been studied by many researchers [22, 23, 28, 31, 32, 38, 41, 61]. The results show that the matrix Schatten p-quasi-norm provides better results from theory and practice than the standard nuclear norm relaxation. The matrix Schatten p-quasi-norm relaxation model for problem (1.1) is given as

$$
\begin{equation*}
\min _{X \in \mathbb{R}^{m \times n}}\left\{\|X\|_{p}^{p} \text { s.t. } \mathcal{A}(X)=b\right\}, \text { or } \min _{X \in \mathbb{R}^{m \times n}} \lambda\|X\|_{p}^{p}+\|\mathcal{A}(X)-b\|^{2}, \tag{1.4}
\end{equation*}
$$

where $\|X\|_{p}:=\left(\sum_{i=1}^{\min \{m, n\}} \sigma_{i}^{p}(X)\right)^{1 / p}$ is the Schatten p-quasi-norm of matrix $X$.
In this paper, we consider a more general Schatten p-quasi-norm regularized matrix optimization problem:

$$
\begin{equation*}
\min _{X \in \mathbb{R}^{m \times n}} f_{\lambda}(X):=\theta(X)+\lambda\|X\|_{p}^{p}, \tag{1.5}
\end{equation*}
$$

where $\lambda>0$ is a regularization parameter, $\theta: \mathbb{R}^{m \times n} \rightarrow \mathbb{R}$ is bounded from below and is a smooth convex function with $L$-Lipschitz continuous gradient in $\mathbb{R}^{m \times n}$, i.e.,

$$
\|\nabla \theta(X)-\nabla \theta(Y)\| \leq L\|X-Y\|_{F}
$$

Many numerical results [28, 31, 32,41,61 have shown that the solutions of nonconvex problem (1.4) are of lower rank than the solutions of convex problem (1.3), and the same low-rank solution can be obtained at a lower sampling rate by the former. Therefore, problem (1.5) has been studied extensively in recent years. Let's briefly review some of them. Reference [11] showed that even if problem (1.5) degenerates to the vector case, it is still strongly NPhard. The optimality conditions for problem (1.5) have been analyzed in [32,41,61, and several different lower bound estimations for nonzero singular values of the solution matrices of probelm (1.5) have been obtained. The exact recovery condition has been analyzed in [22,23] and the estimation of error bounds for the recovery matrices has been established. In addition, many algorithms for solving problem (1.5) or its variants have been proposed, including truncated iteratively reweighted unconstrained $\ell_{p}$ minimization algorithm [16, 23, [32], majorization minimization method [33], smoothing majorization method [31], fixed point continuation algorithms [41,42], and singular value p-shrinkage thresholding algorithm [28], inexact accelerated proximal gradient algorithm [50], proximal linearization method [61], etc. However, almost all of these works [16, 23, 28, 31, 32, 41, 42, 50, 55, 60] only obtained the subsequential convergence of the algorithms to some stationary/critical points. Although the whole sequence convergence of the algorithms were discussed in [58, 61, the convergence rate is not investigated.

The main purpose of this paper is to exploit the extrapolation technique to accelerate the fixed point continuation algorithm for problem (1.5), and more importantly, to provide a deep analysis for the global whole sequence convergence and fast convergence rate of the proposed algorithm under some mild conditions.

The main contributions of this paper are as follows.
(i) For the nonconvex nonsmooth and non-Lipschitz matrix optimization problem (1.5), based on the matrix p-thresholding operator, we first propose a fixed point continuation algorithm with extrapolation (FPCAe) for solving it.
(iii) Prove that any accumulation point of the iterative sequence generated by the proposed algorithm is not only a critical point but also a global stationary point of the problem, where the global stationary point possesses some global optimality which can exclude too many stationary points even some local minimizers of the nonconvex problem. The rank invariance of the iterative sequence is also proved.
(iii) Analyze the global convergence and R-linear convergence rate of the whole iterative sequence generated by the proposed algorithm under the assumption of Kurdyka-Łojasiewicz (KL) property.
(iv) Conduct a large number of numerical experiments on random square and rectangular matrix completion problem, grayscale image and three-channel image recovery problem to demonstrate the efficiency of the proposed FPCAe algorithm.

The structure of the remaining part of this paper is as follows. Section 2 mainly introduces some notations and preliminaries. Section 3 gives the scheme of the proposed algorithm and its convergence analysis including the subsequential convergence, the whole sequence convergence and the convergence rate. Section 4 exhibits the numerical results on simulated data and real data for low matrix recovery problem. The last section is a brief conclusion.

## 2 Notations and preliminaries

For an extended-real-valued function $h: \mathbb{R}^{m \times n} \rightarrow[-\infty, \infty]$, and denote its domain by dom $h=\left\{X \in \mathbb{R}^{m \times n}: h(X)<\infty\right\}$. The function $h$ is said to be proper if its value is not equal to $-\infty$ and $\operatorname{dom} h \neq \varnothing$, and is said to be closed if it is lower semicontinuous.

For any proper closed function $h: \mathbb{R}^{m \times n} \rightarrow \mathbb{R} \bigcup\{\infty\}$, the (limiting) subdifferential [24, [48] of $h$ at $X \in \operatorname{dom} h$ is written as

$$
\partial h(X):=\left\{\nu \in \mathbb{R}^{m \times n}: \exists X^{k} \xrightarrow[\rightarrow]{h} X, \nu^{k} \rightarrow \nu \text { with } \nu^{k} \in \widehat{\partial} h\left(X^{k}\right) \text { for all } \mathrm{k}\right\},
$$

where $\widehat{\partial} h(Z)$ denotes the Fréchet subdifferential of $h$ at $Z \in \operatorname{dom} h$, which is defined as

$$
\widehat{\partial} h(Z):=\left\{\nu \in \mathbb{R}^{m \times n}: \operatorname{liminin}_{Y \neq Z, Y \rightarrow Z} \frac{h(Y)-h(Z)-\langle\nu, Y-Z\rangle}{\|Y-Z\|} \geq 0\right\}
$$

and $X^{k} \xrightarrow{h} X$ means $X^{k} \rightarrow X$ and $h\left(X^{k}\right) \rightarrow h(X)$.
It is known from [48] that if $h$ is convex, then the subdifferential of $h$ can be expressed as

$$
\partial h(X)=\left\{\nu \in \mathbb{R}^{m \times n}: h(Y)-h(X)-\langle\nu, Y-X\rangle \geq 0 \text { for each } Y \in \mathbb{R}^{m \times n}\right\} .
$$

If $h$ is continuously differentiable, then $\partial h(X)=\{\nabla h(X)\}$, which is a singleton of the gradient of $h$, see [48. Denote dom $\partial h:=\left\{X \in \mathbb{R}^{m \times n}: \partial h(X) \neq \varnothing\right\}$.

In the following part of this section, we provide some useful lemmas needed in the later analysis.

Lemma 2.1 [19, [20] For any two matrices $A \in \mathbb{R}^{m \times n}$ and $B \in \mathbb{R}^{m \times n}$, it holds

$$
\|\sigma(A)-\sigma(B)\|_{2}^{2} \leq\|A-B\|_{F}^{2},
$$

where $\sigma(A)=\left(\sigma_{1}(A), \cdots, \sigma_{\min (m, n)}(A)\right)^{\top}$ is the singular value vectors of the matrix $A$ arranged in non-increasing order, that is, $\sigma_{1}(A) \geq \cdots \geq \sigma_{\min (m, n)}(A)$.

The following lemma can be found in [41, Lemma 2.1], which provides the p-thresholding function (or proximal operator) for the function $|x|^{p}$. One can refer to [12, 50, 63] for more properties of the p-thresholhing function.

Lemma 2.2 [41] Let $\tau>0,0<p<1$. Define

$$
\begin{equation*}
h_{\tau}(t):=\operatorname{Arg} \min _{x \geq 0} x^{p}+\frac{1}{2 \tau}(x-t)^{2}, \quad t \in \mathbb{R} . \tag{2.1}
\end{equation*}
$$

Then

$$
h_{\tau}(t):= \begin{cases}h_{\tau, p}(t), & \text { if } t>t^{*},  \tag{2.2}\\ \left\{[2 \tau(1-p)]^{1 /(2-p)}, 0\right\}, & \text { if } t=t^{*}, \\ 0, & \text { if } t<t^{*},\end{cases}
$$

where $t^{*}=\frac{2-p}{2(1-p)}[2 \tau(1-p)]^{1 /(2-p)}$, and $h_{\tau, p}(t)$ is the unique root in $(\bar{x},+\infty)$ of the following equation:

$$
\begin{equation*}
p \tau x^{p-1}+x-t=0 \tag{2.3}
\end{equation*}
$$

where $\bar{x}=[\tau(1-p)]^{1 /(2-p)}>0$, and $h_{\tau, p}(t)$ is differentiable and strictly increasing on $\left[t^{*},+\infty\right)$.

As mentioned in [41], equation (2.3) has a unique root in $(\bar{x},+\infty)$, so $h_{\tau, p}(t)$ can be simply calculated by the Newton method

$$
x_{k+1}=x_{k}-\frac{p \tau x_{k}^{p-1}+x_{k}-t}{p(p-1) \tau x_{k}^{p-2}+1}
$$

with the initial point $x_{0}=1.5 \bar{x}$.
Since $h_{\tau}(t)$ has two values when $t=t^{*}$, then $h_{\tau}: \mathbb{R} \rightrightarrows \mathbb{R}_{+}$is essentially a set-valued mapping, which is called p -thresholding function.

Proposition 2.3 ( $h_{\tau}(\cdot)$ is monotone) The p-thresholding function $h_{\tau}(\cdot)$ is monotone, i.e., for any $y_{i}^{*} \in h_{\tau}\left(\omega_{i}\right), i=1,2$, it holds $y_{1}^{*} \geq y_{2}^{*}$ whenever $\omega_{1}>\omega_{2}$.
Proof Since $x^{p}$ is lower bounded and $\lim _{x \rightarrow+\infty} x^{p}=+\infty$, the solution $h_{\tau}(t)$ of problem (2.1) is finite. By the optimality of problem (2.1) and $y_{i}^{*} \in h_{\tau}\left(\omega_{i}\right), i=1,2$, we have

$$
\begin{align*}
& \left(y_{2}^{*}\right)^{p}+\frac{1}{2 \tau}\left(y_{2}^{*}-\omega_{1}\right)^{2} \geq\left(y_{1}^{*}\right)^{p}+\frac{1}{2 \tau}\left(y_{1}^{*}-\omega_{1}\right)^{2},  \tag{2.4}\\
& \left(y_{1}^{*}\right)^{p}+\frac{1}{2 \tau}\left(y_{1}^{*}-\omega_{2}\right)^{2} \geq\left(y_{2}^{*}\right)^{p}+\frac{1}{2 \tau}\left(y_{2}^{*}-\omega_{2}\right)^{2} . \tag{2.5}
\end{align*}
$$

Summing (2.4) and (2.5), we obtain $\left(y_{1}^{*}-y_{2}^{*}\right) \cdot\left(\omega_{1}-\omega_{2}\right) \geq 0$.
The following lemma provides the proximal operator of the matrix Schatten p-quasi-norm $\|X\|_{p}^{p}$, which is called matrix p-thresholding operator in [41.
Lemma 2.4 [41] Let $\tau>0,0<p<1$. Suppose $Y \in \mathbb{R}^{m \times n}$ of rank $r$ admits a singular value decomposition (SVD) as

$$
Y=U \operatorname{Diag}(\sigma) V^{\top},
$$

where $U$ and $V$ are, respectively $m \times r$ and $n \times r$ matrices with orthonormal columns, and the vector $\sigma=\left(\sigma_{1}, \cdots, \sigma_{r}\right)^{\top}$ consists of positive singular values of $Y$ arranged in non-increasing order (unless specified otherwise, we will always suppose the SVD of a matrix is given in this reduced form). Then $H_{\tau}(Y):=U \operatorname{Diag}\left(h_{\tau}\left(\sigma_{1}\right), \cdots, h_{\tau}\left(\sigma_{r}\right)\right) V^{\top}$ is the proximal operator of the matrix Schatten p-quasi-norm $\|X\|_{p}^{p}$, that is,

$$
H_{\tau}(Y)=\operatorname{Arg} \min _{X \in \mathbb{R}^{m \times n}}\|X\|_{p}^{p}+\frac{1}{2 \tau}\|X-Y\|_{F}^{2} .
$$

$H_{\tau}(Y)$ is called matrix $p$-thresholding operator.
From [48, Theorem 10.1], the necessary optimality condition of problem (1.5) at the local minimizer $X^{*}$ is given by $0 \in \partial f_{\lambda}\left(X^{*}\right)=\nabla \theta\left(X^{*}\right)+\partial\left(\lambda\left\|X^{*}\right\|_{p}^{p}\right)$.
Definition 2.5 $X^{*} \in \mathbb{R}^{m \times n}$ is a critical point of problem (1.5) if

$$
\begin{equation*}
0 \in \partial f_{\lambda}\left(X^{*}\right)=\nabla \theta\left(X^{*}\right)+\partial\left(\lambda\left\|X^{*}\right\|_{p}^{p}\right) . \tag{2.6}
\end{equation*}
$$

From [41, Theorem 2.5], the necessary optimality condition of problem (1.5) at the global minimizer $X^{*}$ is described as $X^{*} \in H_{\lambda \mu}\left(X^{*}-\mu \nabla \theta\left(X^{*}\right)\right)$ for some $0<\mu<\frac{1}{L}$.
Definition 2.6 $X^{*} \in \mathbb{R}^{m \times n}$ is called a global stationary point of problem (1.5) if there exists $0<\mu<\frac{1}{L}$ such that

$$
\begin{equation*}
X^{*} \in H_{\lambda \mu}\left(X^{*}-\mu \nabla \theta\left(X^{*}\right)\right), \tag{2.7}
\end{equation*}
$$

where $L$ is the Lipschitz constant of $\nabla \theta(\cdot)$.

We now recall the Kurdyka-Łojasiewicz (KL) property, which can be satisfied by many functions, such as proper closed semialgebraic functions, and which plays an important role in global convergence analysis and convergence rate of some first-order methods, see, for example [1, $2,4,454,[57,59,61]$.
Definition 2.7 (K£ property) A proper closed function $h$ is said to satisfy the KE property at $\bar{X} \in \operatorname{dom} \partial h$, if there exist $a \in(0, \infty]$, a neighborhood $\mathcal{U}$ of $\bar{X}$, and a continuous and concave function $\psi:[0, a) \rightarrow \mathbb{R}_{+}$such that
(i) $\psi$ is continuously differentiable in $(0, a)$ with $\psi(0)=0$ and $\psi^{\prime}(t)>0$ for all $t \in(0, a)$;
(ii) For any $X \in \mathcal{U}$ with $h(\bar{X})<h(X)<h(\bar{X})+a$, it holds

$$
\psi^{\prime}(h(X)-h(\bar{X})) \operatorname{dist}(0, \partial h(X)) \geq 1 .
$$

A proper closed function $h$ is called a $K E$ function if it satisfies the $K E$ property at all points in dom $\partial h$.
Lemma 2.8 [4] (Uniformized Kも property) Suppose that $h$ is a proper closed function and let $\Gamma$ be a compact set. If $h$ is a constant on $\Gamma$ and satisfies the $K E$ property at each point of $\Gamma$, then there exist $\epsilon>0, a>0$ and a continuous and concave function $\psi:[0, a) \rightarrow \mathbb{R}_{+}$ such that
(i) $\psi$ is continuously differentiable in $(0, a)$ with $\psi(0)=0$ and $\psi^{\prime}(t)>0$ for all $t \in(0, a)$;
(ii) For any $\bar{X} \in \Gamma$ and any $X \in \mathcal{U}$ with $\operatorname{dist}(X, \Gamma)<\epsilon$ and $h(\bar{X})<h(X)<h(\bar{X})+a$, it holds

$$
\begin{equation*}
\psi^{\prime}(h(X)-h(\bar{X})) \operatorname{dist}(0, \partial h(X)) \geq 1 . \tag{2.8}
\end{equation*}
$$

## 3 FPCAe algorithm for problem (1.5) and its convergence analysis

In this section, we first present a fixed point algorithm with extrapolation (FPe algorithm) for solving problem (1.5). Secondly, we analyze the global subsequential convergence of the FPe algorithm. Thirdly, we analyze the global whole sequence convergence and convergence rate of the FPe algorithm under KŁ property. Finally, two acceleration technologies, i.e. the continuation of the parameter and the approximate SVD, are employed to the FPe algorithm to get the FPCAe algorithm.

### 3.1 Scheme of FPe algorithm for problem (1.5)

In order to analyze and solve problem (1.5), we need an auxiliary function. Define

$$
Q_{\lambda, \mu}(X, Y):=\theta(Y)+\langle\nabla \theta(Y), X-Y\rangle+\frac{1}{2 \mu}\|X-Y\|_{F}^{2}+\lambda\|X\|_{p}^{p}
$$

Note that it holds $f_{\lambda}(X)=Q_{\lambda, \mu}(X, X)$ for all $X \in \mathbb{R}^{m \times n}$.
The main iteration of FPe for problem (1.5) is as below. Suppose $X^{k-1}$ and $X^{k}$ have been obtained, let $Y^{k}=X^{k}+\beta_{k}\left(X^{k}-X^{k-1}\right)$, where $\beta_{k}>0$ is an extrapolation coefficient, then $X^{k+1}$ is generated by solving problem $\min _{X} Q_{\lambda, \mu}\left(X, Y^{k}\right)$, that is,

$$
\begin{align*}
X^{k+1} & \in \operatorname{Arg} \min _{X \in \mathbb{R}^{m \times n}} Q_{\lambda, \mu}\left(X, Y^{k}\right) \\
& =\operatorname{Arg} \min _{X \in \mathbb{R}^{m \times n}} \frac{1}{2 \mu} \| X-\left(Y^{k}-\mu \nabla \theta\left(Y^{k}\right)\left\|_{F}^{2}+\lambda\right\| X \|_{p}^{p}\right.  \tag{3.1}\\
& =H_{\lambda \mu}\left(Y^{k}-\mu \nabla \theta\left(Y^{k}\right)\right) .
\end{align*}
$$

The detailed scheme of FPe algorithm for problem (1.5) is in Algorithm 1.

Algorithm 1 FPe algorithm for problem (1.5)
For the given parameter $\lambda>0$, select a nonnegative sequence $\left\{\beta_{k}\right\}$;
Initialize: Take $X^{-1}=X^{0} \in \mathbb{R}^{m \times n}$, and set $k=0$;
Step1. Compute $Y^{k}$ by

$$
\begin{equation*}
Y^{k}=X^{k}+\beta_{k}\left(X^{k}-X^{k-1}\right) \tag{3.2}
\end{equation*}
$$

Step2. Compute $G^{k}$ by $G^{k}=Y^{k}-\mu \nabla \theta\left(Y^{k}\right)$ and its SVD:

$$
\begin{equation*}
G_{k}=U^{k} \operatorname{Diag}\left(\sigma^{k}\right)\left(V^{k}\right)^{T} \tag{3.3}
\end{equation*}
$$

Step3. Compute $X^{k+1}$ by

$$
\begin{align*}
X^{k+1} & =U^{k} \operatorname{Diag}\left(h_{\lambda \mu}\left(\sigma_{1}^{k}\right), \ldots, h_{\lambda \mu}\left(\sigma_{\min \{m, n\}}^{k}\right)\right)\left(V^{k}\right)^{T}  \tag{3.4}\\
& \in H_{\lambda \mu}\left(Y^{k}-\mu \nabla \theta\left(Y^{k}\right)\right)
\end{align*}
$$

Step4. If some stop criteria is attained, let $X^{*}=X^{k+1}$;
Otherwise, let $k:=k+1$ and return to Step 1.
Output: $X^{*}, r^{*}=\operatorname{rank}\left(X^{*}\right)$.

### 3.2 Global subsequential convergence of Algorithm 1

In this subsection, we give the general convergence results of Algorithm 1 for problem (1.5). For convenience, we first define the following auxiliary function and quantity

$$
\begin{align*}
\Phi_{\rho}(X, Y) & :=f_{\lambda}(X)+\rho\|X-Y\|_{F}^{2}  \tag{3.5}\\
\Phi_{k, \rho} & :=\Phi_{\rho}\left(X^{k}, X^{k-1}\right) \tag{3.6}
\end{align*}
$$

where $\rho>0$ is a parameter.
In the following discussion, we always suppose the parameters $\left\{\alpha, \beta_{k}, L, \mu, \rho\right\}$ satisfy the following conditions:

- $0<\alpha<1, \quad 0<\mu L<1, \quad 0<\beta_{k} \leq \gamma:=\sqrt{\frac{\alpha(1-\alpha)(1-\mu L)}{1-(1-\alpha) \mu L}}$;
- $\frac{\gamma^{2}}{2}\left(L+\frac{1}{\alpha}\left(\frac{1}{\mu}-L\right)\right)<\rho \leq \frac{1}{2}\left(\frac{1}{\mu}-L\right)(1-\alpha)$.

Lemma 3.1 Let $\left\{X^{k}\right\}$ be a sequence generated by Algorithm 1, then

$$
\begin{align*}
\Phi_{k+1, \rho}-\Phi_{k, \rho} \leq & {\left[\frac{\beta_{k}^{2}}{2}\left(L+\frac{1}{\alpha}\left(\frac{1}{\mu}-L\right)\right)-\rho\right]\left\|X^{k}-X^{k-1}\right\|_{F}^{2} } \\
& -\left[\frac{1}{2}\left(\frac{1}{\mu}-L\right)(1-\alpha)-\rho\right]\left\|X^{k+1}-X^{k}\right\|_{F}^{2} \tag{3.9}
\end{align*}
$$

Proof Since $\nabla \theta$ is Lipschitz continuous with modulus $L>0$ as well as (3.1), we have

$$
\begin{align*}
f_{\lambda}\left(X^{k+1}\right)= & \lambda\left\|X^{k+1}\right\|_{p}^{p}+\theta\left(X^{k+1}\right) \\
\leq & \lambda\left\|X^{k+1}\right\|_{p}^{p}+\theta\left(Y^{k}\right)+\left\langle\nabla \theta\left(Y^{k}\right), X^{k+1}-Y^{k}\right\rangle+\frac{L}{2}\left\|X^{k+1}-Y^{k}\right\|_{F}^{2} \\
= & \lambda\left\|X^{k+1}\right\|_{p}^{p}+\theta\left(Y^{k}\right)+\left\langle\nabla \theta\left(Y^{k}\right), X^{k+1}-Y^{k}\right\rangle+\frac{1}{2 \mu}\left\|X^{k+1}-Y^{k}\right\|_{F}^{2} \\
& +\frac{1}{2}\left(L-\frac{1}{\mu}\right)\left\|X^{k+1}-Y^{k}\right\|_{F}^{2} \\
\leq & \lambda\left\|X^{k}\right\|_{p}^{p}+\theta\left(Y^{k}\right)+\left\langle\nabla \theta\left(Y^{k}\right), X^{k}-Y^{k}\right\rangle+\frac{1}{2 \mu}\left\|X^{k}-Y^{k}\right\|_{F}^{2} \\
& +\frac{1}{2}\left(L-\frac{1}{\mu}\right)\left\|X^{k+1}-Y^{k}\right\|_{F}^{2} \tag{3.10}
\end{align*}
$$

Due to the convexity of $\theta$, we have

$$
\begin{equation*}
\theta\left(Y^{k}\right)+\left\langle\nabla \theta\left(Y^{k}\right), X^{k}-Y^{k}\right\rangle \leq \theta\left(X^{k}\right) \tag{3.11}
\end{equation*}
$$

From (3.10), 3.11 and the definition of $Y^{k}$, we obtain immediately that

$$
\begin{align*}
& f_{\lambda}\left(X^{k+1}\right)-f_{\lambda}\left(X^{k}\right) \\
\leq & \frac{1}{2 \mu}\left\|X^{k}-Y^{k}\right\|_{F}^{2}-\frac{1}{2}\left(\frac{1}{\mu}-L\right)\left\|X^{k+1}-Y^{k}\right\|_{F}^{2} \\
= & \frac{1}{2 \mu} \beta_{k}^{2}\left\|X^{k}-X^{k-1}\right\|_{F}^{2}-\frac{1}{2}\left(\frac{1}{\mu}-L\right)\left\|X^{k+1}-X^{k}-\beta_{k}\left(X^{k}-X^{k-1}\right)\right\|_{F}^{2} \\
= & \frac{L}{2} \beta_{k}^{2}\left\|X^{k}-X^{k-1}\right\|_{F}^{2}-\frac{1}{2}\left(\frac{1}{\mu}-L\right)\left\|X^{k+1}-X^{k}\right\|_{F}^{2} \\
& +\left(\frac{1}{\mu}-L\right)\left\langle X^{k+1}-X^{k}, \beta_{k}\left(X^{k}-X^{k-1}\right)\right\rangle \tag{3.12}
\end{align*}
$$

Moreover, for any $\alpha>0$, it holds from the inequality $a b \leq \frac{\alpha}{2} a^{2}+\frac{1}{2 \alpha} b^{2}$ that

$$
\begin{equation*}
\left\langle X^{k+1}-X^{k}, \beta_{k}\left(X^{k}-X^{k-1}\right)\right\rangle \leq \frac{\alpha}{2}\left\|X^{k+1}-X^{k}\right\|_{F}^{2}+\frac{1}{2 \alpha} \beta_{k}^{2}\left\|X^{k}-X^{k-1}\right\|_{F}^{2} \tag{3.13}
\end{equation*}
$$

Summing (3.12) and (3.13), we get that

$$
\begin{align*}
& f_{\lambda}\left(X^{k+1}\right)-f_{\lambda}\left(X^{k}\right) \\
\leq & \frac{L}{2} \beta_{k}^{2}\left\|X^{k}-X^{k-1}\right\|_{F}^{2}-\frac{1}{2}\left(\frac{1}{\mu}-L\right)\left\|X^{k+1}-X^{k}\right\|_{F}^{2} \\
& +\frac{\alpha}{2}\left(\frac{1}{\mu}-L\right)\left\|X^{k+1}-X^{k}\right\|_{F}^{2}+\frac{1}{2 \alpha}\left(\frac{1}{\mu}-L\right) \beta_{k}^{2}\left\|X^{k}-X^{k-1}\right\|_{F}^{2} \\
= & \frac{\beta_{k}^{2}}{2}\left(L+\frac{1}{\alpha}\left(\frac{1}{\mu}-L\right)\right)\left\|X^{k}-X^{k-1}\right\|_{F}^{2}-\frac{1}{2}\left(\frac{1}{\mu}-L\right)(1-\alpha)\left\|X^{k+1}-X^{k}\right\|_{F}^{2} \tag{3.14}
\end{align*}
$$

By (3.14) and the definition of $\Phi_{k, \rho}$ in (3.6), we obtain

$$
\begin{aligned}
& \Phi_{k+1, \rho}-\Phi_{k, \rho} \\
= & f_{\lambda}\left(X^{k+1}\right)+\rho\left\|X^{k+1}-X^{k}\right\|_{F}^{2}-f_{\lambda}\left(X^{k}\right)-\rho\left\|X^{k}-X^{k-1}\right\|_{F}^{2} \\
\leq & \frac{\beta_{k}^{2}}{2}\left(L+\frac{1}{\alpha}\left(\frac{1}{\mu}-L\right)\right)\left\|X^{k}-X^{k-1}\right\|_{F}^{2}-\frac{1}{2}\left(\frac{1}{\mu}-L\right)(1-\alpha)\left\|X^{k+1}-X^{k}\right\|_{F}^{2} \\
& +\rho\left\|X^{k+1}-X^{k}\right\|_{F}^{2}-\rho\left\|X^{k}-X^{k-1}\right\|_{F}^{2} \\
= & {\left[\frac{\beta_{k}^{2}}{2}\left(L+\frac{1}{\alpha}\left(\frac{1}{\mu}-L\right)\right)-\rho\right]\left\|X^{k}-X^{k-1}\right\|_{F}^{2}-\left[\frac{1}{2}\left(\frac{1}{\mu}-L\right)(1-\alpha)-\rho\right]\left\|X^{k+1}-X^{k}\right\|_{F}^{2} }
\end{aligned}
$$

This completes the proof.
Lemma 3.2 Let $\left\{X^{k}\right\}$ be a sequence generated by Algorithm 1, then the following statements hold.
(i) The sequence $\left\{\Phi_{k, \rho}\right\}$ is non-increasing and convergent. Moreover,

$$
\begin{equation*}
\Phi_{k+1, \rho}-\Phi_{k, \rho} \leq\left[\frac{\beta_{k}^{2}}{2}\left(L+\frac{1}{\alpha}\left(\frac{1}{\mu}-L\right)\right)-\rho\right]\left\|X^{k}-X^{k-1}\right\|_{F}^{2} \tag{3.15}
\end{equation*}
$$

(ii) $\sum_{k=0}^{\infty}\left\|X^{k+1}-X^{k}\right\|_{F}^{2}<\infty$.

Proof (i) From conditions (3.7) and (3.8), we have

$$
\begin{equation*}
\left[\frac{\beta_{k}^{2}}{2}\left(L+\frac{1}{\alpha}\left(\frac{1}{\mu}-L\right)\right)-\rho\right]<0 \text { and }\left[\frac{1}{2}\left(\frac{1}{\mu}-L\right)(1-\alpha)-\rho\right] \geq 0 \tag{3.16}
\end{equation*}
$$

Then from Lemma 3.1, we get

$$
\Phi_{k+1, \rho}-\Phi_{k, \rho} \leq 0
$$

which means that $\left\{\Phi_{k, \rho}\right\}$ is non-increasing. Since $\theta(\cdot)$ and $\|\cdot\|_{p}^{p}$ are both bounded from below, we know that $\left\{f_{\lambda}\left(X^{k}\right)\right\}$ and $\left\{\Phi_{k, \rho}\right\}$ are both bounded from below, and then $\left\{\Phi_{k, \rho}\right\}$ is convergent.
(ii) From Lemma 3.1 and 3.16 , we obtain

$$
\begin{equation*}
0 \leq\left[\rho-\frac{\beta_{k}^{2}}{2}\left(L+\frac{1}{\alpha}\left(\frac{1}{\mu}-L\right)\right)\right]\left\|X^{k}-X^{k-1}\right\|_{F}^{2} \leq \Phi_{k, \rho}-\Phi_{k+1, \rho} \tag{3.17}
\end{equation*}
$$

Summing both sides of 3.17 for $k$ from 0 to $N$, we have

$$
\begin{aligned}
0 & \leq \sum_{k=0}^{N}\left[\rho-\frac{\beta_{k}^{2}}{2}\left(L+\frac{1}{\alpha}\left(\frac{1}{\mu}-L\right)\right)\right]\left\|X^{k}-X^{k-1}\right\|_{F}^{2} \\
& \leq \sum_{k=0}^{N}\left(\Phi_{k, \rho}-\Phi_{k+1, \rho}\right)=\Phi_{0, \rho}-\Phi_{N+1, \rho}
\end{aligned}
$$

Let $N \rightarrow \infty$, then the convergence of $\left\{\Phi_{k, \rho}\right\}$ implies that

$$
\begin{equation*}
\sum_{k=0}^{\infty}\left[\rho-\frac{\beta_{k}^{2}}{2}\left(L+\frac{1}{\alpha}\left(\frac{1}{\mu}-L\right)\right)\right]\left\|X^{k}-X^{k-1}\right\|_{F}^{2}<\infty \tag{3.18}
\end{equation*}
$$

Conditions (3.7) and (3.8) yield that

$$
\left[\rho-\frac{\beta_{k}^{2}}{2}\left(L+\frac{1}{\alpha}\left(\frac{1}{\mu}-L\right)\right)\right] \geq\left[\rho-\frac{\gamma^{2}}{2}\left(L+\frac{1}{\alpha}\left(\frac{1}{\mu}-L\right)\right)\right]>0 .
$$

Hence, from (3.18), we get $\sum_{k=0}^{\infty}\left\|X^{k+1}-X^{k}\right\|_{F}^{2}<\infty$.
Theorem 3.3 (Global subsequential convergence) Let $\left\{X^{k}\right\}$ be a sequence generated by Algorithm 1. Then the following statements hold.
(i) The sequence $\left\{X^{k}\right\}$ is bounded;
(ii) Any accumulation point of $\left\{X^{k}\right\}$ is both a critical point and a global stationary point of problem (1.5).
(iii) There exists a constant $\Phi^{*}$ such that $f_{\lambda}\left(X^{*}\right) \equiv \Phi\left(X^{*}, X^{*}\right) \equiv \Phi^{*}$ for any accumulation point $X^{*}$ of $\left\{X^{k}\right\}$.

Proof (i) By the definition of $\Phi_{k, \rho}$ 3.6), we have

$$
\begin{aligned}
\Phi_{k, \frac{1}{2}\left(\frac{1}{\mu}-L\right)(1-\alpha)} & =\Phi_{k, \frac{1}{2}\left(\frac{1}{\mu}-L\right)(1-\alpha)}\left(X^{k}, X^{k-1}\right) \\
& =f_{\lambda}\left(X^{k}\right)+\frac{1}{2}\left(\frac{1}{\mu}-L\right)(1-\alpha)\left\|X^{k}-X^{k-1}\right\|_{F}^{2} .
\end{aligned}
$$

Since $\left\{\Phi_{k, \frac{1}{2}\left(\frac{1}{\mu}-L\right)(1-\alpha)}\right\}$ is non-increasing and $X^{-1}=X^{0}$ as well as condition (3.7), then

$$
f_{\lambda}\left(X^{k}\right) \leq \Phi_{k, \frac{1}{2}\left(\frac{1}{\mu}-L\right)(1-\alpha)}\left(X^{k}, X^{k-1}\right) \leq \Phi_{0, \frac{1}{2}\left(\frac{1}{\mu}-L\right)(1-\alpha)}\left(X^{0}, X^{-1}\right)=f_{\lambda}\left(X^{0}\right)
$$

That is, $\left\{X^{k}\right\} \subset\left\{X: f_{\lambda}\left(X^{k}\right) \leq f_{\lambda}\left(X^{0}\right)\right\}$. By the lower boundedness of $\theta(\cdot)$, we have

$$
\lim _{\|X\| \rightarrow \infty} f_{\lambda}(X) \geq \inf \theta(X)+\lim _{\|X\| \rightarrow \infty} \lambda\|X\|_{p}^{p}=\infty
$$

Consequently, both $\left\{X: f_{\lambda}\left(X^{k}\right) \leq f_{\lambda}\left(X^{0}\right)\right\}$ and $\left\{X^{k}\right\}$ are bounded.
(ii) Let $X^{*}$ be any accumulation point of $\left\{X^{k}\right\}$, then there exists a subsequence $\left\{X^{k_{i}}\right\}$ such that $\lim _{i \rightarrow \infty} X^{k_{i}}=X^{*}$. By (3.1),

$$
\begin{aligned}
X^{k_{i}+1} & \in H_{\lambda \mu}\left(Y^{k_{i}}-\mu \nabla \theta\left(Y^{k_{i}}\right)\right) \\
& =\operatorname{Arg} \min _{X \in \mathbb{R}^{m \times n}} \frac{1}{2 \mu \lambda}\left\|X-\left(Y^{k_{i}}-\mu \nabla \theta\left(Y^{k_{i}}\right)\right)\right\|_{F}^{2}+\|X\|_{p}^{p}
\end{aligned}
$$

then for any $X \in \mathbb{R}^{m \times n}$ we have that

$$
\begin{align*}
& \frac{1}{2 \mu \lambda}\left\|X^{k_{i}+1}-\left(Y^{k_{i}}-\mu \nabla \theta\left(Y^{k_{i}}\right)\right)\right\|_{F}^{2}+\left\|X^{k_{i}+1}\right\|_{p}^{p} \\
\leq & \frac{1}{2 \mu \lambda}\left\|X-\left(Y^{k_{i}}-\mu \nabla \theta\left(Y^{k_{i}}\right)\right)\right\|_{F}^{2}+\|X\|_{p}^{p} . \tag{3.19}
\end{align*}
$$

Since $Y^{k_{i}}=X^{k_{i}}+\beta_{k_{i}}\left(X^{k_{i}}-X^{k_{i}-1}\right)$ and $\left\|X^{k_{i}+1}-X^{k_{i}}\right\| \rightarrow 0$ as $i \rightarrow \infty$ (Lemma 3.2(ii)), then $X^{k_{i}+1} \rightarrow X^{*}$ and $Y^{k_{i}} \rightarrow X^{*}$ as $i \rightarrow \infty$. Letting $i \rightarrow \infty$ in (3.19) and using the continuity of $\nabla \theta(\cdot)$ and $\|\cdot\|_{p}^{p}$, we obtain

$$
\frac{1}{2 \mu \lambda}\left\|X^{*}-\left(X^{*}-\mu \nabla \theta\left(X^{*}\right)\right)\right\|_{F}^{2}+\left\|X^{*}\right\|_{p}^{p} \leq \frac{1}{2 \mu \lambda}\left\|X-\left(X^{*}-\mu \nabla \theta\left(X^{*}\right)\right)\right\|_{F}^{2}+\|X\|_{p}^{p},
$$

which implies that

$$
\begin{equation*}
X^{*} \in \operatorname{Arg} \min _{X \in \mathbb{R}^{m \times n}} \frac{1}{2 \mu \lambda}\left\|X-\left(X^{*}-\mu \nabla \theta\left(X^{*}\right)\right)\right\|_{F}^{2}+\|X\|_{p}^{p} . \tag{3.20}
\end{equation*}
$$

From Lemma 2.4, we obtain $X^{*} \in H_{\lambda \mu}\left(X^{*}-\mu \nabla \theta\left(X^{*}\right)\right)$, that is, $X^{*}$ is a global stationary point of problem (1.5).

In addition, the optimality condition of (3.20) gives that
$0 \in \frac{1}{\mu}\left(X^{*}-\left(X^{*}-\mu \nabla \theta\left(X^{*}\right)\right)\right)+\partial\left(\lambda\|\cdot\|_{p}^{p}\right)_{X=X^{*}}=\nabla \theta\left(X^{*}\right)+\partial\left(\lambda\|\cdot\|_{p}^{p}\right)_{X=X^{*}}=\partial f_{\lambda}\left(X^{*}\right)$.
That is, $X^{*}$ is also a critical point of problem (1.5).
(iii) According to (3.17), there exists $\gamma>0$ such that

$$
\begin{equation*}
\Phi_{\rho}\left(X^{k}, X^{k-1}\right)-\Phi_{\rho}\left(X^{k+1}, X^{k}\right) \geq \gamma\left\|X^{k}-X^{k-1}\right\|_{F}^{2} . \tag{3.21}
\end{equation*}
$$

That is, $\left\{\Phi_{\rho}\left(X^{k}, X^{k-1}\right)\right\}$ is non-increasing with respect to $k$. Note that $\left\{\Phi_{\rho}\left(X^{k}, X^{k-1}\right)\right\}$ is bounded from below since $\theta(\cdot)$ is bounded from below. Hence, there exists $\Phi^{*}$ such that $\lim _{k \rightarrow \infty} \Phi_{\rho}\left(X^{k}, X^{k-1}\right)=\Phi^{*}$. For the accumulation point $X^{*}$ and the subsequence $\left\{X^{k_{i}}\right\}$ converging to $X^{*}$, since $\Phi_{\rho}(\cdot, \cdot)$ is continuous, we have $\Phi^{*} \equiv \Phi_{\rho}\left(X^{*}, X^{*}\right) \equiv f_{\lambda}\left(X^{*}\right)$.

Remark 3.4 Note that it can be deduced from (3.20) that $X^{*}$ is a critical point of problem (1.5), but the opposite is not true. That is, if $X^{*}$ is a global stationary point, it must be a critical point of problem (1.5), but the opposite is not true. The global stationary point possesses some global optimality, which can exclude too many stationary points even some local minimizers of the nonconvex problem. One can see an interesting example [62, Example 4.5] for details.

The following theorem shows that $\left\{\operatorname{rank}\left(X^{k}\right)\right\}$ will become a constant when $k$ is sufficiently large and that all the accumulation points of $\left\{X^{k}\right\}$ have a same rank.
Theorem 3.5 (Rank invariance) Let $\left\{X^{k}\right\}$ be a sequence generated by Algorithm 1 . Then there exist two positive integers $k_{0}$ and $r$ such that, whenever $k>k_{0}$,

$$
\operatorname{rank}\left(X^{k}\right)=\operatorname{rank}\left(X^{*}\right) \equiv r,
$$

where $X^{*}$ is any accumulation point of $\left\{X^{k}\right\}$.
Proof (i) On the one hand, from (2.2) and (3.4), we know that

$$
\begin{equation*}
\sigma_{i}\left(X^{k}\right)=h_{\lambda \mu}\left(\sigma_{i}\left(G^{k}\right)\right) \geq \tau_{p}:=[2 \lambda \mu(1-p)]^{\frac{1}{(2-p)}}, \quad \text { if } \quad \sigma_{i}\left(X^{k}\right) \neq 0 \tag{3.22}
\end{equation*}
$$

for each $i=1, \cdots, \min \{m, n\}$ and any $k>0$. Let $r^{k}:=\operatorname{rank}\left(X^{k}\right)$. $\operatorname{If} \operatorname{rank}\left(X^{k+1}\right) \neq \operatorname{rank}\left(X^{k}\right)$ (i.e., $\operatorname{rank}\left(X^{k+1}\right)>\operatorname{rank}\left(X^{k}\right)$ or $\left.\operatorname{rank}\left(X^{k+1}\right)<\operatorname{rank}\left(X^{k}\right)\right)$, then from (3.22) and the monotonicity of $h_{\lambda \mu}(\cdot)$ (Proposition (2.3)), we have

$$
\begin{equation*}
\left\|\sigma\left(X^{k+1}\right)-\sigma\left(X^{k}\right)\right\|_{2} \geq \min \left\{\sigma_{r^{k+1}}\left(X^{k+1}\right), \sigma_{r^{k}}\left(X^{k}\right)\right\} \geq \tau_{p} \tag{3.23}
\end{equation*}
$$

On the other hand, by Lemma 3.2 (ii), $\left\|X^{k+1}-X^{k}\right\|_{F} \rightarrow 0$, then there exists a sufficiently large positive integer $k_{0}$ such that whenever $k>k_{0}$ it holds

$$
\left\|X^{k+1}-X^{k}\right\|_{F}<\tau_{p}
$$

which together with Lemma 2.1 yields that

$$
\begin{equation*}
\left\|\sigma\left(X^{k+1}\right)-\sigma\left(X^{k}\right)\right\|_{2} \leq\left\|X^{k+1}-X^{k}\right\|_{F}<\tau_{p}, \tag{3.24}
\end{equation*}
$$

which contradicts to (3.23). This contradiction shows that the equality $\operatorname{rank}\left(X^{k+1}\right)=$ $\operatorname{rank}\left(X^{k}\right)$ must hold for any sufficiently large positive integer $k$. That is, $\operatorname{rank}\left(X^{k}\right)$ must be a constant $r$ whenever $k>k_{0}$ for some sufficiently large positive integer $k_{0}$.
(ii) For any accumulation point $X^{*}$, there exists a subsequence $\left\{X^{k_{j}}\right\}$ converging to $X^{*}$. Then there exists a sufficiently large positive integer $j_{0}>k_{0}$ such that whenver $j>j_{0}$,

$$
\operatorname{rank}\left(X^{k_{j}}\right)=r \text { and }\left\|X^{k_{j}}-X^{*}\right\|_{F}<\tau_{p} .
$$

Similar to (i), we can obtain

$$
\operatorname{rank}\left(X^{k_{j}}\right)=\operatorname{rank}\left(X^{*}\right) .
$$

Thus, we get $\operatorname{rank}\left(X^{*}\right)=r$. This together with (i) yields that $\operatorname{rank}\left(X^{k}\right)=\operatorname{rank}\left(X^{*}\right) \equiv r$ whenever $k>k_{0}$.

### 3.3 Global whole sequence convergence and convergence rate of Algorithm 1

In this subsection, we discuss the global whole sequence convergence and convergence rate of Algorithm 1 under the additional assumption that the function $\Phi_{\rho}(\cdot, \cdot)$ (defined in (3.5)) is a Kも function.

Theorem 3.6 (Global whole sequence convergence) Let $\left\{X^{k}\right\}$ be a sequence generated by Algorithm 11. Suppose $\Phi_{\rho}$ is a KE function. Then the following statements hold.
(i) $\lim _{k \rightarrow \infty} \operatorname{dist}\left((0,0), \partial \Phi_{\rho}\left(X^{k}, X^{k-1}\right)\right)=0$;
(ii) $\sum_{k=1}^{\infty}\left\|X^{k}-X^{k-1}\right\|_{F}<\infty$;
(iii) The whole sequence $\left\{X^{k}\right\}$ converges to a critical point and global stationary point of problem (1.5).

Proof (i) We first consider the subdifferential of $\Phi_{\rho}$ at $\left(X^{k}, X^{k-1}\right)$. Note that for any $k>0$, we have

$$
\begin{align*}
& \partial \Phi_{\rho}\left(X^{k}, X^{k-1}\right)=\partial_{X} \Phi_{\rho}\left(X^{k}, X^{k-1}\right) \times \partial_{Y} \Phi_{\rho}\left(X^{k}, X^{k-1}\right) \\
& =\left\{\nabla \theta\left(X^{k}\right)+\partial\left(\lambda\left\|X^{k}\right\|_{p}^{p}\right)+2 \rho\left(X^{k}-X^{k-1}\right)\right\} \times\left\{-2 \rho\left(X^{k}-X^{k-1}\right)\right\} . \tag{3.25}
\end{align*}
$$

The optimality condition of subproblem (3.1) yields that

$$
\begin{equation*}
0 \in \frac{1}{\mu}\left(X^{k}-Y^{k-1}\right)+\nabla \theta\left(Y^{k-1}\right)+\partial\left(\lambda\left\|X^{k}\right\|_{p}^{p}\right) . \tag{3.26}
\end{equation*}
$$

Substitute (3.26) into (3.25), we obtain

$$
\begin{aligned}
& \left\{2 \rho\left(X^{k}-X^{k-1}\right)-\frac{1}{\mu}\left(X^{k}-Y^{k-1}\right)+\nabla \theta\left(X^{k}\right)-\nabla \theta\left(Y^{k-1}\right)\right\} \times\left\{-2 \rho\left(X^{k}-X^{k-1}\right)\right\} \\
& \in \partial \Phi_{\rho}\left(X^{k}, X^{k-1}\right) .
\end{aligned}
$$

By $Y^{k-1}=X^{k-1}+\beta_{k-1}\left(X^{k-1}-X^{k-2}\right)$, we have

$$
\begin{aligned}
& \left\{\left(2 \rho-\frac{1}{\mu}\right)\left(X^{k}-X^{k-1}\right)+\frac{\beta_{k-1}}{\mu}\left(X^{k-1}-X^{k-2}\right)+\nabla \theta\left(X^{k}\right)\right. \\
& \left.-\nabla \theta\left(X^{k-1}+\beta_{k-1}\left(X^{k-1}-X^{k-2}\right)\right)\right\} \times\left\{-2 \rho\left(X^{k}-X^{k-1}\right)\right\} \in \partial \Phi_{\rho}\left(X^{k}, X^{k-1}\right) .
\end{aligned}
$$

Considering the Lipschitz continuity of $\nabla \theta(\cdot)$, the above relation implies that there exists $M>0$ such that

$$
\begin{equation*}
\operatorname{dist}\left((0,0), \partial \Phi_{\rho}\left(X^{k}, X^{k-1}\right)\right) \leq M\left(\left\|X^{k}-X^{k-1}\right\|_{F}+\left\|X^{k-1}-X^{k-2}\right\|_{F}\right) \tag{3.27}
\end{equation*}
$$

From Lemma 3.2 (ii), $\left\|X^{k+1}-X^{k}\right\|_{F} \rightarrow 0(k \rightarrow \infty)$, we obtain that

$$
\lim _{k \rightarrow \infty} \operatorname{dist}\left((0,0), \partial \Phi_{\rho}\left(X^{k}, X^{k-1}\right)\right)=0
$$

(ii) From Theorem 3.3 (iii) and its proof, for any accumulation point $X^{*}$ of $\left\{X^{k}\right\}$, we have

$$
\lim _{k \rightarrow \infty} \Phi_{\rho}\left(X^{k}, X^{k-1}\right)=\Phi_{\rho}\left(X^{*}, X^{*}\right)=f_{\lambda}\left(X^{*}\right)=\Phi^{*}
$$

Note that $\Phi_{\rho}\left(X^{k}, X^{k-1}\right)=f_{\lambda}\left(X^{k}\right)+\rho\left\|X^{k}-X^{k-1}\right\|_{F}^{2}$ and $\left\|X^{k}-X^{k-1}\right\|_{F} \rightarrow 0$ as $k \rightarrow \infty$ (Lemma 3.2 (ii)), then by the continuity of $f_{\lambda}$ and $\Phi_{\rho}(\cdot, \cdot)$, we get

$$
\begin{equation*}
\lim _{k \rightarrow \infty} f_{\lambda}\left(X^{k}\right)=\lim _{k \rightarrow \infty} \Phi_{\rho}\left(X^{k}, X^{k-1}\right)=f_{\lambda}\left(X^{*}\right)=\Phi^{*} . \tag{3.28}
\end{equation*}
$$

Since $\left\{\Phi_{\rho}\left(X^{k}, X^{k-1}\right)\right\}$ is non-increasing, then $\Phi_{\rho}\left(X^{k}, X^{k-1}\right) \geq \Phi^{*}$ for all $k$.
We next consider the following two cases:

- $\Phi_{\rho}\left(X^{k}, X^{k-1}\right)=\Phi^{*}$;
- $\Phi_{\rho}\left(X^{k}, X^{k-1}\right)>\Phi^{*}$.
(1) Consider the case that $\Phi_{\rho}\left(X^{k}, X^{k-1}\right)=\Phi^{*}$ for some $k=\hat{k}$. Since $\Phi_{\rho}\left(X^{k}, X^{k-1}\right)$ is non-increasing and converges to $\Phi^{*}$, then $\Phi_{\rho}\left(X^{k}, X^{k-1}\right) \equiv \Phi^{*}$ for all $k \geq \hat{k}$. From (3.21), we obtain that $X^{k+\hat{k}}=X^{\hat{k}}$ for all $k \geq 1$. This means that $\left\{X^{k}\right\}$ has only finite number of elements.
(2) Consider the case that $\Phi_{\rho}\left(X^{k}, X^{k-1}\right)>\Phi^{*}$ for all $k \geq 0$. Denote the set of accumulation points of $\left\{X^{k}\right\}$ by $\Gamma$. If $X^{k_{i}} \rightarrow X^{*}$, then from $\left\|X^{k_{i}+1}-X^{k_{i}}\right\| \rightarrow 0$, we can get $X^{k_{i}+1} \rightarrow$ $X^{*}$, which together with the definition of $\Gamma$ implies that $\Omega:=\{(X, X): X \in \Gamma\}$ is the set of accumulation points of $\left\{\left(X^{k}, X^{k-1}\right)\right\}$. Consequently, we have $\lim _{k \rightarrow \infty} \operatorname{dist}\left(\left(X^{k}, X^{k-1}\right), \Omega\right)=0$. Thus, there exists $N_{1}>0$ such that

$$
\begin{equation*}
\operatorname{dist}\left(\left(X^{k}, X^{k-1}\right), \Omega\right)<\epsilon \tag{3.29}
\end{equation*}
$$

for any $\epsilon>0$ and any $k \geq N_{1}$. From Theorem 3.3 (iii), we know that $\Phi_{\rho}$ is a constant on $\Omega$. Since $\Phi_{\rho}$ is a KŁ function, by the property of Kも functions (Lemma 2.8), there exist $a \in(0,+\infty], \epsilon>0$ and a continuous concave function $\psi:[0, a) \rightarrow \mathbb{R}_{+}$such that

$$
\begin{equation*}
\psi^{\prime}\left(\Phi_{\rho}(X, Y)-\Phi^{*}\right) \cdot \operatorname{dist}\left((0,0), \partial \Phi_{\rho}(X, Y)\right) \geq 1 \tag{3.30}
\end{equation*}
$$

for all $(X, Y) \in \mathcal{U}$, where

$$
\begin{aligned}
\mathcal{U}= & \left\{(X, Y) \in \mathbb{R}^{m \times n} \times \mathbb{R}^{m \times n}: \operatorname{dist}((X, Y), \Omega)<\epsilon\right\} \\
& \bigcap\left\{(X, Y) \in \mathbb{R}^{m \times n} \times \mathbb{R}^{m \times n}: \Phi^{*}<\Phi_{\rho}(X, Y)<\Phi^{*}+a\right\} .
\end{aligned}
$$

Similarly, since $\left\{\Phi_{\rho}\left(X^{k}, X^{k-1}\right)\right\}$ is non-increasing and converges to $\Phi^{*}$ with $\Phi_{\rho}\left(X^{k}, X^{k-1}\right)>$ $\Phi^{*}$ for all $k$, then there exists $N_{2}>0$ such that $\Phi^{*}<\Phi_{\rho}\left(X^{k}, X^{k-1}\right)<\Phi^{*}+a$ whenever $k \geq N_{2}$. This together with (3.29) gives that

$$
\begin{equation*}
\left\{\left(X^{k}, X^{k-1}\right)\right\}_{k \geq N_{3}} \subset \mathcal{U} \tag{3.31}
\end{equation*}
$$

whenever $k \geq N_{3}:=\max \left\{N_{1}, N_{2}\right\}$. Thus, from (3.30), we obtain that

$$
\begin{equation*}
\psi^{\prime}\left(\Phi_{\rho}\left(X^{k}, X^{k-1}\right)-\Phi^{*}\right) \cdot \operatorname{dist}\left((0,0), \partial \Phi_{\rho}\left(X^{k}, X^{k-1}\right)\right) \geq 1 \tag{3.32}
\end{equation*}
$$

whenever $k \geq N_{3}$. By use of the concavity of $\psi$ and (3.32), we have that

$$
\begin{align*}
& {\left[\psi\left(\Phi_{\rho}\left(X^{k}, X^{k-1}\right)-\Phi^{*}\right)-\psi\left(\Phi_{\rho}\left(X^{k+1}, X^{k}\right)-\Phi^{*}\right)\right] \cdot \operatorname{dist}\left((0,0), \partial \Phi_{\rho}\left(X^{k}, X^{k-1}\right)\right) } \\
\geq & \psi^{\prime}\left(\Phi_{\rho}\left(X^{k}, X^{k-1}\right)-\Phi^{*}\right) \cdot \operatorname{dist}\left((0,0), \partial \Phi_{\rho}\left(X^{k}, X^{k-1}\right)\right) \cdot\left(\Phi_{\rho}\left(X^{k}, X^{k-1}\right)-\Phi_{\rho}\left(X^{k+1}, X^{k}\right)\right) \\
\geq & \Phi_{\rho}\left(X^{k}, X^{k-1}\right)-\Phi_{\rho}\left(X^{k+1}, X^{k}\right) . \tag{3.33}
\end{align*}
$$

By (3.21), (3.27) and (3.33), we get that

$$
\begin{align*}
\left\|X^{k}-X^{k-1}\right\|_{F}^{2} \leq & \frac{1}{\gamma}\left[\Phi_{\rho}\left(X^{k}, X^{k-1}\right)-\Phi_{\rho}\left(X^{k+1}, X^{k}\right)\right] \\
\leq & \frac{1}{\gamma}\left[\psi\left(\Phi_{\rho}\left(X^{k}, X^{k-1}\right)-\Phi^{*}\right)-\psi\left(\Phi_{\rho}\left(X^{k+1}, X^{k}\right)-\Phi^{*}\right)\right] \\
& \cdot \operatorname{dist}\left((0,0), \partial \Phi_{\rho}\left(X^{k}, X^{k-1}\right)\right) \\
\leq & \frac{M}{\gamma}\left[\psi\left(\Phi_{\rho}\left(X^{k}, X^{k-1}\right)-\Phi^{*}\right)-\psi\left(\Phi_{\rho}\left(X^{k+1}, X^{k}\right)-\Phi^{*}\right)\right] \\
& \cdot\left(\left\|X^{k}-X^{k-1}\right\|_{F}+\left\|X^{k-1}-X^{k-2}\right\|_{F}\right) \tag{3.34}
\end{align*}
$$

Taking square root on both sides of $(\overline{3.34})$, and by the inequality $\sqrt{|a b|} \leq \frac{|a|+|b|}{2}$, we obtain

$$
\begin{aligned}
\left\|X^{k}-X^{k-1}\right\|_{F} \leq & \sqrt{\frac{2 M}{\gamma}\left[\psi\left(\Phi_{\rho}\left(X^{k}, X^{k-1}\right)-\Phi^{*}\right)-\psi\left(\Phi_{\rho}\left(X^{k+1}, X^{k}\right)-\Phi^{*}\right)\right]} \\
& \cdot \sqrt{\frac{\left\|X^{k}-X^{k-1}\right\|_{F}+\left\|X^{k-1}-X^{k-2}\right\|_{F}}{2}} \\
\leq & \frac{M}{\gamma}\left[\psi\left(\Phi_{\rho}\left(X^{k}, X^{k-1}\right)-\Phi^{*}\right)-\psi\left(\Phi_{\rho}\left(X^{k+1}, X^{k}\right)-\Phi^{*}\right)\right] \\
& +\frac{1}{4}\left\|X^{k}-X^{k-1}\right\|_{F}+\frac{1}{4}\left\|X^{k-1}-X^{k-2}\right\|_{F} .
\end{aligned}
$$

Rearranging the terms of the above inequality, we get

$$
\begin{align*}
\frac{1}{2}\left\|X^{k}-X^{k-1}\right\|_{F} \leq & \frac{M}{\gamma}\left[\psi\left(\Phi_{\rho}\left(X^{k}, X^{k-1}\right)-\Phi^{*}\right)-\psi\left(\Phi_{\rho}\left(X^{k+1}, X^{k}\right)-\Phi^{*}\right)\right] \\
& +\frac{1}{4}\left(\left\|X^{k-1}-X^{k-2}\right\|_{F}-\left\|X^{k}-X^{k-1}\right\|_{F}\right) \tag{3.35}
\end{align*}
$$

Summing both sides of (3.35) for $k$ from $N_{3}$ to $\infty$, and by the continuity of $\psi$, we obtain

$$
\sum_{k=N_{3}}^{\infty}\left\|X^{k}-X^{k-1}\right\|_{F} \leq \frac{2 M}{\gamma} \psi\left(\Phi_{\rho}\left(X^{N_{3}}, X^{N_{3}-1}\right)-\Phi^{*}\right)+\frac{1}{2}\left\|X^{N_{3}-1}-X^{N_{3}-2}\right\|_{F}<\infty .
$$

This means that the statement (ii) holds and that $\left\{X^{k}\right\}$ is a Cauchy sequence which implies that $\left\{X^{k}\right\}$ is convergent. Then by Theorem 3.3 (ii), $\left\{X^{k}\right\}$ converges to a critical point and global stationary point of problem (1.5).

At the end of this subsection, we derive the convergence rate of Algorithm 1 under the assumption that $\Phi_{\rho}$ is a $\mathrm{K} \mathrm{\ell}$ function. Our analysis is similar to that in [1, 25, [54].

Theorem 3.7 (Convergence rate) Let $\left\{X^{k}\right\}$ be a sequence generated by Algorithm 1 . Suppose $\Phi_{\rho}$ is a KE function such that the function $\psi$ in the KE inequality (3.30) takes the form $\psi(s)=c s^{1-\vartheta}$ for some $\vartheta \in[0,1)$ and $c>0$. Then the following statements hold.
(i) [Finite termination] If $\vartheta=0$, then $X^{k}$ is a constant for all sufficiently large $k$;
(ii) [R-linear convergence rate] If $\vartheta \in\left(0, \frac{1}{2}\right]$, then there exists $\eta \in(0,1)$ and $\kappa_{1}>0$ such that $\left\|X^{k}-X^{*}\right\|_{F}<\kappa_{1} \eta^{k}$ for all sufficiently large $k$;
(iii) [R-sublinear convergence rate] If $\vartheta \in\left(\frac{1}{2}, 1\right)$, then there exists $\kappa_{2}>0$ such that $\left\|X^{k}-X^{*}\right\|_{F}<\kappa_{2} k^{-\frac{1-\vartheta}{2 \vartheta-1}}$ for all sufficiently large $k$.

Proof (i) If $\vartheta=0$, we deduce that there must exists $k_{0}>0$ such that $\Phi_{\rho}\left(X^{k_{0}}, X^{k_{0}-1}\right)=\Phi^{*}$, where $\Phi^{*}$ is given in Theorem 3.3. Assume on the contrary that $\Phi_{\rho}\left(X^{k}, X^{k-1}\right)>\Phi^{*}$ for all $k>0$ since $\left\{\Phi_{\rho}\left(X^{k}, X^{k-1}\right)\right\}$ is non-increasing and convergent to $\Phi^{*}$ by Theorem 3.3. It follows from $\psi(s)=c s$ and the K£ inequality 3.30 that

$$
\begin{equation*}
\operatorname{dist}\left((0,0), \partial \Phi_{\rho}\left(X^{k}, X^{k-1}\right) \geq \frac{1}{c}\right. \tag{3.36}
\end{equation*}
$$

for all sufficiently large $k$, which contradicts 3.29 . Since $\Phi_{\rho}\left(X^{k}, X^{k-1}\right)$ is non-increasing and converges to $\Phi^{*}$, then $\Phi_{\rho}\left(X^{k}, X^{k-1}\right) \equiv \Phi^{*}$ for all $k \geq k_{0}$. From (3.21), we obtain that $X^{k+k_{0}}=X^{k_{0}}$ for all $k \geq 1$. This means that $X^{k}$ is a constant for all sufficiently large $k$.
(ii) When $\vartheta \in(0,1)$, let $d_{k}=\sum_{t=k}^{\infty}\left\|X^{t+1}-X^{t}\right\|_{F}$, then from Theorem 3.6 (ii), $d_{k}$ is well defined and non-increasing. It follows from (3.35) that for all $k \geq N_{3}$,

$$
\begin{align*}
d_{k} & \leq \frac{2 M}{\gamma} \psi\left(\Phi_{\rho}\left(X^{k}, X^{k-1}\right)-\Phi^{*}\right)+\frac{1}{2}\left\|X^{k-1}-X^{k-2}\right\|_{F} \\
& =\frac{2 M}{\gamma} \psi\left(\Phi_{\rho}\left(X^{k}, X^{k-1}\right)-\Phi^{*}\right)+\frac{1}{2}\left(d_{k-2}-d_{k-1}\right) . \tag{3.37}
\end{align*}
$$

From (3.27), 3.37) and $d_{k}$ is non-increasing, we have

$$
\begin{equation*}
d_{k} \leq \frac{2 M}{\gamma} \psi\left(\Phi_{\rho}\left(X^{k}, X^{k-1}\right)-\Phi^{*}\right)+\frac{1}{2}\left(d_{k-2}-d_{k}\right) \tag{3.38}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{dist}\left((0,0), \partial \Phi_{\rho}\left(X^{k}, X^{k-1}\right)\right) \leq M\left(d_{k-2}-d_{k}\right) \tag{3.39}
\end{equation*}
$$

From 3.30, $\lim _{k \rightarrow \infty} X^{k}=X^{*}$ and $\psi^{\prime}(s)=c(1-\vartheta) s^{-\vartheta}$, it follows that

$$
\begin{equation*}
c(1-\vartheta)\left(\Phi_{\rho}\left(X^{k}, X^{k-1}\right)-\Phi^{*}\right)^{-\vartheta} \cdot \operatorname{dist}\left((0,0), \partial \Phi_{\rho}\left(X^{k}, X^{k-1}\right)\right) \geq 1 \tag{3.40}
\end{equation*}
$$

for all $k \geq N_{3}$. Combining (3.39) and (3.40), we have

$$
\begin{equation*}
\left(\Phi_{\rho}\left(X^{k}, X^{k-1}\right)-\Phi^{*}\right)^{\vartheta} \leq M \cdot c(1-\vartheta)\left(d_{k-2}-d_{k}\right) \tag{3.41}
\end{equation*}
$$

Due to $\psi(s)=c s^{1-\vartheta}$ and (3.41), we get

$$
\begin{align*}
\psi\left(\Phi_{\rho}\left(X^{k}, X^{k-1}\right)-\Phi^{*}\right) & =c\left(\Phi_{\rho}\left(X^{k}, X^{k-1}\right)-\Phi^{*}\right)^{1-\vartheta} \\
& \leq c\left(M \cdot c(1-\vartheta)\left(d_{k-2}-d_{k}\right)\right)^{(1-\vartheta) / \vartheta} \tag{3.42}
\end{align*}
$$

From (3.37) and (3.42), for all $k \geq N_{3}$ it follows that

$$
\begin{align*}
d_{k} & \leq \frac{2 M}{\gamma} \psi\left(\Phi_{\rho}\left(X^{k}, X^{k-1}\right)-\Phi^{*}\right)+\frac{1}{2}\left(d_{k-2}-d_{k}\right) \\
& \leq \frac{2 M}{\gamma} c\left(M \cdot c(1-\vartheta)\left(d_{k-2}-d_{k}\right)\right)^{(1-\vartheta) / \vartheta}+\frac{1}{2}\left(d_{k-2}-d_{k}\right) \\
& =C\left(d_{k-2}-d_{k}\right)^{(1-\vartheta) / \vartheta}+\frac{1}{2}\left(d_{k-2}-d_{k}\right) . \tag{3.43}
\end{align*}
$$

where $C:=\frac{2 M}{\gamma} c(M \cdot c(1-\vartheta))^{\frac{1-\vartheta}{\vartheta}}>0$. By Theorem (ii), we have

$$
\begin{equation*}
d_{k-2}-d_{k}=\left\|X^{k}-X^{k-1}\right\|_{F}+\left\|X^{k-1}-X^{k-2}\right\|_{F} \rightarrow 0 \tag{3.44}
\end{equation*}
$$

If $\vartheta \in\left(0, \frac{1}{2}\right]$, then $(1-\vartheta) / \vartheta \geq 1$. Then from (3.43) and (3.44), for all sufficiently large $k$ it follows that

$$
\begin{aligned}
d_{k} & \leq C\left(d_{k-2}-d_{k}\right)^{(1-\vartheta) / \vartheta}+\frac{1}{2}\left(d_{k-2}-d_{k}\right) \\
& \leq C\left(d_{k-2}-d_{k}\right)+\frac{1}{2}\left(d_{k-2}-d_{k}\right) \leq\left(C+\frac{1}{2}\right)\left(d_{k-2}-d_{k}\right)
\end{aligned}
$$

This means that $d_{k} \leq \frac{2 C+1}{2 C+3} d_{k-2}=\left(\sqrt{\frac{2 C+1}{2 C+3}}\right)^{2} d_{k-2}$. Thus,

$$
\begin{aligned}
\left\|X^{k}-X^{*}\right\|_{F} & \leq \sum_{t=k}^{\infty}\left\|X^{t+1}-X^{t}\right\|_{F}=d_{k} \leq\left(\sqrt{\frac{2 C+1}{2 C+3}}\right)^{2} d_{k-2} \\
& \leq\left(\sqrt{\frac{2 C+1}{2 C+3}}\right)^{4} d_{k-4} \leq \cdots \leq d_{k_{1}}\left(\sqrt{\frac{2 C+1}{2 C+3}}\right)^{k-k_{1}}=\kappa_{1} \eta^{k}, \quad \forall k \geq k_{1}\left(\geq N_{3}\right)
\end{aligned}
$$

where $\eta:=\sqrt{\frac{2 C+1}{2 C+3}} \in(0,1)$ and $\kappa_{1}:=d_{k_{1}} \eta^{-k_{1}}>0$.
(iii) If $\vartheta \in\left(\frac{1}{2}, 1\right)$, then $\frac{1-\vartheta}{\vartheta} \in(0,1)$. From (3.43) and (3.44), for all sufficiently large $k$ it follows that

$$
\begin{aligned}
d_{k} & \leq C\left(d_{k-2}-d_{k}\right)^{(1-\vartheta) / \vartheta}+\frac{1}{2}\left(d_{k-2}-d_{k}\right) \\
& \leq C\left(d_{k-2}-d_{k}\right)^{(1-\vartheta) / \vartheta}+\frac{1}{2}\left(d_{k-2}-d_{k}\right)^{(1-\vartheta) / \vartheta} \\
& =\left(C+\frac{1}{2}\right)\left(d_{k-2}-d_{k}\right)^{(1-\vartheta) / \vartheta} .
\end{aligned}
$$

Note that $\frac{\vartheta}{1-\vartheta}>1$, then the above inequality yields that

$$
\begin{equation*}
d_{k}^{\frac{\vartheta}{1-\vartheta}} \leq\left(C+\frac{1}{2}\right)^{\frac{\vartheta}{1-\vartheta}}\left(d_{k-2}-d_{k}\right)=C_{2}\left(d_{k-2}-d_{k}\right) \tag{3.45}
\end{equation*}
$$

for all sufficiently large $k$, where $C_{2}:=\left(C+\frac{1}{2}\right)^{\frac{\vartheta}{1-\vartheta}}$.
Consider the subsequence $\left\{\Delta_{k}:=d_{2 k}\right\}$, then inequality 3.45 yields that

$$
\begin{equation*}
\Delta_{k}^{\frac{\vartheta}{1-\vartheta}} \leq C_{2}\left(\Delta_{k-1}-\Delta_{k}\right) \tag{3.46}
\end{equation*}
$$

for all sufficiently large $k$. From (3.46), by the proof similar to that of [1, Theorem 2], especially that from inequality (13) to the second inequality after (15) in [1], we can get that

$$
\begin{equation*}
\Delta_{k} \leq C_{3} k^{-\frac{1-\vartheta}{2 \vartheta-1}}=C_{3} k^{-\xi} \tag{3.47}
\end{equation*}
$$

for all sufficiently large $k$, where $C_{3}>0$ is a constant and $\xi:=\frac{1-\vartheta}{2 \vartheta-1}>0$. Then for all sufficiently large $k$, we have that

$$
\begin{aligned}
\left\|X^{k}-X^{*}\right\|_{F} & \leq d_{k} \begin{cases}=\Delta_{\frac{k}{2}} \leq 2^{\xi} C_{3} k^{-\xi} & \text { if } k \text { is even, } \\
\leq d_{k-1}=\Delta_{\frac{k-1}{2}} \leq 2^{\xi} C_{3}(k-1)^{-\xi} \leq 4^{\xi} C_{3} k^{-\xi} & \text { if } k \text { is odd and } k>2, \\
& \leq \kappa_{2} k^{-\xi}\end{cases}
\end{aligned}
$$

where $\kappa_{2}:=4^{\xi} C_{3}>0$. Thus, the proof is complete.

### 3.4 Accelerated version of Algorithm 1; FPCAe algorithm

We adopt two technologies to accelerate Algorithm 1. The first one is the continuation technique of the parameter $\lambda$, which is similar to that in [32, 34, 41, 42]. In detail, choose a decreasing sequence $\left\{\lambda_{k}\right\}: \lambda_{0}>\lambda_{1}>\cdots>\lambda_{K}=\lambda_{\text {final }}>0$, then repeat to apply Algorithm 1 to solve (1.5) with $\lambda=\lambda_{k}$ until $\lambda$ reaching $\lambda_{\text {final }}$. The second one is to compute the approximate SVD of the matrix $G^{k}$ in each iteration instead of computing its full SVD, which is similar to that in [34,41,42]. Concretely, we adopt the Linear Time SVD algorithm developed by Drineas et al. [13, which computes the approximate SVD by a fast Monte Carlo algorithm, whose details can be referred to [13,34]. Algorithm 1 by employing these two acceleration techniques is called FPCAe algorithm.

## 4 Numerical experiments

In this section, we conduct numeric experiments to test the performance of our FPCAe algorithm. Concretely, we apply it to solve problem 1.5 with $\theta(X)=\frac{1}{2}\left\|P_{\Omega}(X-M)\right\|_{2}^{2}$, i.e.,

$$
\begin{equation*}
\min _{X \in \mathbb{R}^{m \times n}} f_{\lambda}(X):=\frac{1}{2}\left\|P_{\Omega}(X-M)\right\|_{2}^{2}+\lambda\|X\|_{p}^{p} \tag{4.1}
\end{equation*}
$$

where $M \in \mathbb{R}^{m \times n}, \Omega$ is a subset of index pairs $(i, j)$, and $P_{\Omega}$ is the orthogonal projection onto the subspace of sparse matrices with nonzero entries restricted to the index subset $\Omega$ and zero entries outside $\Omega$. Problem (4.1) is also called matrix completion.

The parameters and initial values in FPCAe for problem 4.1) are given as follows: $X_{0}=$ $P_{\Omega}(M), \lambda_{0}=\min \{3, m n /|\Omega|\}\left\|P_{\Omega}(M)\right\|_{2}, \mu=1.9, \eta=0.9, \beta=0.01, \lambda_{k+1}=\eta \lambda_{k}, \lambda_{\text {final }}=1 \mathrm{e}-$ 6 , xtol $=1 \mathrm{e}-4$, maxiter $=1000$ and terminate it when

$$
\frac{\left\|X^{k+1}-X^{k}\right\|_{F}}{\max \left\{1,\left\|X^{k}\right\|_{F}\right\}}<\text { xtol. }
$$

All experiments are performed in MATLAB R2018a on a 64 -bit PC with an $\operatorname{Inter}(\mathrm{R})$ Core(TM) i5-7500 CPU (3.40GHz) and 8GB of RAM.

### 4.1 Choice of p

In this subsection, we use the same way as [23, 34 to generate random matrix $M \in \mathbb{R}^{m \times n}$ of rank $r$ by the MATLAB code: $M=r a n d n(m, r) * r a n d n(r, n)$, then sample a subset $\Omega$ of $q$ entries uniformly at random. We use $\mathrm{SR}:=q /(m n)$ to denote the sampling ratio and os $:=q /[r(m+n-r)]$ to denote the oversampling rate, which is the ratio between the number of samples to the "degree of freedom" of the $m \times n$ matrix of rank $r$. If os $<1$, there
is always an infinite number of matrices with rank $r$ having the given entries, so one cannot hope to recover the matrix in this situation, then there must be os $\geq 1$. Furthermore, the closer the os value is to 1 , the harder the problem is to solve.

We take $m=n=100$, os $=2.5$, and let the rank increase from 4 to 38 by 2 each time. Through this experiment, we select the best value of $p$ among $\{0.1,0.3,0.5,0.7,0.9\}$. The results are shown in Figure 4.1.


Fig. 4.1: Results for $m=n=100$, os $=2.5$ with the rank increasing from 4 to 38 by 2 each time.

From Figure 4.1, we can see that FPCAe with $p=0.1$ outperforms $p=0.3,0.5,0.7$, 0.9 since $p=0.1$ has the higher success frequencies, the less time, the fewer iterations and the smaller relative errors than those of $p=0.3,0.5,0.7,0.9$. Thus, we use $p=0.1$ in the remaining experiments.

### 4.2 Comparison of FPCAe algorithm and FPC algorithm

In this subsection, we compare FPCAe and FPC [41] (without extrapolation) to show the effect of extrapolation. The test problem is generated as follows. For each $(m, n, r)=(500,500,50)$, $(1000,1000,50)$, we take $\mathrm{SR}=0.20$, os $=5.0$. We plot $\left\|X^{k}-X^{*}\right\|_{F}$ against the number of iterations of FPCAe and FPC, where $X^{*}$ are the real solution of the problems. We also plot the value of loss function $\theta\left(X^{k}\right)$ with respect to the number of iterations of the two algorithms. The results are presented in Figure 4.2.


Fig. 4.2: Results of $\left\|X^{k}-X^{*}\right\|_{F}$ and $\theta\left(X^{k}\right)$ for FPCAe and FPC

Figure 4.2 shows that both FPCAe and FPC are convergent, while FPCAe is R-linearly convergent which is obviously faster than FPC. The results illustrate that the extrapolation technique improves the convergence rate of the algorithm.

### 4.3 Comparison of four algorithms for low-rank matrix recovery

In this subsection, we compare FPCAe with some state-of-the-art algorithms for low-rank matrix recovery problems such as WNNM [17], APGL [51] and tIRucLq_M [23]. We consider two classes of low-rank matrix recovery problems as below:

- square matrix recovery with different scales, ranks, sampling ratios, and noise levels.
- rectangular matrix recovery with different ratios of length to width.

In all the experiments, the parameters of above compared algorithms are taken the same as given in the original literatures. We set the maximum number of iteration maxiter $=1000$, xtol $=10^{-4}$ and use the same stopping criteria for inner loops. We compare the behavior of WNNM, APGL, FPCAe and tIRucLq_M in the presence and absence of noise. For each scale of the problems, we run 10 instances, record the average of relative error 'Rel.err' and the average CPU time 'Time', and highlight the best results in bold for each problem in the tables.

### 4.3.1 Square matrix recovery

We first compare the four algorithms for square matrix recovery problems. The parameters of problems and numerical results for noiseless problems $(\sigma=0)$ and noise problems ( $\sigma=0.01$ ) are presented in Tables 4.1 and 4.2 respectively.

Table 4.1: Comparison results of four algorithms for square matrix recovery problems without noise (i.e., $\sigma=0$ )

| Problems |  |  | WNNM |  | APGL |  | FPCAe |  | tIRucLq_M |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m=n$ | r | os | Time | Rel.err | Time | Rel.err | Time | Rel.err | Time | Rel.err |
| 500 | 10 | 2.5 | 7.06 | 2.41e - 4 | 0.88 | $2.35 \mathrm{e}-3$ | 3.04 | 3.93e-5 | 8.91 | $7.88 \mathrm{e}-5$ |
|  | 20 | 2 | 7.24 | $2.78 \mathrm{e}-4$ | 2.20 | $1.60 \mathrm{e}-1$ | 3.76 | $8.40 \mathrm{e}-6$ | 32.21 | $6.52 \mathrm{e}-5$ |
|  | 60 | 1.5 | 7.21 | $3.59 \mathrm{e}-4$ | 5.36 | $3.34 \mathrm{e}-1$ | 5.42 | $1.15 \mathrm{e}-6$ | 39.49 | $3.57 \mathrm{e}-5$ |
| 800 | 10 | 2.5 | 21.24 | $2.30 \mathrm{e}-4$ | 2.03 | $2.04 \mathrm{e}-3$ | 7.93 | $2.69 \mathrm{e}-4$ | 83.83 | 2.15e-4 |
|  | 20 | 2 | 22.55 | $2.72 \mathrm{e}-4$ | 5.81 | $2.00 \mathrm{e}-1$ | 8.81 | $6.98 \mathrm{e}-5$ | 75.85 | 1.11e-4 |
|  | 60 | 1.5 | 24.15 | $3.71 \mathrm{e}-4$ | 13.27 | $4.20 \mathrm{e}-1$ | 14.13 | $2.29 \mathrm{e}-5$ | 80.35 | $6.30 \mathrm{e}-5$ |
| 1000 | 10 | 2.5 | 35.00 | $2.20 \mathrm{e}-4$ | 0.81 | $1.79 \mathrm{e}-3$ | 12.92 | 5.70e-4 | 123.25 | $3.34 \mathrm{e}-4$ |
|  | 40 | 2 | 32.27 | $2.65 \mathrm{e}-4$ | 14.39 | $3.30 \mathrm{e}-1$ | 15.49 | 3.57e-6 | 79.19 | $2.15 \mathrm{e}-5$ |
|  | 110 | 1.5 | 50.96 | $3.53 \mathrm{e}-4$ | 20.43 | $3.12 \mathrm{e}-3$ | 29.06 | 2.27e-6 | 260.19 | $2.50 \mathrm{e}-5$ |
| 2000 | 15 | 2.5 | 169.47 | 2.05e-4 | 2.25 | $1.77 \mathrm{e}-3$ | 63.30 | 5.12e-4 | 489.29 | 7.10e-4 |
|  | 40 | 2 | 230.35 | $2.55 \mathrm{e}-4$ | 47.14 | $3.07 \mathrm{e}-1$ | 56.75 | $8.50 \mathrm{e}-5$ | 804.32 | 4.81e-5 |
|  | 110 | 1.5 | 258.80 | $3.63 \mathrm{e}-4$ | 92.54 | $4.86 \mathrm{e}-3$ | 80.94 | $6.34 \mathrm{e}-5$ | 2786.36 | 5.24e-5 |
| 3000 | 20 | 2.5 | 464.01 | 2.00e - 4 | 3.79 | $1.58 \mathrm{e}-3$ | 151.74 | 5.65e-4 | 1318.98 | $3.70 \mathrm{e}-4$ |
|  | 40 | 2 | 498.98 | $2.43 \mathrm{e}-4$ | 29.73 | $4.53 \mathrm{e}-2$ | 140.09 | 3.01e - 4 | 2732.00 | $1.36 \mathrm{e}-5$ |
|  | 110 | 1.5 | 619.55 | $3.54 \mathrm{e}-4$ | 170.96 | $4.94 \mathrm{e}-3$ | 203.42 | $2.37 \mathrm{e}-4$ | 8881.97 | $1.23 \mathrm{e}-4$ |

For the noiseless tested problems in Table 4.1, APGL algorithm is always the fastest one, but its accuracy is the worst. Our FPCAe algorithm win the first place many times in accuracy, while its speed is in general the second fastest. What's more, when FPCAe is not the best, it tends to be very close to the best one regardless of speed or accuracy.

For the noise tested problems in Table 4.2, APGL algorithm is still the fastest but the least accurate one, while tIRucLq_M algorithm possesses the highest accuracy but almost the slowest speed. It can be seen that our FPCAe algorithm is almost as accurate as tIRucLq_M algorithm and only slightly slower than APGL algorithm, while both APGL and FPCAe algorithms are much faster than WNNM and tIRucLq_M algorithms.

Table 4.2: Comparison results of four algorithms for square matrix recovery problems with noise ( $\sigma=0.01$ )

| Problems |  |  | WNNM |  | APGL |  | FPCAe |  | tIRucLq_M |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $m=n$ | r | os | Time | Rel.err | Time | Rel.err | Time | Rel.err | Time | Rel.err |
| 500 | 10 | 2.5 | 20.15 | $5.69 \mathrm{e}-3$ | 0.81 | 3.64e-3 | 4.98 | 3.09e-3 | 24.15 | 2.81e-3 |
|  | 20 | 2 | 19.87 | $4.34 \mathrm{e}-3$ | 2.16 | $1.67 \mathrm{e}-1$ | 5.47 | $2.65 \mathrm{e}-3$ | 18.03 | $2.38 \mathrm{e}-3$ |
|  | 60 | 1.5 | 21.62 | $2.73 \mathrm{e}-3$ | 5.09 | 3.31e-1 | 9.04 | 2.01e-3 | 17.82 | $1.69 \mathrm{e}-3$ |
| 800 | 10 | 2.5 | 53.11 | $5.84 \mathrm{e}-3$ | 1.88 | 3.51e-3 | 11.78 | 3.15e-3 | 61.42 | 2.82e-3 |
|  | 20 | 2 | 51.91 | $4.43 \mathrm{e}-3$ | 4.91 | $1.52 \mathrm{e}-1$ | 12.72 | $2.65 \mathrm{e}-3$ | 49.63 | $2.38 \mathrm{e}-3$ |
|  | 60 | 1.5 | 55.21 | $2.94 \mathrm{e}-3$ | 12.39 | $4.16 \mathrm{e}-1$ | 18.46 | $2.06 \mathrm{e}-3$ | 53.11 | $1.84 \mathrm{e}-3$ |
| 1000 | 10 | 2.5 | 85.24 | 5.75e-3 | 0.79 | $3.25 \mathrm{e}-3$ | 18.01 | $3.15 \mathrm{e}-3$ | 120.67 | 2.64e-3 |
|  | 40 | 2 | 96.27 | 3.06e-3 | 13.75 | $3.33 \mathrm{e}-1$ | 25.00 | 1.84e-3 | 41.19 | $1.61 \mathrm{e}-3$ |
|  | 110 | 1.5 | 151.63 | $2.07 \mathrm{e}-3$ | 21.44 | $3.50 \mathrm{e}-3$ | 40.33 | $1.48 \mathrm{e}-3$ | 150.63 | $1.25 \mathrm{e}-3$ |
| 2000 | 15 | 2.5 | 412.25 | $4.59 \mathrm{e}-3$ | 2.02 | $2.95 \mathrm{e}-3$ | 70.75 | $2.56 \mathrm{e}-3$ | 521.62 | 2.23e-3 |
|  | 40 | 2 | 422.31 | 3.13e-3 | 34.28 | 3.51e-1 | 83.80 | $1.86 \mathrm{e}-3$ | 456.80 | $1.67 \mathrm{e}-3$ |
|  | 110 | 1.5 | 602.93 | $2.22 \mathrm{e}-3$ | 98.41 | $5.10 \mathrm{e}-3$ | 122.35 | $1.52 \mathrm{e}-3$ | 1780.09 | $1.38 \mathrm{e}-3$ |
| 3000 | 20 | 2.5 | 976.08 | $3.86 \mathrm{e}-3$ | 3.55 | $2.50 \mathrm{e}-3$ | 159.23 | $2.21 \mathrm{e}-3$ | 1378.01 | 1.95e-3 |
|  | 40 | 2 | 1070.18 | $3.08 \mathrm{e}-3$ | 38.81 | $1.27 \mathrm{e}-1$ | 206.24 | 1.86e-3 | 2381.94 | $1.68 \mathrm{e}-3$ |
|  | 110 | 1.5 | 1438.76 | $2.20 \mathrm{e}-3$ | 173.41 | 5.19e-3 | 251.60 | $1.53 \mathrm{e}-3$ | 7083.88 | 1.46e-3 |

### 4.3.2 Rectangular matrix recovery

This subsection compares the four algorithms for rectangular matrix recovery problems. The parameters of problems and numerical results for noiseless problems $(\sigma=0)$ and noise problems $(\sigma=0.01)$ are presented in Tables 4.3 and 4.4 respectively.

Table 4.3: Comparison results of four algorithms for rectangular matrix recovery problems without noise (i.e., $\sigma=0$ )

| Problems |  |  |  | WNNM |  | APGL |  | FPCAe |  | tIRucLq_M |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| m | n | r | os | Time | Rel.err | Time | Rel.err | Time | Rel.err | Time | Rel.err |
| 200 | 100 | 10 | 2.0 | 0.29 | $3.10 \mathrm{e}-4$ | 0.45 | 4.55 e - 3 | 0.35 | $7.99 \mathrm{e}-5$ | 39.02 | 3.91e - 4 |
|  |  | 15 | 1.5 | 0.28 | 1.32e-3 | 0.85 | $7.69 \mathrm{e}-3$ | 0.46 | $1.44 \mathrm{e}-3$ | 37.28 | $2.39 \mathrm{e}-3$ |
| 400 | 300 | 15 | 2.0 | 4.18 | $2.84 \mathrm{e}-4$ | 1.01 | $2.34 \mathrm{e}-3$ | 0.84 | 9.44e - 6 | 34.12 | $1.31 \mathrm{e}-4$ |
|  |  | 20 | 1.5 | 5.07 | $4.07 \mathrm{e}-4$ | 1.70 | 5.43e-1 | 1.30 | $3.39 \mathrm{e}-4$ | 62.68 | $8.70 \mathrm{e}-4$ |
| 600 | 400 | 15 | 2.0 | 6.45 | $2.89 \mathrm{e}-4$ | 1.38 | $2.77 \mathrm{e}-3$ | 2.72 | 1.14e-4 | 65.86 | $2.23 \mathrm{e}-4$ |
|  |  | 20 | 2.0 | 6.72 | $2.78 \mathrm{e}-4$ | 1.37 | $2.32 \mathrm{e}-4$ | 2.69 | $9.21 \mathrm{e}-6$ | 43.12 | $8.37 \mathrm{e}-5$ |
|  |  | 50 | 1.5 | 6.40 | 3.66e-4 | 4.27 | 3.98e-1 | 4.78 | $4.42 \mathrm{e}-6$ | 46.69 | $5.74 \mathrm{e}-5$ |
| 800 | 450 | 15 | 2.0 | 8.12 | 2.85e-4 | 1.67 | $4.67 \mathrm{e}-3$ | 4.47 | $3.05 \mathrm{e}-4$ | 92.26 | $6.46 \mathrm{e}-4$ |
|  |  | 20 | 2.0 | 9.46 | $2.82 \mathrm{e}-4$ | 3.55 | $2.45 \mathrm{e}-1$ | 3.96 | 7.34e-5 | 75.25 | $1.14 \mathrm{e}-4$ |
|  |  | 50 | 1.5 | 9.65 | $3.75 \mathrm{e}-4$ | 5.93 | $4.19 \mathrm{e}-1$ | 6.20 | 2.36e-5 | 217.49 | $7.57 \mathrm{e}-5$ |
| 1000 | 800 | 15 | 2.0 | 28.28 | 2.68e-4 | 1.35 | $2.29 \mathrm{e}-3$ | 11.42 | 5.60e-4 | 169.23 | $6.58 \mathrm{e}-4$ |
|  |  | 20 | 2.0 | 27.24 | $2.69 \mathrm{e}-4$ | 3.53 | 1.51e - 1 | 8.99 | $1.57 \mathrm{e}-4$ | 166.15 | $1.67 \mathrm{e}-4$ |
|  |  | 50 | 1.5 | 30.56 | $3.73 \mathrm{e}-4$ | 12.05 | $4.87 \mathrm{e}-1$ | 12.84 | 9.11e - 5 | 224.45 | $1.10 \mathrm{e}-4$ |
| 3000 | 2000 | 50 | 2.0 | 298.28 | $2.53 \mathrm{e}-4$ | 22.02 | $2.22 \mathrm{e}-3$ | 80.40 | $8.12 \mathrm{e}-5$ | 2970.79 | 2.43e-5 |
|  |  | 100 | 2.0 | 278.38 | $2.57 \mathrm{e}-4$ | 46.44 | $1.24 \mathrm{e}-3$ | 87.33 | $1.23 \mathrm{e}-6$ | 2684.71 | $1.19 \mathrm{e}-5$ |
|  |  | 150 | 1.5 | 516.04 | $3.71 \mathrm{e}-4$ | 109.22 | $3.37 \mathrm{e}-3$ | 148.61 | $4.19 \mathrm{e}-5$ | 6031.38 | $4.39 \mathrm{e}-5$ |
| 5000 | 3000 | 50 | 2.0 | 849.70 | 2.40e-4 | 56.27 | $6.77 \mathrm{e}-3$ | 250.55 | $2.97 \mathrm{e}-4$ | 8158.50 | $2.96 \mathrm{e}-4$ |
|  |  | 100 | 2.0 | 794.65 | $2.60 \mathrm{e}-4$ | 123.80 | $2.15 \mathrm{e}-3$ | 237.43 | $2.08 \mathrm{e}-5$ | 10003.90 | $1.13 \mathrm{e}-5$ |
|  |  | 150 | 1.5 | 1375.44 | $3.52 \mathrm{e}-4$ | 205.55 | 4.04e-3 | 437.79 | $1.84 \mathrm{e}-4$ | 21669.32 | $1.62 \mathrm{e}-4$ |

For the noiseless rectangular matrix recovery problems in Table 4.3, FPCAe algorithm outperforms tIRucLq_M and WNNM algorithms in terms of running time and accuracy, and attains higher accuracy than APGL algorithm but needs slightly more time. For the noise rectangular matrix recovery problems in Table 4.4. APGL algorithm is still the fastest one with the lowest accurate, while tIRucLq_M algorithm has the highest accuracy but the slowest speed. Obviously, our FPCAe algorithm is almost as accurate as tIRucLq_M algorithm and

Table 4.4: Comparison results of four algorithms for rectangular matrix recovery problems with noise ( $\sigma=0.01$ )

| Problems |  |  |  | WNNM |  | APGL |  | FPCAe |  | tIRucLq_M |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| m | n | r | os | Time | Rel.err | Time | Rel.err | Time | Rel.err | Time | Rel.err |
| 200 | 100 | 10 | 2.0 | 0.51 | $5.57 \mathrm{e}-3$ | 0.35 | $4.82 \mathrm{e}-3$ | 0.53 | 3.91e-3 | 78.60 | 3.65e-3 |
|  |  | 15 | 1.5 | 0.48 | $5.55 \mathrm{e}-3$ | 0.66 | $8.77 \mathrm{e}-3$ | 0.59 | $4.53 \mathrm{e}-3$ | 28.66 | $4.84 \mathrm{e}-3$ |
| 400 | 300 | 15 | 2.0 | 11.67 | 5.01e-3 | 0.81 | $3.81 \mathrm{e}-3$ | 1.57 | $3.07 \mathrm{e}-3$ | 21.75 | 2.81e-3 |
|  |  | 20 | 1.5 | 9.51 | $5.16 \mathrm{e}-3$ | 1.65 | $5.37 \mathrm{e}-1$ | 1.62 | $3.71 \mathrm{e}-3$ | 50.56 | 3.47e-3 |
| 600 | 400 | 15 | 2.0 | 19.07 | $5.10 \mathrm{e}-3$ | 1.34 | $4.26 \mathrm{e}-3$ | 5.04 | 3.06e-3 | 44.33 | 2.82e-3 |
|  |  | 20 | 2.0 | 18.75 | $4.35 \mathrm{e}-3$ | 1.91 | $1.24 \mathrm{e}-1$ | 5.52 | $2.64 \mathrm{e}-3$ | 25.83 | 2.38e-3 |
|  |  | 50 | 1.5 | 18.86 | $3.07 \mathrm{e}-3$ | 3.99 | $3.99 \mathrm{e}-1$ | 7.74 | $2.23 \mathrm{e}-3$ | 26.52 | 1.97e-3 |
| 800 | 450 | 15 | 2.0 | 25.34 | 5.16e-3 | 1.66 | $4.47 \mathrm{e}-3$ | 7.35 | $3.27 \mathrm{e}-3$ | 68.05 | 2.83e-3 |
|  |  | 20 | 2.0 | 26.04 | $4.41 \mathrm{e}-3$ | 3.11 | $2.42 \mathrm{e}-1$ | 8.20 | $2.65 \mathrm{e}-3$ | 60.79 | 2.36e-3 |
|  |  | 50 | 1.5 | 25.12 | $3.18 \mathrm{e}-3$ | 5.92 | $4.17 \mathrm{e}-1$ | 10.35 | $2.23 \mathrm{e}-3$ | 54.56 | $2.00 \mathrm{e}-3$ |
| 1000 | 800 | 15 | 2.0 | 66.76 | 5.16e-3 | 1.27 | $4.00 \mathrm{e}-3$ | 15.30 | 3.10e-3 | 139.58 | 2.87e-3 |
|  |  | 20 | 2.0 | 72.78 | $4.47 \mathrm{e}-3$ | 2.85 | 5.43e-2 | 16.03 | $2.64 \mathrm{e}-3$ | 96.47 | $2.43 \mathrm{e}-3$ |
|  |  | 50 | 1.5 | 67.31 | $3.32 \mathrm{e}-3$ | 11.87 | $4.88 \mathrm{e}-1$ | 20.56 | $2.27 \mathrm{e}-3$ | 138.83 | 2.13e-3 |
| 3000 | 2000 | 50 | 2.0 | 691.47 | $2.14 \mathrm{e}-3$ | 11.25 | $2.22 \mathrm{e}-3$ | 130.14 | $1.64 \mathrm{e}-3$ | 1589.73 | 1.45e-3 |
|  |  | 100 | 2.0 | 948.16 | $1.89 \mathrm{e}-3$ | 43.49 | $1.60 \mathrm{e}-3$ | 195.33 | $1.15 \mathrm{e}-3$ | 1372.97 | 9.96e-4 |
|  |  | 150 | 1.5 | 1141.34 | $1.88 \mathrm{e}-3$ | 106.04 | $3.38 \mathrm{e}-3$ | 245.55 | $1.29 \mathrm{e}-3$ | 4319.47 | 1.11e-3 |
| 5000 | 3000 | 50 | 2.0 | 2051.01 | $2.74 \mathrm{e}-3$ | 19.07 | $2.47 \mathrm{e}-3$ | 323.06 | $1.64 \mathrm{e}-3$ | 7702.01 | 1.46e-4 |
|  |  | 100 | 2.0 | 2417.49 | $1.94 \mathrm{e}-3$ | 116.09 | $2.42 \mathrm{e}-3$ | 462.58 | $1.15 \mathrm{e}-3$ | 5770.84 | $1.03 \mathrm{e}-3$ |
|  |  | 150 | 1.5 | 2737.64 | $1.89 \mathrm{e}-3$ | 207.16 | $4.46 \mathrm{e}-3$ | 563.88 | $1.30 \mathrm{e}-3$ | 17683.42 | $1.24 \mathrm{e}-3$ |

only slightly slower than APGL algorithm, while both APGL and FPCAe algorithms are much faster than WNNM and tIRucLq_M algorithms.

Therefore, our FPCAe algorithm is competitive with the three compared algorithms in terms of speed, accuracy, robustness and anti-noise.

### 4.4 Experiments on grayscale images recovery

In this subsection, we apply FPCAe to recover the grayscale images and continue to compare it with WNNM, APGL and tIRucLq_M in different sampling ratios. We use the following four indicators: peak signal to noise ratio (PSNR) ([18]), structural similarity (SSIM) ([53]), root mean square error (RMSE) ([53]) and CPU time (Time) to evaluate the numerical performance of the compared algorithms for image recovery problems, where PSNR is defined as follows:

$$
\begin{equation*}
\text { PSNR }:=10 * \log _{10}\left(\frac{m n * 255^{2}}{\left\|M-X^{*}\right\|_{F}^{2}}\right) . \tag{4.2}
\end{equation*}
$$

The higher PSNR and SSIM values and the smaller RMSE and Time values represent better recovery performance.

The four grayscale images in Figure 4.3 are all of $512 \times 512$, and all downloaded from the CVG-UGR image database at https://ccia.ugr.es/cvg/CG/base.htm.

Since these original images themselves do not have the low-rank structure, we randomly sample $10.0 \%, 20.0 \%, 30.0 \%$ pixels respectively of each image to reconstruct an image of rank 80 by each algorithm as low-rank approximation to the original image, that is, sr $=$ $0.1,0.2,0.3$ respectively and all with $r=80$. The recovered images are presented in Figure 4.4 with $\mathrm{sr}=0.1,0.2,0.3$ respectively, while the numerical results of PSNR, SSIM, RMSE and Time for the recovered images are reported in Table 4.5 .

From Figure 4.4, we can see that the recovered images by FPCAe algorithm are clearer and closer to the original images than those of other algorithms. Further from Table 4.5, we can see that our FPCAe algorithm always perform better than other three algorithms in

(a) Barbara

(b) Boat

(c) Man

(d) Couple

Fig. 4.3: Four original grayscale images


Fig. 4.4: Recovery results for grayscale images with different sampling ratios
Table 4.5: Numerical results for grayscale images recovery of the four algorithms

| Images | Methods | $\mathrm{sr}=0.1$ |  |  |  | $\mathrm{sr}=0.2$ |  |  |  | $\mathrm{sr}=0.3$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | PSNR | SSIM | RMSE | Time | PSNR | SSIM | RMSE | Time | PSNR | SSIM | RMSE | Time |
| Barbara | WNNM | 14.61 | 0.09 | 47.41 | 8.33 | 17.21 | 0.21 | 35.14 | 16.62 | 19.26 | 0.34 | 27.75 | 27.27 |
|  | APGL | 17.02 | 0.22 | 35.91 | 0.83 | 17.70 | 0.32 | 33.25 | 0.66 | 19.76 | 0.40 | 26.20 | 0.78 |
|  | FPCAe | 18.05 | 0.24 | 31.90 | 6.07 | 20.70 | 0.41 | 23.51 | 7.12 | 23.23 | 0.58 | 17.56 | 9.28 |
|  | tIRucLq_M | 14.96 | 0.11 | 45.55 | 2.41 | 18.52 | 0.26 | 30.23 | 11.68 | 21.95 | 0.47 | 20.36 | 69.53 |
| Boat | WNNM | 16.09 | 0.13 | 39.99 | 10.37 | 19.36 | 0.27 | 27.41 | 17.16 | 21.62 | 0.39 | 21.15 | 29.30 |
|  | APGL | 18.55 | 0.31 | 30.12 | 0.72 | 19.60 | 0.40 | 26.71 | 0.64 | 19.82 | 0.43 | 26.00 | 0.74 |
|  | FPCAe | 19.59 | 0.32 | 26.70 | 5.13 | 22.54 | 0.48 | 19.02 | 7.59 | 25.33 | 0.62 | 13.79 | 10.45 |
|  | tIRucLq_M | 16.44 | 0.15 | 38.37 | 2.20 | 20.18 | 0.32 | 24.97 | 10.12 | 23.82 | 0.53 | 16.42 | 59.54 |
| Man | WNNM | 15.91 | 0.11 | 40.81 | 9.98 | 19.22 | 0.23 | 27.86 | 16.83 | 21.52 | 0.35 | 21.40 | 26.56 |
|  | APGL | 18.30 | 0.30 | 30.99 | 0.62 | 18.97 | 0.35 | 28.68 | 0.54 | 19.15 | 0.40 | 28.11 | 0.57 |
|  | FPCAe | 19.45 | 0.32 | 27.16 | 5.42 | 22.51 | 0.42 | 19.08 | 7.30 | 25.51 | 0.60 | 13.51 | 9.20 |
|  | tIRucLq_M | 15.91 | 0.15 | 40.80 | 2.29 | 19.96 | 0.28 | 25.59 | 10.89 | 23.75 | 0.48 | 16.54 | 49.67 |
| Couple | WNNM | 16.86 | 0.17 | 36.56 | 10.11 | 19.65 | 0.32 | 26.53 | 16.34 | 22.22 | 0.47 | 19.73 | 27.26 |
|  | APGL | 19.33 | 0.33 | 27.52 | 0.60 | 20.07 | 0.42 | 25.28 | 0.54 | 20.24 | 0.46 | 24.79 | 0.64 |
|  | FPCAe | 20.05 | 0.35 | 25.35 | 5.56 | 22.89 | 0.52 | 18.28 | 7.20 | 25.86 | 0.68 | 12.97 | 9.25 |
|  | tIRucLq_M | 16.71 | 0.16 | 37.20 | 2.31 | 20.42 | 0.35 | 24.27 | 8.05 | 24.13 | 0.58 | 15.84 | 63.13 |

all the cases. Although APGL algorithm is always the fastest one, but its PSNR, SSIM and RMSE are not very good, which makes the quality of its recovered images poor.

### 4.5 Experiments on three-channel images recovery

In this subsection, we select four popular three-channel images (Figure 4.5) with dimension $256 * 256 * 3$ for this experiment, whose entries denote the pixels of the corresponding images. We also randomly sample $10 \%, 20 \%$ pixels respectively of each image to reconstruct an
image of rank 30 by each algorithm as low-rank approximations to the original image, that is, $s r=0.1,0.2$ respectively and all with $r=30$. The recovered images are presented in Figure 4.6 with $s r=0.1,0.2$ respectively, while the numerical results of PSNR, SSIM, RMSE and Time for the recovered images are reported in Table 4.6.


Fig. 4.5: Four original three-channel images


Fig. 4.6: Recovery results for three-channel images with different sampling ratios

From Figure 4.6, we can see that when $\mathrm{sr}=0.1$, all the compared algorithms fail to recover the clear images, while the quality of the recovery images of all the compared algorithms becomes better as the sampling ratios becomes larger. When $\mathrm{sr}=0.2$, the recovered images by FPCAe algorithm are clearer and closer to the original images than those of other algorithms. Further from Table 4.6, we can see that FPCAe algorithm always recover the target images stably with higher PSNR and SSIM values and less CPU time compared to WNNM and tIRucLq_M algorithms. Although the speed of APGL algorithm and the RMSE value of tIRucLq_M algorithm are smaller than other algorithms, their other aspects of numerical results are not as good as FPCAe algorithm.

Table 4.6: Numerical results for three-channel images recovery of the four algorithms

| Images | Methods | $\mathrm{sr}=0.1$ |  |  |  | $\mathrm{sr}=0.2$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | PSNR | SSIM | RMSE | Time | PSNR | SSIM | RMSE | Time |
| Flower | WNNM | 13.24 | 0.08 | 0.03 | 2.83 | 19.87 | 0.34 | 0.01 | 4.96 |
|  | APGL | 11.48 | 0.06 | 0.13 | 1.73 | 19.49 | 0.34 | 0.01 | 0.49 |
|  | FPCAe | 17.83 | 0.23 | 0.005 | 0.74 | 20.96 | 0.41 | 0.001 | 1.24 |
|  | tIRucLq_M | 15.20 | 0.12 | 0.004 | 0.98 | 19.11 | 0.29 | 0.001 | 10.63 |
| House | WNNM | 12.09 | 0.07 | 0.02 | 2.68 | 22.05 | 0.47 | 0.009 | 5.39 |
|  | APGL | 13.83 | 0.15 | 0.07 | 2.26 | 21.10 | 0.46 | 0.01 | 0.28 |
|  | FPCAe | 19.32 | 0.34 | 0.002 | 0.81 | 22.88 | 0.52 | 0.001 | 1.18 |
|  | tIRucLq_M | 15.41 | 0.11 | 0.002 | 1.08 | 20.09 | 0.30 | 0.001 | 10.40 |
| Plants | WNNM | 15.64 | 0.21 | 0.08 | 3.98 | 22.37 | 0.45 | 0.02 | 5.66 |
|  | APGL | 14.47 | 0.19 | 0.14 | 2.13 | 19.31 | 0.43 | 0.03 | 1.21 |
|  | FPCAe | 19.91 | 0.38 | 0.01 | 0.81 | 23.40 | 0.54 | 0.008 | 1.14 |
|  | tIRucLq_M | 17.07 | 0.26 | 0.02 | 1.29 | 20.94 | 0.41 | 0.006 | 30.34 |
| Peppers | WNNM | 11.66 | 0.07 | 0.13 | 2.43 | 19.10 | 0.35 | 0.07 | 5.19 |
|  | APGL | 10.21 | 0.07 | 0.20 | 2.49 | 18.58 | 0.36 | 0.06 | 0.55 |
|  | FPCAe | 16.00 | 0.21 | 0.03 | 0.75 | 20.01 | 0.42 | 0.05 | 1.20 |
|  | tIRucLq_M | 13.45 | 0.10 | 0.03 | 0.99 | 17.55 | 0.26 | 0.04 | 15.80 |

## 5 Conclusion

In this paper, we studied a general Schatten p-quasi-norm $(0<p<1)$ regularized matrix optimization problem which is modeled by 1.5 . For this nonconvex nonsmooth and nonLipschitz optimization problem, based on the matrix p-thresholding operator, we propose a fixed point continuation algorithm with extrapolation (FPCAe) for solving it. We prove that any accumulation point of the iterative sequence generated by the proposed algorithm is not only a critical point but also a global stationary point of the problem, where the global stationary point possesses some global optimality which can exclude too many stationary points even some local minimizers of the nonconvex problem. We also prove the rank invariance of the iterative sequence. Further, we established global convergence and R-linear convergence rate of the whole iterative sequence generated by the proposed algorithm under some mild conditions. Finally, a large number of numerical experiments on random square and rectangular matrix completion problems, grayscale image and three-channel image recovery problems demonstrated that the proposed FPCAe algorithm possesses very excellent performance and so is a very competitive algorithm for low-rank matrix optimization problems in comparison with some state-of-the-art algorithms.
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