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Abstract

The (structured) saddle-point problem involving the infimal convolution in real Hilbert
spaces finds applicability in many applied mathematics disciplines. For this purpose, we de-
velop a stochastic primal-dual splitting (PDS) algorithm with loopless variance-reduction (VR)
for solving this generic problem. A PDS algorithm aims to overcome the well-known short-
comings of common splitting methods by solving the primal-dual pair formed by the monotone
inclusion and its dual (in the sense of Fenchel-Rockafellar) reformulated as a monotone inclusion
problem in a corresponding product space. The stochastic nature of the algorithm prevents from
requiring the evaluation of the full gradient at each iteration, operation which can be computa-
tionally intensive when realized over the full dataset. The motivation behind variance reduction
techniques finds its root in the convergence profile of stochastic first-order methods with fixed
step size. From the perspective of the memory vs. computation time tradeoff, loopless VR of-
fers several advantages, in particular in terms of computational time, compared to alternatives
such as double-loop VR. In this respect, we first prove the weak almost sure convergence of the
iterates; then, demonstrate that our algorithm achieves linear convergence in expectation of its
iterates as well as convergence of the (smoothed and duality) gap function value.

Keywords: Stochastic optimization, Variance reduction, Duality, Saddle point problem, Sublinear
convergence, Linear convergence.
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1 Introduction

In this paper, we revisit the following structured saddle point problem in real Hilbert spaces.

Problem 1.1 Let H, G be separable real Hilbert spaces. Let L: H — G be a bounded linear
operator. Let f: H — ]—00,400] and g: G — |—00, +00] be proper lower semicontinuous convex



functions. Let n, and ng be strictly positive integers. Let (i;)1<i<n, and (¥;)1<i<n, be non-negative
sequences. Let (hi)lgz‘gnp be a sequence of convex differentiable functions from H to R such that
Vh; is pi-Lipschitz continuous. Let (¢;)1<j<n, be a sequence of convex functions from # to R such
that ¢; is 1/v;-strongly convex. Let h: H — R and ¢: G — R be convex differentiable functions
defined respectively by

1 Np 1 ng
h:=—> h; and 0*:=—» [ 1.1
" ; - ; (1.1)
The primal problem is to
minimize h(z) + ({0 g)(Lz) + f(z), (1.2)

zeH
where ¢0g denotes the infimal convolution of the functions ¢ and g. The dual problem (in the
sense of Fenchel-Rockafellar) is to

mi%ierlglize (h+ ) (L*v) + g*(—v) + £*(—v), (1.3)

where f* and L* denote the Fenchel conjugate of the function f and operator L, respectively.

Stochastic numerical methods for solving saddle points problems have been extensively investigated
in the literature, see [2, 3, 8, 9, 18, 20, 21] and [12, 14, 15, 28, 29, 34] for more recent developments.
In these papers, the proposed methods find applicability to various problems arising from machine
learning, statistical learning, transport optimization, portfolio optimization, eigenvalue optimiza-
tion as well as many another problems in applied mathematics. Over the last decade, many of
these stochastic methods have also exploited the variance reduction (class of) techniques in order
to increase the precision of the gradient estimates while decreasing the computation time to obtain

them; see for instances [2, 3, 8, 12, 14, 15, 28, 29, 34] and references therein. In this context, Prob-
lem 1.1 was first investigated in [9] and then in [30, 4, 5, 13] for the case where n, = ng = 1. In the
case where n,+ng > 2, the problem has been recently resolved in [28, 21, 22] by means of stochastic

variants of primal-dual splitting methods. Let us emphasize that when n, and ng are (very) large,
the evaluation of the full gradient of h and ¢ becomes prohibitive. In turn, stochastic primal-dual
splitting methods are often used as alternative to their deterministic counterpart. Comparatively,

(i) The algorithm in [28] can be viewed as a stochastic extension of [10] by using the Bregman
distance. The main advantage of this work is that Hilbert spaces are relaxed to reflexive
Banach spaces. Although enabling interesting applications such as the linear inverse problems
on the simplex, the condition on the variables is much stronger than expected; moreover, the
method does not exploit any variance reduction technique.

(ii) A stochastic method is developed in [21] for solving the Problem 1.1 with Bregman distance.
The method exploits the variance reduction technique of [32] in finite dimensional Banach
space. However, it reaches only sublinear convergence in expectation of the primal-dual
gap (under mild conditions) whereas linear convergence rate is obtained under constraining
conditions as the strong convexity relative to Bregman functions.

(ili) The method in [22] continues on the one developed in [21] by partially relaxing the fixed
setting of the extrapolation parameters, and exploiting the double-loop variance reduction
technique of [32] but still restricted to the usual duality gap function.



This work is motivated by the recent development in [16] of the loopless variance reduction
method as well as [1]. In contrast, the methods developed in [21, 22] rely on double-loop variance
reduction algorithms following the technique proposed in [32]. In the latter, at the beginning of the
outer loop, the full gradient of the smooth functions needs to be computed and then used to build
the stochastic gradient. Instead, this work aims at developing a stochastic primal-dual splitting
algorithm for Problem 1.1 that relies on loopless variance reduction. In this paper, we also quantify
the convergence speed for this class of saddle point problems by means of a generalization of the
duality gap (to unbounded domains) based on the smoothing of nonsmooth functions [I1] [13].
This gap referred to as smoothed gap takes finite values even for constrained problems, unlike the
duality gap. Moreover, if the smoothness parameter is small and the smoothed gap is small, this
implies that both the optimality gap and feasibility error are small too.

2 Preliminaries

Notations. The inner product and norm of all Hilbert spaces are denoted by (-|-) and || - ||.
The conjugate of the linear operator L is denoted by L*. The effective domain of a function
f:H — ]—00,+0o0] is dom(f) = {z € H | f(x) < +oo}. This function is proper if dom(f) # @.
We denote by T'g(H) the class of all proper lower semicontinuous convex functions f from H to
|—00, +00]. For f € I'g(H), the conjugate (or Fenchel conjugate) of the function f is denoted by
f*. We also use df to refer to the subdifferential of f. Finally, the infimal convolution of two
functions f and g from H to |—o0, +0o0] writes as f O g.

Assumptions. As in [9], throughout this paper, we assume that the set S is defined by

S={zeH|0e€df(x)+ Vh(z)+ (L*o (000dg)o L)(z)} #0, (2.1)
where
of: H—2" o {ueH | (VWyeH) (y—a|u)+f(2) <[y} (2.2)
and!
O000g = (00 4+ dg*) L. (2.3)
As demonstrated in [9], under some qualification conditions, the primal problem can be reduced to

find a point in S. We denote by
M: (z,v) = df(z) x 9g*(v) and C: (z,v) — (Vh(z) + L*v) x (V€*(v) — Lz), (2.4)

where the (Fenchel) conjugate of the function g is defined by ¢*: a — sup({(a | ) — g(z)). Then,
TEH
under the condition (2.1), the problem is equivalent to

S={(z,v) EHxG|0€ (M+C)(z,v)} #0. (2.5)

Definitions. We recall the definition and properties of the smoothed gap as introduced in [13].

!The infimal convolution of £ and g from H to |—oo, +0c] is defined by £ [ g: = + infyep (£(y) + g(z — y))



Definition 2.1 Let 8 € [0, +oo| and (7,0) €10, +oo[* define the smoothness parameters B/7 and
B/o, respectively?. Let x = (z,v) and x = (&,9) be in H x G (where x denotes the Cartesian
product). The smoothed gap Gg(x;x) centered at x is defined by

Gatx) = swp(K(a!) = KG@o) = Lo =l = LI =0l (26)
' €MV EG 27 20
where the Lagrangian function K(x,v) is given by
K(z,v) = h(z) + f(z) + (Lx [ v) — g"(v) = (v). (2.7)
In [13, Proposition 8], authors demonstrate that if x = x! belongs to the primal-dual space

H' x G such that 0 € 9K (x), i.e., x' is a saddle point of the Lagrangian function K; then, the
smoothed gap Gg(x; x) is a measure of optimality, i.e., Gp(x; x1) = 0. Observe that setting 3 = 0
yields the usual duality gap Gg—o(x; XT). The following Lemma recalls this result to our setting.

Lemma 2.2 Let 8 € [0, +oo[ and (1,0) € )0, +00[*. Let x' = (zf,vt) € S and x = (z,v) e H x G.
Then,
Gs(x;x") =0 if and only if x € S. (2.8)

Moreover, define
zg(x) = p1roxT(f+h)/5(a:Jr —7L*v/B) and vg(x) = proxg(g*%*)/ﬁ(vT +oLx/p), (2.9)

where the prozimity operator of f is defined by proxy : H — H : x argmin(f(y) + %Hx - y||2),

yeEH
Then, the following holds,
Gatext) > K (a,v') — Ko ) + 2 fus(a) — o[ + Do) — a1 (2.10)
Definition 2.3 [14, Section D.] Variance reduction (VR): method used to increase the precision of

the (gradient) estimates and the speed to obtain them. Formally, assume hy is an estimate of the
gradient Vh(zy). A method which verifies the property E[||hy — Vh(zg)|%] = 0 is referred to as
—00

a VR method.

Note that although stricto sensu a VR method does not require hy, being an unbiased estimate
of the gradient Vh(zy), the proposed algorithm relies on this property (see Lemma 3.3).

Let (Q1,71,P1) be a probability space where Q; = {1,...,np}, 1 = 2%, and P; =
{p1,p2,...,pn,} with uniformly selected random index p; = 1/np € ]0,1]. Let (Q2,32,P3)
be a probability space where Qo = {1,...,np}, Fo = 22 and Py = {q1,q2,...,qn,} With
¢; = 1/np € ]0,1]. Then (Q,F,P) = (1 x Q2,F1 ® Fz,P; x Py) defines a probability space.
A H-valued random variable is a measurable function X :  — H, where H is endowed with the
Borel o-algebra. The expectation of a random variable X is denoted by E [X]. The conditional ex-
pectation of X given a o-field A C F is denoted by E[X|A]. See [19] for more details on probability
Theory in Hilbert spaces. The abbreviation a.s. stands for ”almost surely”.

2Compared to [13], we set B, = 8 = B, with 8 € [0, +oo[ instead of 3 € [0, 4+-00]



Lemma 2.4 ([25, Theorem 1]) Let (F,)nen be an increasing sequence of sub-o-algebras of the o -
algebra F. Let (zn)nen, (An)nenN, (Cn)nen and (tn)nen be [0, +o0o[-valued random sequences such
that, for everyn € N, z,, &, (, and t, are F,-measurable. Assume moreover that ZnGN t, <
+00, Y henCn < 400 a.s. and

(Vn € N) E[zn+1|Fn] < (1 +tn)zn + (o — A a.S..

Then (zp)nen converges a.s. to a random variable zoo and (An)nen 18 summable a.s..

3 Algorithm and Convergence properties

3.1 Algorithm

In this section, we detail our algorithm to solve problem (1.2) where we use the stochastic estimation
of the full-gradient incorporating auxiliary variables with priority updating probabilities. Hence,
the Algorithm 3.1 does not involve the full gradients Vh(yx) and V£(ug). Nonetheless, in our
convergence analysis (see Section 3.2), we also use the full gradients defined by

Tpy1 = prox,, p(vx — T Vh(yr) — 7L uy) and O 41 = prox,, g« (v, — o VEO(uy) + o Lyg).  (3.1)

Algorithm 3.1 Let (74, 0%)ren be sequences in |0, +oo[%. Let (zg,z_1) € #2 and (vp,v_1) € G2
Let w10 = W1,—1 = o and wo, 0 = W2,—1 = Vg. Let (p, q) be in ]0, 1]2.
Step 1. Compute

= 2% — Th_
{yk Tk — Th—1 (3.2)
up = 20k — Vg1
Step 2. Pick i, € {1,...,np} and jx € {1,...,np} uniformly at random, and compute
2 = —th'k (wlyk) + thk (yk) + Vh(wlyk) (3 3)
dp, = —Vf;k (ka) + VK;IC (uk) + VE*(ka)
where
Yk+1 With probability p ug41 with probability ¢
Wi k+1 = . . and wg k41 = . . (3.4)
w1, With probability 1 — p, wo ), with probability 1 — g,
Step 3. Update
Tpy1 = prox,, ¢(Tg — Thzgp — T L ug)
Uk4+1 = ProXg, g« (’Uk — opdy, + UkLyk).
Remark 3.2 Comparison against related algorithms.
(i) The extrapolation Step 1 of Algorithm 3.1 was introduced in [17] for solving the classical

variational inequality problem over a closed convex set in . Then, it was extended by [(]
to solve a monotone inclusion. A stochastic development of [(] has been recently obtained in

[23].



(ii) The idea of using the auxiliary variables w; , and ws j, (as part of Step 2) was presented in [16]
with the purpose of finding a minimizer of a single function h, where the extrapolation Step
is not used (i.e. yx = x). This idea was further developed in [1] for the method introduced
in [17]. Algorithm 3.1 can be viewed as combining the auxiliary variables as proposed in [10]
with the method developed in [6]. In particular, if np = np = 1, then we obtain the method
in [0] for finding a point in S, see (2.5).

(iii) The main differences of Algorithm 3.1 compared to recently published works [21, 23] consists
of i) the appearance of auxiliary variables with priority updating probabilities (p,q) and ii)
the loopless variance reduction step compared to double-loop variance reduction structure
where the outer loop is replaced by a probabilistic switch between two types of updates: with
probability (p,q) a full/stochastic gradient computation is performed on the primal/dual,
while with probability 1 — p/1 — ¢ the previous gradient is reused with an adjustment.

We first demonstrate that, for all & € N, the random variables z; and dj as defined by this algo-
rithm are unbiased estimators of Vh(yy) and V4(uy), and their variances are reduced progressively
along with the convergence of the full-gradient. More precisely, we have the following.

Lemma 3.3 Let Ej, be the conditional expectations with respect to the history {yg, w1 g—1, Uk, wo k—1}-
Then, (Vk € N) z and dy are unbiased estimators of Vh(yg) and VI*(ug), respectively, i.e., we
have

(V/{? S N) Ex [Zk] = Vh(yk) and Ej [dk] = VE*(uk) (3.5)

Moreover, let x' = (zf,v!) € S and define

1 &

En(wi g, al) = = [ Vhi(wik) = Vhi(ah)]?, (3.6)
Pi=1
1 &

e (wa, ") = — D VL (w2r) = V()] (3.7)
q j=1

Then, we have

(1—p)(

2(1 - (w1 k-1, 2*) + Ep(yr, 2*))
2(1 — q)( :

{Ek[sz — Vh(ye) %] (3.8)
ox (o k—1,v%) 4 Bpr (ug, v¥)). .

Exllldr — VO (ur)]?]

11 [1]

<
<

Proof. The unbiased estimation in (3.5) follows directly from the fact that (Vz € H) Ex[Vh;, (x)] =
Vh(z) and (Vv € G) Ex[V; (v)] = VI*(v). Let us prove (3.8). From (3.2), by substracting Vh(yy
on both left- and right-hand sides, we have

(Vk € N) [z = Va(y)|I” = [|VA(wik) = Vhi, (wik) + Vi, (yr) — Vh(ye) 2. (3.9)
This equality implies that the variance of the variable z; computed over 7; samples is bounded by

Es, [llze — VA(ye) %] < Ei, [IIVha, (w1 k) — Vhi, (yr) 7] - (3.10)



Hence, since for any k£ € N for which w; j, = y; with probability p, wy , = wq p—1 with probability
(1—p) and ||z —y|* < 2[jz — 2||* + 2||z — y||*, the left-hand side of this inequality verifies

Ei, [llze — VA(ye) ] = (1 = p)Ei, [IVhi, (w1 k1) — Vi, () 7]
<2(1 —p>(Eik 1R (w1-1) = Fhiy (1) 2] + Eq, [IVhe () = Fhiy ()] ])

) (Z IVhi(wi g—1) — Vhi(z)|]> + | Vhi(yp) — vm(mf)H?)
=1

=2(1 - p) (En(wip—1,2") + Zn(yk, 21)). (3.11)
From (3.2), by substracting V£*(uy) on both left- and right-hand sides, we also have,
(Vk € N) |y, — VO (up)||* = ||V (war) — V5 (war) + VI, (ug) — VI (up) || (3.12)
This equality implies that the variance of the variable dj computed over ji samples is bounded by
Eji [l — V& () ?] < 5, [IVE, (wa) — VE, (ur)|] (3.13)
Hence, drawing a similar reasoning as for the variance of the variable zj, we obtain
. * 2 (1 q * * *
E]k[Hdk — VY (uk)|| ] < 2T ka 1) Vf + V@ Uk VE
q
Jj=
=2(1—q)(Ex (wz,k,l, ob) + Zps (ug, v1)), (3.14)

which completes the proof. O
The next Lemma provides an upper bound on the values of the gap function.

Lemma 3.4 Define g := g0l and f .= f + h. Set

(0 =L~ _(1)m, O o
L= (L 0 >, U, = < 0 1/0k)’ and D = diag(u,v). (3.15)

Set x = (z,v) € dom(f) x dom(g*). Define

Xk (-rkvvk) Xk’ = (ikvﬁk)v Yi = (ykvuk)a
t
(Vk e Ny F = (2 tr), (3.16)
R = (Vh(yr), VE(ur)),
brp(x) = (L(xg —Xk—1) | X —x) .
Then,
1
K(ks1,v) = K(@,0p41) < *ka X, + 5 llxk = xk—1l3p — br(x)
1 1
= (G ke =5l + 5001 = xel3p = brsr(9))
1 2 1 2
+ §||Xk+1 - Xk?”4D+LTD*1L - §ka+1 - Xk:HUI€
+ llrg — Rk”i,;l + (Rp+1 — x| R — 1) (3.17)

where LT denotes the (conjugate) transpose of L, i.e., LT = —L.



Proof. Let k € N. We have vgy1 = (Id +0,0¢9*) " (vx — ordy + o Lys), which is equivalent to

1
Ly — dy + ?k(vk — Vg41) € 09" (Vk41).

Since g* is a convex function, it follows that,
* * 1
(Vv € G) g"(v) = g™ (vg+1) + ( Lyk — dis + ;k(vk — Vgt1) |V = Vg1 ),
which implies that
* * 1
9" (Vk+1) — g7 (v) < A{di — Lyg | v — vgp1) + e (U = Vky1 | Vhg1 — 0)

1
= (di — Lyg | v = vpp1) + E(Hv = vgl* = [lowsr = okll? = llv = v [1?). (3.18)

Since ¢* is convex and continuously differentiable with v-Lipschitz gradient, we have
O (Vp11) = € (v) < (vppr — v | VO (up)) + gHka —up]|*. (3.19)
We derive from (3.18) and (3.19) that for every = € H,
K(@p41,0) =K (T 1, V1) = (Lopgr | 0 = vig1) + 8" (vier1) — 87 (v)
< (L(zk+1 — yk) | v — V1) + Q;(HU = vll? = loksr = vell* = llo = v [1?)
+ %”Uk;—&-l —up||* + (VO (ug) — dy, | vp1 — v). (3.20)

Similar to (3.20), we have, for every x € H,

K(zpy1, V1) =K (2, vp41) = (L(@ks1 — ) | vpg1) + F(@p41) — £(2)

1
< (L(@pgr — @) | Vg1 — up) + E(H?ﬁ — agl® = Nzpar — 2l = [z = zppa]?)

+ Sllzes = gell? + (wnes =2 | Vhiye) = =) (3.21)

Adding (3.20) and (3.21), we obtain
gk a2k

K(zp41,v) — K(z,v641) < <<L(fﬁk+1 — ) [ g1 — up) + (L@ —y) [ v — Uk+1>>

1 1
+ E(II?E = apl® = llznrr — 2wl = llo = zp]?) + R(Ilv = Okll® = llorsr = owll* = flo = visa %)

Qas ke Qg k
14
+ g”ﬂ%ﬂ — yil? + §\|Uk+1 —ug||* + (wpy1 — @ | Vh(yr) — 25) + (VO (ug) — di | vp41 — v) -

a3k Y.k

o,k

(3.22)



Using (3.1), i.e., ux = v +vg — vk—1, the first term in the right hand side of (3.22) can be expressed
as

a1k = (L(Tp41 — @) | Vg1 — Vg — Uk + Vg—1)
= (L(zp+1 — @) | vkt1 — vg) — (L(Tp1 — @) | Op — vp—1)
= (L(@k+1 — @) | vk — vk) — (L(@ks1 — k) | vk — vk—1) — (L@ — @) [ v — V1) . (3.23)

Similar to (3.23), for the second term of (3.22), by expanding the expression of y; (see (3.1)), we
also have

ag = (L(zky1 —xk) | v — vpy1) — (L — 2p—1) | v — o) — (L(xf — p—1) | vk — Vky1) . (3.24)
Observe that

(L(zhs1 — zp) [ vk — vp—1) + (L(z — 2p—1) | O — V1) = (% — Xp41 | Lxs — Xp-1))
(L(@g1 — @) | vpg1 — vg) + (L(Tpt1 — 2k) [ v = Opg1) = (K1 —xe | L(Xpp1 — %)) (3.25)
(L(zp — ) | vg —vg—1) + (L(zk — Tp—1) | v —vk) = (X — xp—1 | L(xp — %)) .

Hence, we can derive from (3.25), (3.24) and (3.23) that

ar + o2k = biy1(x) = be(x) = (i — X1 | L(xg — xp—1)) - (3.26)
Next we estimate a3 and ay k. Using the non-expansiveness property of prox,, ¢, we have
[ &rs1 — 21 || = ||prox,, sz — Vh(ye) — Tl ur) — prox,, ;(zx — Thzre — L up)||
< 71k ||z — Vh(yr)]l - (3.27)
In turn,
a3k = (Tr1 — Trg1 | VR(yr) — 2k) + (Trg1 — 2 | VR(yr) — 25)
< llze = VA(yi)lll#rt1 — Epgall + (B — 2 | VA(yr) — 2k)
< Tl = VA 1P + (r1 — 2 | VA(yr) — 21) - (3.28)
In the same way, we also have
gy < oglldy — Ve up)||* + (Ve(ug) = dy | D41 —v) - (3.29)
Adding (3.29) and (3.28), we obtain
az g+ oy < |lrg — Rkuggl + K1 — x| R — 1) . (3.30)
In order to estimate agj, we deduce by expanding the expression of y;
Ellars = yll? = Sllewss — @i — (@ - ai-)|?
< Gllaren =l + Slle =zt |? — e (ops —a | m—mer), (33D)



and
14 12
§Hvk+1 - UkH2 = §||Uk+1 — v — (Vg — Uk—l)H2
12 1%
< §||vk+1 —vel® + §Hvk — v |I* = v Uk — vk | vp — vp_1) - (3.32)

Adding (3.31) and (3.32), we obtain, since D = diag(u, ), the following expression for ayq j

a0k = glhxker —xklb + gl —xeal — Gser x| Dos —xen)) . (339)
Therefore, adding (3.33) and (3.26), we get
Qg+ Qg+ ok = %ka—&-l —xi[p + %ka —xk-1llD = (k1 — %k | (D = L) — xx—1))
b (%) — b(). (3.34)
We have

(X1 =%k | (D = L) (% — x4—1)) = (D71 (D — L) (41 — %) | X6 — Xk—1)

1,
< Sl —xi—1llp + 51D YD — L) (k41 —xi) B (3.35)

1
2
Hence, (3.34) becomes
1 2 1 2
aog +ork +azk = Sk =Xkl prp-ip + 5 Ik = Xe-1llap + brr1 () = br(x). (3.36)

We have next, by using the definition of U}, we can rewrite the sum a5 and o as

1 1 1
a5+ o = 5 %k = Xlgr, = 5l =Xl = 5k =Xl - (3.37)

Therefore, by combining (3.36), (3.37), (3.30) into (3.22), we obtain

6

K (2ps1,0) = K(2,0541) < ) ik
i=0

1 1
< —llx —x[lg, + QHXk —xe-1l3p — br(x)
1 1
= (G ks =1, + 5 Ixe1 = xel3p = brs1())

1 2 1 2
+ §||Xk:+l - Xk||4D+LTD*1L - §||Xk+1 - XkHUk

+ |lrx — Rk||2UI:1 + (k1 — x| R — 1) . (3.38)

Hence, the proof is completed. O

10



Remark 3.5 Suppose that f and g* are strongly convex functions with constants ¢; and 65,
respectively. Then, under the same notations as Lemma 3.4, we have

min{ 0,7, O20%
K ) — K v+ D000,

1 1
< §HXk — x|, + §”Xk —xie-13p — br(x)
1 1
= (G ks =X, + 5 %61 = xel3p = brs1())

1 2 1 2
=+ §||Xk+1 - Xk||4D+LTD*1L - §||Xk+1 - Xk”Uk

+ ||k — Rk||?J;1 + (Rp+1 — x| R — 1) . (3.39)
Moreover, if instead of (3.40), we use, with py = || D — L||,
1 2 1 2
(b1 =k [ (D = L) 0t = x-1)) < S lxk = Xe—1llg 1a + 51341 = X llg 105 (3.40)

then, instead of (3.39), we also have

min{6, 7, 020
K(ae1,0) — K (o) OO0

1
< Sl — x|, — br(x) + 3 Ik = [

NN

1 1
gless =, + 3l =0l g0 — D119

2 1 2
+ [1Xe+1 = Xk Dtpo1a — §||Xk+1 —xkllr,

+ vk — RkH?J;l + Rp+1 — x| R — 1) . (3.41)

Remark 3.6 In the case where p = 1 = ¢, Lemma 3.3 recovers the one provided in [32], and
Lemma 3.4 is similar to [21, Lemma 3.5] where p is replaced by ||D|| + ||L]|.

3.2 Convergence properties

In this section, we characterize the convergence properties of Algorithm 3.1. We start by studying
its (weak) convergence profile in Section 3.2.1. Then, in Section 3.2.2, we develop the conditions
and assumptions under which this algorithm converges linearly.

3.2.1 Weak convergence

The weak convergence of the iterate as well as the convergence of the gap function value to 0 rely
on the following Theorem that establishes the descent property of a suitable Lyapunov function.
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Theorem 3.7 Let x' € S and define P = diag(1 — p,1 — q). For every k € N, define

X = (2, vk), W = (W1, Wa k),
O(xk) = O(zk, v) = K (g, 0") — K(aT, vp),

o N . (3.42)
Q(wi) = Q(wg 1, wk2) = Ep(wy g, ) + Zpx (wa , v*),
i = max{og, T }.
We also use following operators:
Vi =2D +4D(1d —P) + SDPU !, (3.43)
Apy1 =Ug — 2D — V. ‘
Moreover, define the following Lyapunov function
1 1
Li(x") = O0x) + Q(wr—1) + 5l = Mg, — br(x") + 5 Ik = k-1, (3.44)

where by(x) is defined by (3.16). Set i = max{u,v}, p=min{p,q} and e € ]0,p[. Let (n)ren be
a sequence in K}F (N). Suppose that the following conditions are verified.

A2 (L —p) +q) +e < L+mg, 2+ 1)1 —p)+e€< 1+n,
U1 >=Uyg ~ (€+ ||LH)Id,

(3.45)
Vi = ||L]|1d,
Then, the following descent property is verified for all k:
1
Ex | a1 (6] + By [ankﬂ - x;f||%,€+l] < (L) L) = €(O0u) + Qwi—1)).  (3.46)

Proof. Using the same notations as defined for Lemma 3.4 and the expression (3.17) with x = x,
we obtain

1 1
Oxki1) < gllxk — 1, + 3l — xe-1 1B — b
1 1
= (5l =<, + Slixers = xel3p = brar(x)
1 2 1 2
+ §||Xk+1 - Xk||4D+LTD_1L - §||Xk+1 - Xk”Uk
+ e — Rl + <xk+1 x| Rk—rk>. (3.47)
From Lemma 3.3, we deduce
Ek [<>A(k+1 - X]L | Rk - I'k>} =0. (3.48)
Using (3.8), we also have
Ex [Hrk - RkH?]?} <27m(1 —p) (Eh(wl,kq,%*) + Eh(yk,w*)>

-+ 2Uk(1 — q) (Eg* (’w27k,1, U*) + Ef* (uk, U*)> . (349)
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By definition of Z;, and =+, we derive the following inequalities

En(yr,2*) < 2(En(yr, vr) + Enl(ar, %)) < 2(pllzr — wp—1]]* + En(zk, 2*))
s (3.50)

<
B (ug, v* (B (ur, vi) + Epr (vg, v*)) < 2(vlJog — vk—1]|* + Epx (0p, v¥)).

We can further estimate (3.49) as

k [Hrk — RH%;} <27,(1—p) (Eh(wm_hﬂv*) + 2pl|zg, — zp_1 || + 2Eh($k,a:*)>
+20%(1 —q) (Ez* (wa,k—1,0*) + 2v|Jog — vg—1||* + 25+ (g, v*)>
< 29,(1—p) ((Eh(wm_l, ¥) 4+ Ep (wo -1, v*)) + 2(Eh(xk, x*) + Zpx (v, v*)))
+ [|xx — Xk—lHiDpUlzl
= 2v,(1 —p) (Q(sz—l) + 2(En(x, %) + Epx (vk,s U*)))
+ Ik = k-1l p - (3.51)
The second term in (3.51) are bound by the gap as indicated by Lemma 3.3 in [21],
En(xg, %) + Epx (v, v*) < 200 (xg). (3.52)
Therefore,
Ex [Hrk - Rk||?J;1 < 279(1 = p) (Q(Wi—1) + 4O (x1,)) + [|x — X 1H4DPU—1 (3.53)
Now, by taking the expectation E; on both sides of (3.47) and invoking (3.53), we obtain

Ex [O(xk+1)] < 8vfi(1 — p)O(xk) + 2v,(1 — p)Q(wg—1)
1 1 1
+ 5l — <, + ol = xi-1ll3p + ol = Xk—l”szU;l — by (x")
1 1 1
- gl =<, + 3l —xelEp + gl — B pu, ~ busa(e))

1 9 ,
+E [QHX’““ B XkH4D+LTD_1L+8DPU;+11 - §”Xk+1 - Xk”Uk:| : (3.54)

Since following (3.42), Q(wy) = Ep (w1 g, %) +Ep (wa 1, v*), its expectation E;[Q(wy)] can be upper
bounded by using inequalities (3.50) and (3.52)

Er [Q(wi)] = By [En(w1 g, 2%) + Zpx (wa , v7)]
=1 —-p)Ep(wy g—1,2") + (1 — Q)= (W k—1,v") + PEn Yk, 2°) + ¢=¢ (ug, v¥)

1
< (1= p)QMWk-1) + 5% —xk-1lipaa—p) + 44O (xk)- (3.55)
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Adding (3.54) to (3.55), and using the definition of V' in (3.42), we obtain®
Ere [©(xk+1)] + Eg [Q(wi)] < 47(27(1 — p) + @) O (i) + (2% + 1)(1 — p)Q(wp—1)
1 1
2=l + gl — sl — el
1 1
= B gl = <, + gl =0l — bl
1
—Ex [QHXk+1 - Xk”?\kﬂ} : (3.56)
Now using the definition of bg(x), we have
bk(xT) = <L(xk — Xg—1) | Xp — XT>
L
< L g =t s = e 2). (3.57)

2
The inequality (3.57) implies that

%”sz g, + %ka —xg1l¥, — be(x) > %ka =61 Y, —jrya T %ka =Mz (3:58)
where the last inequality follows from Vi, — ||L||Id > 0 in (3.45). Hence,
L (6) > Lk =, gra > Sl =2 (3.59)
Moreover, in terms of the Lyapunov function defined by (3.81), we can rewrite (3.56) as
Eu [ ()] + gl xR, | < (L mILOD) — e(O0w) + Q). (360)
which proves (3.46). O

Example 3.8 Assume p = v = fi. Then the conditions (3.43) are satisfied when the strictly
positive sequence (7, 0y )nen verifies the following

—€ 1—€e—4n
(1) v < max{m,,on} < mm{ < ,uq}

2(1—p)’ 8u(l—p)

(i) 7 < ([IZ] +¢)~" and o, < (L[| + )7

(ii) 7 (/L] — 27(1 + 2p)) < 4(1 — p) and o, (|| L[| — 27(1 + 29)) < 4(1 - q).

(iv) 1/7 > 47(2 — p) + x0 and 1/0,, > 47(2 — q) + X0, Where xo = p+ p~ || L[|,

Example 3.9 Set nx = 0 and 7, = o, = . For simplicity, assume y = v = @ and p = ¢, thus
p=p. Then, Uy = 7 11d and D = 7z1d. Set

e it | > 2u(1 + 2p)
X 4(1 = p)/(IIL]] — 2p(1 + 2p))  otherwise.

3Since both expectations exist, the LHS can be equivalently written as Ex, [©(xx+1) + Q(wy)]-
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It follows that the first and the second condition in (3.45) are satisfied with

p—e 1—e—4up 1 }
21—-p)" 8u(l—p) "Ll +e)

7= min{ (3.61)

The third condition of (3.43) is automatically satisfied when v < x. Moreover, following (3.43),
Apy=~"'1d—g 'LTL — 4p1d (1 +p + 2v(1 — p)). (3.62)
Hence, the last condition of (3.45) is also satisfied when
Y214+ P+ 4 > e+ YL + 4E(1 4 p 4+ 29(1 - p)). (3.63)
Therefore, all conditions of (3.45) are verified when

p—e 1—e—4up 1 1 }
b — ) b p— —_— 7X *
2(1—p)" 8u(l—p) "|IL|+€ 1+4a+7n YL|?

0<e§'y§min{ (3.64)

Example 3.10 Let n be the epoch, and ¢ = p = 1/n. Suppose that n is taken large enough such
that n > max{||L|| + €, 1 + 41 + @ ||L||*}. Set ¢ = 1/(2n). Then, by the first element of (3.64),

we obtain |

eI (3.65)

’y:

1

—————— per [1] for Problem 1.1 whenever i + || L|| > 1.
An(p + [|ILID)

which is much better than v =

The main result of this Subsection can be now stated. The following theorem proves the almost sure
weak convergence of the sequence (x;)ren to a point x' € S and the convergence of the sequence
of the gap function values to 0.

Theorem 3.11 Under the same setting as Theorem 3.7, the following hold
O(xx) — 0 and Q(wy) — 0. (3.66)
Moreover, if the following condition is verified
U,' = eld; (3.67)

then, (xk)gen converges weakly to some random variable X € S almost surely (a.s.).

Proof. Under the setting of Theorem 3.7, all the conditions stated in Lemma 2.4 are satisfied.
Consequently, there exists a random variable defined as L. (x!) such that

Lp(x") = Loo(xT) as. as k — oo, (3.68)
and ) .
> B[kt - AREDY B[ lxks1 — xxlI3, ] < 400 as., (3.69)
keN keN
and
> (O(k) + Q(wi—1)) < +oc. (3.70)
keN
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Hence, by [31, Corollary 2.6], we also obtain

D llxerr — xill* < +oo (3.71)
keN
as well as xg11 —xp — 0, and O(xg) + Q(wg—_1) — 0 a.s. (3.72)

Therefore, (3.66) is proved. We also derive from (3.53) that
Er. [[lre — Re[*] — 0, (3.73)

and thus, that
”5\(k+1 — Xk+1” — 0 and H)/\<k+1 — XkH — 0. (374)

Moreover, (3.68) implies that (L (x"))zen is bounded a.s. Hence, by (3.59), ([xxt1 — x|l ke is
also bounded a.s. In turn,

111 (<N < WL k1 = xelllx1 =%, = 0. (3.75)
Now, we derive from (3.72), (3.75) and (3.68) that
lim L1 (x") = lim ||xppq — XTH%]k = Loo(x) as., (3.76)

which, in particular, implies that (xg)ren is bounded almost surely. Let X be a weak cluster point of
(Xk)ken, i.e., there exists a subsequence (xp, )ren that converges weakly a.s to X. Note that (yp, )ken
and (X, )ken also converge weakly a.s to X. As k — oo, from

U, (xk — St1 — Cyg) € MRpi1, (3.77)

and (3.67), we obtain X € zer(M + C) = S a.s. Therefore, by [31, Proposition 2.5], (xi)reN
converges weakly a.s. to a point in §. O

Theorem 3.12 Let (Sk)ken be a sequence in |0,+00[. Under the same setting as of Lemma 3.4,
define

S =2D +45,'LTU, 'L (3.78)
Thi1 =Sk +48, 'Ux +4LTD7'L.
Then, for every k € N, the smoothed gap Gpg, is bounded by
fy < 1 2 1 2 i
Gy (k15 X7) < Sl =X, + 5l = xi-1lls, — br(x")
1 1
= (gl = xWn + 3lbss =l — b))
1 2 1 2
+ §\|Xk+1 = Xk ll8) 1+ Ty — §HXk+1 —xxllw,
+ (1+2/B0) e — Ril3 -+ <xk+1 x| Ry — rk> . (3.79)
Moreover, for all k € N, set
Z, =S, +8DPU,' +4D(1d-P), (3.80)
Aey1 =Up —Try1 — Zipa '
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where P, = (14 2/Bk)P, and define the following Lyapunov function

1 1
L, (xN) = G, (s xT) + Q(wy—1) + ol = Mg, — be(xh) + ol = k17, - (3.81)
Let (ng)ken be a sequence in X (N). Suppose that for all k € N, the following conditions are verified.

( Bk > Br-1
AA(27(1—p) +a) +e < T+ (29, + 1)1 —p) + € < 1+, with 7 = (1 +2/By)
Ur1=Up = (e+|L])1d
Z, = |L)|1d

L A = eld.

(3.82)
Then, the following descent property is verified for all k € N

Ex [ﬁ/BHl(XT)} + Ex BHXkH - ><k||%k+1 < (L+m)Lp, (x1) — €(Gp, (xi;xT) + Q(wi—1)).  (3.83)

Consequently, if U,;l = eld, (xg)reny converges weakly to some random variable X € S almost
surely, and
Gp, (xe;x1) = 0 and Q(wy) — 0 a.s. (3.84)

Proof. We have the following estimations

1 1 1 1
5l =, = Slhees =l = Slxe = x I, = 5 lxer = xR, + (Ut =xe1) [ =)
1 2 Bk
< gl =l = Gl =X+ 5 e = el + k=K, (389)
and

bi(x) — br1(x) = br(x!) — b1 (<) + <L(xk Cx) [ xT— x> - <L(xk+1 ) | xF - x>

2 _
= br(x") — b1 (X)) + @HUle(Xk —xk-1) |37,
5k

2 _
+ - [IU, YL (%1 — xi)|?
Bk

7 X =iz,
o1 2 1 2
= bk(x ) - bk+1(x ) + §||Xk - Xk_1||4ﬁk_1LTU;1L + §||X/€+1 - Xk||46k_1LTU;:1L

5k
- Ix ="l (3.86)

and

<ik+1—x\Rk—rk>:<>2k+1—xT|Rk—rk>+<xT—x|Rk—rk>
Bk

. 2 -
< <sz+1 —x" | Ry — rk> + @HUkl(rk -Ri)lp, + o g X <[,
~ t 2 /Bk t
< (X1 —x [ Ry — 1 +@||I‘k:—RkHU 1+*||X—X [ (3.87)
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Therefore, (3.17) becomes

B
K(vpy1,v) — K(z,v041) — 7HX - XTH%Jk

1

1
< ||Xk - XTH%]k + §||Xk - Xk_1||§D+4ﬁk_1LTU;1L - bk(XT)

O |

1 1
= (s =51+ glbss = sl — b))
1 2 1 2
T §ka+1 B X’fH4D+LTD—1L+4,B,;1Uk+4ﬁ,;1LTU,;1L - §ka+1 — k|,
+ (1+2/B0) ek — Rifl3- + <§<k+1 x| Ry — rk> . (3.88)

Taking the supremun over x € dom(f) x dom(g*) and using (3.78), we obtain (3.79). Moreover, it
follows from (3.53) that

(14278008 [l — RallZ ] < 2901~ 2) Q1) + 4500)) + i a2y (3:59)
Hence, by taking conditional expectation on both sides of (3.79), we obtain
Ex |G G| < 291 = ) (QUwis) + 470.(0)) + xe = 112y 1
1 1
2=, ol — B, — el
1 1
= (o = <0+ gl = sl — b))
1 2 1 2
+ §H><k+1 — X181+ Ty — §”Xk+1 —xkllT, - (3.90)
Adding (3.55) to (3.90), we obtain

E |G, (61X | + Er [Q(wr)] < 47(274 (1 — p) + ) O(xx) + (274 + 1)(1 — p)Q(we—1)

1 1
+ 5”Xk — XTH%]k + i”Xk - Xk_l”ék—l-SDPkU,:l—HLD(Id—P) - bk(XT)
1 1
= (gl = <l + e =l = busat))
1 2 1 2
gl = xills, iy — e =l - (3.91)

In view of the notations defined in (3.80), we can rewrite (3.91) as

Ex |G (xns1sx1) | + Ex [QUwa)] < 47(274(1 = p) + 0)O(xe) + (27 + 1)(1 = P)Q(wi-1)

1 2 1 2
+ 5 llxe — <M, + ol = xk—1llz, — br(x)
1 PR 2 i
- §HXI<:+1 —x'|gr, + §ka+1 =%kl Z,,, — br41(X")

1
= 5l = %%, - (3.92)

18



Since (Bj)ken is assumed increasing, G, (xg+15x") > G, ., (xk41;x7). Moreover, by Lemma 2.2,
O(xx) < G, (xk;x). Therefore, (3.92) can be further estimated as follows

1
Ex |:£Bk+1(XT)i| + Ex {2”Xk+1 - XkHZKkH < (29 (1 = p) + 1 = p) (450G, (xa;x") + Q(wi—1))

1 1
+ §H><k —x'|f, + iHXk —x—1ll%, — br(x')

< (14 m)Lp, (x1) — e(Gg, (x; xT) + Q(wg—1)). (3.93)

Hence, (3.83) is proved. The remainder of the proof is similar to the proof of Theorem 3.11, and
we omit it here. O

Remark 3.13 Here are some comments.

(i) The weak convergence of the iterate as well as the convergence of the gap appear to be new
in the context of loopless variance reduction method for solving primal-dual problem. In the
case of non-loopless variance reduction method, this kind of result has also been obtained in
[22]. While, the proof of the almost sure convergence of iteration based on the gap function
is not new approach even in the stochastic; see [28, 22| for instances.

(ii) To the best of our knowledge, our results appear to be the first establishing the (weak)
convergence of the smoothed gap introduced by [13] in the stochastic setting.

3.2.2 Linear convergence

In this section, we study the linear convergence properties of the proposed algorithm. More pre-
cisely, we establish the linear convergence in expectation of the gap as well as the iteration.

Theorem 3.14 Suppose that f and g* are strongly convex functions with strictly positive constants
01 and 0, respectively. For every k € N, set €1 = infyeny min{6,7y, 0201 }. Suppose that
(Vk € N) max{47(27(1 = p) +q); @y + DA —p)} < po < 1; 2+ e)(I—po) Ser. (3.94)

and that
1 —po

£0

Ay > (Vi1 + LU L L). (3.95)

Then, the following holds.
ExO(x411)] = O(ph), ExQ(wi)] = O(pf) and By [[Ilesr — I, | <OGh).  (3.96)

Proof. By using (3.39), instead of (3.56), we obtain
€
Ex [©00k41) + Qwi) + 5 Ixes1 = x I, | < 47231 = p) + 0)Oxe) + (236 + 1)(1 = P)Qwi-1)
1 1
+ 5 lxe — x|&, + L xi—1]1, — bi(x")
1 1
~ gl = <, + 5l =0l — b

1
—Ep, [2”Xk+1 - Xk”?\k] : (3.97)
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This inequality together with the condition (3.94) gives

Ex [© (1)) + Ex [Q(wr)] < po(O(xk) + Q(Wk—1))
14 ¢
2

1 €1
L e ] bi(x) — o IIxe = <[,

1+¢ 1
= B [T s =+ ki —l ., b ()

1
~ [l -l (3.98)
Let us set 1+ .
€1
ar = —5— b - /|7, + ol = k1|3, — br(x"). (3.99)
Then,
(1= po)bi(x) = (1 = po) (U3 "Lk = xm) |3 =x1)
k
(1 — po) (1—po)
< - <, + k- Xk—1||iTU;1L (3.100)
Therefore,
ar = poay + (1 — po)ay,
(2+e) = po) 1 — po
= poay, + 5 lIxk = XI[3r, + 5 Xk = Xk—lH%,kJrLTUglL- (3.101)

Now, using the second condition in (3.94), i.e., (2+ €1)(1 — po) < €1, we obtain

1 —po

€1
ajp — EHXk - XTHZUk < poai + [ ka‘*lH%/k+LTU;1L
1 —po 2
200 ka - Xk*lHVkJ’,LTUI:lL :

= o (ak + (3.102)

Therefore, (3.98) can be further estimated as

Ex [©(xk+1)] + Ex [Q(wi)] < po <@(Xk) + Q(wg—1) +ap + 12—popo [Ixe — Xkﬂ”%/HLTU,;lL)

1
— E [ag41] — Ex [2||Xk+1 - Xk||12xk]

1 —po
= po (@(Xk) + Q(wWg-1) + ag + 270 lIxx — Xk_l”%/k—&-LTU;lL)

1 —po 2
— B [akﬂ + 200 X1 — XkHVHwLTU,;lL

1= po 2 1 )
+ Ek; |: 2p0 ”Xkﬁ-‘rl - Xk”Vk+1+LTUI;_~l_1L - Ek; §HX]€+1 — XkHAk

(3.103)
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The difference between the last two terms in (3.103) is negative due to the condition (3.95). There-
fore,

L —po
Ex [©(xk+1)] +Ek [Q(Wk) Far + o [Xe+1 — Xk||3/k+1+LrU;+11L]
1 —po
< o (@(xk) QUi ay + o B g xk,lH%/k+LTU;1L) (3.104)
Using this expression recursively, we obtain
1 —po
Er [©(xx11)] + Ei [Q(Wk) a5 [Xk41 — Xk\l%,HﬁLTU;LL} < O(pp), (3.105)

which proves the desired results. O

Remark 3.15 By using the same technique, the linear convergence of the smoothed gap function
value can be obtained. Hence, we omit it here.

Remark 3.16 The linear convergence of the duality gap as well as the smoothed gap function
values under an additional condition like the strong convexity-concavity or the quadratic error
bound are well-known in both stochastic and deterministic settings; see for examples [3, 13, 21, 29].
If ¢* =0 and f = 0, under additional assumptions on the linear operator L, [12] achieves the linear
convergence rate even when the strongly convex-concave condition is not full-filled.

4 Conclusion

In this paper, we developed a new primal-dual splitting with loopless variance reduction. We proved
the weak almost sure convergence of the iterations and the convergence of the gap function as well
as of the full gradient. Linear convergence is also obtained under the strong convexity condition.
We also note that when Step 1 of Algorithm 3.1 is modified as

ye = (1+wp)ey — wprr—1
up, = (14 wp)vr — wpvp—1

where wy > 0; then, under the same conditions on wy as those used in [22], all results presented in
this paper can be extend to this general case with minor modification of the conditions.
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