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Abstract

In recent years, there has been growing interest in solving linear optimization problems – or more simply “LP” – using first-order methods in order to avoid the costly matrix factorizations of traditional methods for huge-scale LP instances. The restarted primal-dual hybrid gradient method (PDHG) – together with some heuristic techniques – has emerged as a powerful tool for solving huge-scale LPs. However, the theoretical understanding of the restarted PDHG and the validation of various heuristic implementation techniques are still very limited. Existing complexity analyses have relied on the Hoffman constant of the LP KKT system, which is known to be overly conservative, difficult to compute (and hence difficult to empirically validate), and fails to offer insight into instance-specific characteristics of the LP problems. These limitations have limited the capability to discern which characteristics of LP instances lead to easy versus difficult LP instances from the perspective of difficulty of computation. With the goal of overcoming these limitations, in this paper we introduce and develop two purely geometry-based condition measures for LP instances: the “limiting error ratio” and the LP sharpness. We provide new computational guarantees for the restarted PDHG based on these two condition measures. For the limiting error ratio, we provide a computable upper bound and show its relationship with the data instance’s proximity to infeasibility under perturbation. For the LP sharpness, we prove its equivalence to the stability of the LP optimal solution set under perturbation of the objective function. We validate our computational guarantees in terms of these condition measures via specially constructed instances. Conversely, our computational guarantees validate the practical efficacy of certain heuristic techniques (row preconditioners and step-size tuning) that improve computational performance in practice. Finally, we present computational experiments on LP relaxations from the MIPLIB dataset that demonstrate the promise of various implementation strategies.

1 Introduction

The focus of this paper is on solving huge-scale instances of linear optimization problems – or more simply “LP”. LP problems abound across a wide variety of applications from manufacturing, transportation, service sciences, to computational science and engineering. Up until very recently, the most successful methods for solving LP problems have been simplex and pivoting methods [9] and interior-point methods [44]; these methods have been extensively studied and implemented in state-of-the-art commercial solvers [18]. In most cases, they are able to obtain high-accuracy
solution, but the success of these methods relies on repeatedly solving a linear system in each iteration. For LP instances of huge scale, the matrix factorizations required for solving the linear systems can be prohibitively costly. Moreover, the matrix factorizations are often unable to exploit the natural sparsity of a given LP instance and can have prohibitively large memory requirements. In contrast, first-order methods (FOMs) – and in particular the primal-dual hybrid gradient method (PDHG) [8] – are emerging as an alternative for solving huge-scale LP problems because they do not require the repeated solution of linear equations nor do they impose large memory requirements, thus reducing per-iteration costs. The primary task within each iteration of a FOM for LP is the gradient computation, which typically only requires matrix-vector multiplications (and so can fully take advantage of the sparsity of the LP instance). Moreover, FOMs are more suitable for distributed and parallel computation, and can benefit from modern computational architectures that accelerate computation through distributed systems and graphics processing units (GPUs). And indeed this compatibility with modern hardware architectures underscores the growing importance of FOMs for solving larger-scale LP instances.

One of the better-known implementations of FOMs for solving LP is the solver PDLP [1], which is based on the primal-dual hybrid gradient method (PDHG) [8] to solve the saddlepoint formulation of LP. In the experiments reported in [1], PDLP was able to outperform the commercial solver Gurobi when the LP problem was large-scale. A recent GPU implementation of the PDLP further outperforms traditional algorithms implemented in the state-of-the-art commercial solvers on more LP instances [28]. Furthermore, [32] presents a distributed version of PDLP that is used to solve practical LP problems with 92 billion non-zeros in the constraint matrix – which is way beyond the capability of any simplex or interior-point method. PDLP is based on PDHG [8] – often referred to as the Chambolle-and-Pock method. PDHG is an operator-splitting method with alternating updates between the primal and dual variables. On top of running the base algorithm PDHG, schemes for restarting PDHG have also been proven in theory to help PDHG achieve faster linear convergence [3, 27] and this theory has yielded impressive speed-ups in practice as well. And in addition to using restarts, PDLP also utilizes various heuristic techniques such as presolving, row preconditioning, and step-size tuning [1].

Like many algorithms for solving LP, the theoretical guarantees for restarted PDHG are far more conservative than what is observed in practice. Indeed, the behavioral drivers of the performance of PDHG in practice have not been well understood. In [3] a global Hoffman constant of the KKT system is relied on as part of the proof of linear convergence of the restarted PDHG. This global Hoffman constant is often overly conservative, and so the gap between the theoretical performance of PDHG and its (impressive) practical performance has been rather large. For example, consider the following small LP instance

\[
\text{LP}_\gamma : \min_{x, y \in \mathbb{R}} \cos(\gamma) \cdot x - \sin(\gamma) \cdot y \\
\text{s.t.} \begin{cases}
\sin(\gamma) \cdot x + \cos(\gamma) \cdot y = 1 \\
x \geq 0, y \geq 0
\end{cases}
\]

for \( \gamma \in (0, \pi/2) \), whose optimal solution is \((x^*, y^*) = (1, 1/\cos(\gamma))\). We consider \((x, y)\) to be nearly-optimal if \(\|x - x^*, y - y^*\|_1 \leq 10^{-10}\). As \(\gamma \searrow 0\), Figure 1 shows that \(\text{LP}_\gamma\) becomes more ill-conditioned in terms of the Hoffman constant of the KKT system (orange line) and this is reflected in the iteration bound of [3] (red line), but this family of LP
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instances is consistently easy for the restarted PDHG to solve (green line). This points to the need to develop new condition measures for LP instances, and new theory using such condition measures, whose theoretical iteration bounds are much closer to computational practice. In this paper we propose two such condition measures – which we call LimitingERand LP sharpness, and associated computational theory that is much closer to computational practice, and the blue line in Figure 1 shows how our condition measures and theory translate into iteration bounds for this simple problem that are much closer to computational practice.

Another concurrent work that also use a Hoffman constant to study the convergence of PDHG for LP is [29], which studies regular PDHG (without restarts) applied to LP instances, and uncovers a two-phase behavior: the initial phase is characterized by sublinear convergence, followed by a second phase with linear convergence. The linear convergence of the latter phase upper-bounded using the Hoffman constant of a reduced linear system. The duration of their initial phase is still not well understood, and there are no upper-bound guarantees as of this writing.

In the context of these developments, in this paper we aim to address and answer the following general questions: what are the more natural (and more computable) “condition measures” or “condition numbers” that impact the actual and/or the theoretical performance of PDHG applied to solve LP? How are these condition measures related to existing other condition measures? and how are these condition measures related to geometric characteristics of LP instances? And can we use answers to these questions to validate current heuristic enhancements of restarted PDHG and develop new heuristic enhancements of restarted PDHG?

1.1 Outline and contributions

We study LP in the standard form:

$$\min_{x \in \mathbb{R}^n} c^\top x \quad \text{s.t.} \quad Ax = b, \ x \geq 0,$$

where the constraint matrix $A \in \mathbb{R}^{m \times n}$, the right-hand side vector $b \in \mathbb{R}^m$, and the objective vector $c \in \mathbb{R}^n$. This paper introduces two geometry-based condition measures: limiting error ratio (LimitingER) and LP sharpness. Based on these condition two measures, we develop new computational guarantees for restarted PDHG.

In Section 3, we provide new computational guarantees for restarted PDHG based on our condition measures LimitingER and the LP sharpness.

The LimitingER is defined as the ratio of the distance from a point (that is in a neighborhood of optimal solutions) to the feasible set to the distance from this point to the inequality constraints. In Section 4 we show that the existence of a nicely interior point guarantees a favorable LimitingER. We also present a computable upper bound the LimitingER and we show a relationship between the LimitingER and the data-perturbation-based condition number of Renegar [40].

The LP sharpness measures how quickly the objective function grows away from the optimal solution set among all feasible points. We prove in Section 5 that the LP sharpness is equal to the the smallest relative perturbation of the objective function $c$ that yields a different optimal solution set that is nonempty and not a subset of the original optimal solution set. We also characterize the LP sharpness in terms of the edges emanating away from the optimal solution set.

In Section 6 we present computational experiments aimed to validate the extent to which our theoretical iteration bounds are “valid”, by which we mean that the bounds are consistent with computational practice on specifically chosen families of test problems. We also develop and test two heuristic enhancements of restarted PDHG whose performance is evaluated on LP relaxations from the MIPLIB 2017 dataset.
1.2 Other related works for large-scale LPs

In addition to [1, 3, 29] already discussed, other studies have also analyzed the performance of PDHG and its variants for solving LP problems. [26] introduced a stochastic variant of PDHG for solving LPs. [2] studied how to use PDHG for detecting infeasible LP instances, and [27] demonstrated that the regular PDHG (without restarts) also achieves linear convergence on LP problems, but it is slower than its restarted version.

Several other FOMs have also been studied for solving huge-scale LP instances. The method ABIP proposed in [25] is an ADMM-based interior-point method that leverages the framework of the homogeneous self-dual interior-point method and employs ADMM to solve the inner log-barrier problems. [25] proves a sublinear rate of convergence for gradient iterations. In practice, [10] proposes some further enhancements to ABIP, including preconditioning, restarts, and parameter tuning based on ABIP. The SCS method proposed in [35, 34] utilizes ADMM to directly solve LPs. [2] studied how to use PDHG for detecting infeasible LP instances, and [27] demonstrated that the regular PDHG (without restarts) also achieves linear convergence on LP problems, but it is slower than its restarted version.

1.3 Notation

For a matrix $A \in \mathbb{R}^{m \times n}$, let $\text{Null}(A) := \{x \in \mathbb{R}^n : Ax = 0\}$ denote the null space of $A$ and $\text{Im}(A) := \{Ax : x \in \mathbb{R}^n\}$ denote the image of $A$. For any set $\mathcal{X} \subset \mathbb{R}^n$, let $P_{\mathcal{X}} : \mathbb{R}^n \to \mathbb{R}^n$ denote the Euclidean projection onto $\mathcal{X}$, namely, $P_{\mathcal{X}}(y) := \arg \min_{x \in \mathcal{X}} \|y-x\|$. Unless otherwise specified, $\|\cdot\|$ denotes the Euclidean norm. For $M \in S_+^n$, the set of symmetric positive-semi-definite matrices in $\mathbb{R}^{n \times n}$, we use $\|\cdot\|_M$ to denote the semi-norm $\|z\|_M := \sqrt{z^T M z}$. For any $x \in \mathbb{R}^n$ and $\mathcal{X} \subset \mathbb{R}^n$, the Euclidean distance between $x$ and $\mathcal{X}$ is denoted by $\text{Dist}(x, \mathcal{X}) := \min_{\hat{x} \in \mathcal{X}} \|x-\hat{x}\|$, and the $M$-norm distance between $x$ and $\mathcal{X}$ is denoted by $\text{Dist}_M(x, \mathcal{X}) := \min_{\hat{x} \in \mathcal{X}} \|x-\hat{x}\|_M$. For simplicity of notation, we use $[n]$ to denote the set $\{1, 2, \ldots, n\}$. For $A \in \mathbb{R}^{n \times n}$, $A^\dagger$ denotes the Moore-Penrose inverse of $A$. For any matrix $A$, $\sigma_{\max}^+(A)$ and $\sigma_{\min}^-(A)$ denote the largest and smallest non-zero singular values of $A$. For an affine subset $V$, let $\tilde{V}$ denote the associated linear subspace of $V$, namely $V = \tilde{V} + v$ for every $v \in V$. Let $\mathbb{R}_+^n$ and $\mathbb{R}_{++}^n$ denote the nonnegative and strictly positive orthant in $\mathbb{R}^n$, respectively. Let $e$ denote the vector of ones, namely $e = (1, \ldots, 1)^\top$ whose dimension is dictated by context. For a vector $v \in \mathbb{R}^n$, $v^+$ and $v^-$ respectively denote the vector of positive parts and negative parts of $v$, i.e., the components of $v^+$ and $v^-$ are $(v^+_i) = \max\{v_i, 0\}$ and $(v^-)_i = \max\{-v_i, 0\}$ for $i \in [n]$. The operator norm $\|A\|$ of a matrix $A$ is defined as $\|A\| = \sup_{x \neq 0} \frac{\|Ax\|}{\|x\|}$. For a symmetric matrix $A$, $A \succeq 0$ means $A \in S_+^n$. For a linear subspace $\tilde{V} \subset \mathbb{R}^n$, $\tilde{V}^\perp$ denotes the orthogonal complement of $\tilde{V}$.

2 PDHG for Linear Programming

In this paper, we address the LP problem in its standard form (1.2). The feasible set of (1.2), denoted as $\mathcal{F}_p$, is the intersection of the affine subspace $V_p := \{x \in \mathbb{R}^n : Ax = b\}$ and the nonnegative orthant $\mathbb{R}_+^n$, $\mathcal{F}_p := V_p \cap \mathbb{R}_+^n$. The LP problem (1.2) can also be expressed as the saddlepoint problem:

$$\min_{x \in \mathbb{R}_+^n} \max_{y \in \mathbb{R}^m} L(x, y) := c^\top x + b^\top y - x^\top A^\top y$$

(2.1)

where $L(x, y)$ is the Lagrangian function. The corresponding linear programming dual problem of (1.2) is:

$$\max_{y \in \mathbb{R}^m, s \in \mathbb{R}^n} b^\top y \quad \text{s.t.} \quad A^\top y + s = c, \; s \geq 0$$

(2.2)
We further make the following assumption about (1.2) and its dual problem (2.2).

**Assumption 1.** We assume that the LP problem (1.2) has an optimal solution, and non-optimal feasible solutions exist for the duality-paired problems (1.2) and (2.2).

Note that if (1.2) has a feasible solution, then there exists \( x_0 \) such that \( b = Ax_0 \). If the dual problem (2.2) also has a feasible solution, then for any dual feasible solutions \( y_1, y_2 \) satisfying \( A^\top y_1 = A^\top y_2 \), the corresponding objective values of \( y_1 \) and \( y_2 \) are equal, because

\[
b^\top y_1 = x_0^\top A^\top y_1 = x_0^\top A^\top y_2 = b^\top y_2 .
\]

And since the slack values for \( y_1 \) and \( y_2 \) are the same, namely \( s := c - A^\top y_1 = c - A^\top y_2 \), this implies that dual feasible solutions with identical slack values \( s \) have identical objective values. For such a feasible slack value \( s \) we can define \( \hat{y} := \hat{y}(s) := (AA^\top)^\dagger A(c - s) \), then the objective of the dual problem (2.2) can be expressed as a linear function of \( s \), namely \( b^\top \hat{y} = b^\top (AA^\top)^\dagger A(c - s) \). Define \( q := A^\top (AA^\top)^\dagger b ; \) then (2.2) is equivalent to the following (dual) problem on \( s \):

\[
\max_{s \in \mathbb{R}^n} q^\top (c - s) \quad \text{s.t. } s \in c + \text{Im}(A^\top), \ s \geq 0 .
\]

(2.3)

Similar to the primal problem (1.2), the feasible set of (2.3) is also the intersection of an affine subspace \( V_d := c + \text{Im}(A^\top) \) and the nonnegative orthant \( \mathbb{R}_+^n \). Let us denote the feasible set of (2.3) as \( F_d := V_d \cap \mathbb{R}_+^n \).

To summarize, we can rewrite the primal and dual problems in the following symmetric formats:

(P) \[ \mathcal{X}^* := \arg \min_{x \in \mathbb{R}^n} \; c^\top x \quad \text{s.t. } x \in F_p := V_p \cap \mathbb{R}_+^n \]

(D) \[ \mathcal{S}^* := \arg \max_{s \in \mathbb{R}^n} q^\top (c - s) \quad \text{s.t. } s \in F_d := V_d \cap \mathbb{R}_+^n \]

\[ (2.4) \]

where \( q := A^\top (AA^\top)^\dagger b \). (This re-formulation of the dual was, to the best of our knowledge, first proposed in [43].) Here the sets of primal and dual optima are \( \mathcal{X}^* \) and \( \mathcal{S}^* \), respectively, and we use \( \mathcal{Y}^* \) to denote the corresponding optimal solutions \( y \) associated with \( \mathcal{S}^* \). Let us denote by \( \tilde{V}_p \) and \( \tilde{V}_d \) the linear subspaces associated with the affine subspaces \( V_p \) and \( V_d \). Then \( \tilde{V}_p \) and \( \tilde{V}_d \) are orthogonal complements. The following fact collects some useful properties of the symmetric formulation (2.4):

**Fact 2.1.** In the symmetric formulation (2.4), \( \tilde{V}_d \) is the orthogonal complement of \( \tilde{V}_p \), i.e., \( \tilde{V}_d = \tilde{V}_p^\perp \). Furthermore, \( \tilde{P}_{\tilde{V}_p}(c) \in \tilde{V}_p \) and \( \tilde{P}_{\tilde{V}_d}(c) = \arg \min_{v \in V_d} \|v\| \), and \( q \in \tilde{V}_d \) and \( q = \arg \min_{v \in V_p} \|v\| \).

Note that the duality gap in (2.4) is equal to \( \text{Gap}(x, s) := c^\top x - q^\top (c - s) \). Then a solution pair \( (x, s) \) is optimal for (2.4) if and only if the following conditions are met:

- Primal feasibility: \( \text{Dist}(x, V_p) = 0 \) and \( \text{Dist}(x, \mathbb{R}_+^n) = 0 \),
- Dual feasibility: \( \text{Dist}(s, V_d) = 0 \) and \( \text{Dist}(s, \mathbb{R}_+^n) = 0 \), and
- Nonpositive duality gap: \( \text{Gap}(x, s) := c^\top x - q^\top (c - s) \leq 0 \).

The optimal primal-dual solutions can then be directly written as

\[ \mathcal{X}^* \times \mathcal{S}^* := \{ (x, s) \mid x \in V_p, \ s \in V_d, \ x \in \mathbb{R}_+^n, \ s \in \mathbb{R}_+^n, \ \text{Gap}(x, s) \leq 0 \} . \]

In our theoretical development we will measure the error of a non-optimal pair \( (x, s) \) using the distance to optima, defined as:

\[ E_d(x, s) := \max \{ \text{Dist}(x, \mathcal{X}^*), \text{Dist}(s, \mathcal{S}^*) \} . \]

(2.5)
The distance to optima is not conveniently computable, and so in practice it is more typical to compute the relative error defined as
\[ E_r(x, y) := \|Ax - b\| + \|(c-A^Ty)\| + |c^T(x-a^Ty)| 1 + |c^T x + b^Ty| + |c^T x + b^Ty| + |c^T x + b^Ty| . \]

For the remainder of this paper we will use \( z \in \mathbb{R}^{m+n} \) to denote the pair \((x, y)\), which are the primal and dual variables for the duality-paired LP problems (1.2) and (2.2), respectively. We will freely use this notation with sub/superscripts and other modifications, so that, for example, \( z^{n,k} = (x^{n,k}, y^{n,k}) \). In a similar way we will use \( Z^\star \) to denote the set of optimal solutions of the saddlepoint problem (2.1), which can be also be written as the cartesian product \( X^\star \times Y^\star \).

### 2.1 PDHG for linear programming

The PDHG was introduced in [12, 38] to solve convex-concave saddlepoint problems. One PDHG update for the saddlepoint problem formulation of LP (2.1) is defined in Algorithm 1. As we use

\[ z := (x, y) \in \mathbb{R}^{m+n} \] to denote the combined primal/dual iterates, then PDHG generates iterates as follows:

\[ z^{k+1} \leftarrow \text{ONEPDHG}(z^k) \] for \( k = 0, 1, 2, \ldots \).

The convergence guarantees for PDHG rely on the step-sizes \( \tau \) and \( \sigma \) being sufficiently small. In particular, if the following condition is satisfied:

\[ M := \left( \begin{array}{cc} \frac{1}{\sigma} I_n & -A^\top \\ -A & \frac{1}{\tau} I_m \end{array} \right) \succeq 0, \quad (2.6) \]

then PDHG’s average iterates will converge to a saddlepoint of the problem (2.1) sublinearly [7]. The above requirement is equivalently written as:

\[ \tau > 0, \ \sigma > 0, \ \text{and} \ \tau\sigma \leq \left( \frac{1}{\sigma_{\max}(A)} \right)^2, \quad (2.7) \]

where \( \sigma_{\max}(A) \) is the largest positive singular value of \( A \).

Furthermore, the matrix \( M \) defined in (2.6) turns out to be particularly useful in analyzing the convergence of PDHG through its induced inner product norm defined by \( \|z\|_M := \sqrt{z^\top Mz} \), which will be used extensively in the rest of this paper.

### 2.2 Sublinear convergence of the average iterates

For notational convenience let us define:

\[ \lambda_{\max} := \sigma_{\max}^+(A), \ \lambda_{\min} := \sigma_{\min}^+(A), \ \text{and} \ \kappa := \frac{\lambda_{\max}}{\lambda_{\min}}. \quad (2.8) \]

To measure the convergence of PDHG for LP, [3] introduces the “normalized duality gap,” which will serve as an upper bound for evaluating error tolerances and distances to optimality. [3] also presents an algorithm to efficient approximate it.
Definition 2.1 (Normalized duality gap, (4a) in [3]). For any \( z = (x, y) \in \mathbb{R}^n_+ \times \mathbb{R}^m \) and \( r > 0 \), define

\[
B(r; z) := \{ \hat{z} := (\hat{x}, \hat{y}) : \hat{x} \geq 0 \text{ and } \|\hat{z} - z\|_M \leq r \}.
\]

The normalized duality gap of the saddlepoint problem (2.1) is then defined as

\[
\rho(r; z) := \left( \frac{1}{r} \right) \max_{\hat{z} \in B(r; z)} \left[ L(x, \hat{y}) - L(\hat{x}, y) \right].
\]

(2.9)

Note in Definition 2.1 that \( B(r; z) \) is technically not a ball in the usual sense of the term, since the requirement that \( \hat{x} \geq 0 \) means that \( B(r; z) \) is not necessarily symmetric relative to its center \( z \).

We have the following lemma (which is a variation of Lemma 3 of [3] but applies to distances instead of errors) that shows that the normalized duality gap provides an upper bound on the distances to feasibility and on the magnitude of the duality gap.

Lemma 2.1. For any \( r > 0 \), \( \bar{z} := (\bar{x}, \bar{y}) \) such that \( \bar{x} \geq 0 \), and \( \bar{s} := c - A^T \bar{y} \), the normalized duality gap \( \rho(r; \bar{z}) \) provides the following bounds:

1. Primal near-feasibility: \( \text{Dist}(\bar{x}, V_p) \leq \frac{1}{\sqrt{\sigma} \lambda_{\text{min}}} \cdot \rho(r; \bar{z}) \) and \( \text{Dist}(\bar{x}, \mathbb{R}^n_+) = 0 \).
2. Dual near-feasibility: \( \text{Dist}(\bar{s}, V_d) = 0 \) and \( \text{Dist}(\bar{s}, \mathbb{R}^m) \leq \frac{1}{\sqrt{\sigma}} \cdot \rho(r; \bar{z}) \), and
3. Duality gap: \( \text{Gap}(\bar{x}, \bar{s}) \leq \max\{r, \|\bar{z}\|_M\} \rho(r; \bar{z}) \).

Proof. From the definition of \( \rho(r; \cdot) \) we have:

\[
L(\bar{x}, y) - L(x, \bar{y}) \leq r \rho(r; \bar{z}) \quad \text{for any } z \in B(r; \bar{z}).
\]

(2.10)

We first examine primal near-feasibility. It holds trivially from the supposition that \( \bar{x} \geq 0 \) that \( \text{Dist}(\bar{x}, \mathbb{R}^n_+) = 0 \). Let us now show the upper bound on \( \text{Dist}(\bar{x}, V_p) \). We assume that \( \text{Dist}(\bar{x}, V_p) > 0 \) as otherwise the upper bound holds trivially. Let \( \hat{x} = \arg \min_{x \in V_p} \|x - \bar{x}\| \) and hence \( \text{Dist}(\bar{x}, V_p) = \|\hat{x} - \bar{x}\| \). Note from the standard optimality conditions that \( \hat{x} - \bar{x} \in \text{Im}(A^T) \) and hence there exists \( w \) such that \( \hat{x} - \bar{x} = A^T w \) and also \( w \in \text{Im}(A) \). It further holds that \( A^T w \neq 0 \), since \( \text{Dist}(\bar{x}, V_p) > 0 \).

Define \( y := \bar{y} + \sqrt{\sigma} r \cdot w/\|w\| \) and set \( z := (\bar{x}, y) \), whereby \( z \in B(r; \bar{z}) \) and hence from (2.10) we have

\[
r \rho(r; \bar{z}) \geq L(\bar{x}, y) - L(\bar{x}, \bar{y}) = (b - A\bar{x})^T (y - \bar{y}) = (\hat{x} - \bar{x})^T A^T (y - \bar{y}) = w^T AA^T w \sqrt{\sigma} r / \|w\|.
\]

It then follows that

\[
\text{Dist}(\bar{x}, V_p) = \|\hat{x} - \bar{x}\| = \|A^T w\| \leq \frac{\rho(r; \bar{z})}{\sqrt{\sigma}} \cdot \|w\| = \frac{\rho(r; \bar{z})}{\sqrt{\sigma}} \cdot \|w\|_{AA^T} \leq \frac{\rho(r; \bar{z})}{\sqrt{\sigma} \lambda_{\text{min}}},
\]

where the last inequality above follows since \( \lambda_{\text{min}} = \min_{w \in \text{Im}(A)} \|w\|_{AA^T} \). This proves item 1.

Let us now examine dual near-infeasibility. Notice that by definition it holds that \( \bar{s} \in V_d \). Define \( x := \bar{x} + \sqrt{\tau} r \cdot (\bar{s})^-/\|\bar{s}\|^- \) and set \( z := (x, \bar{y}) \), whereby \( z \in B(r; \bar{z}) \) and hence from (2.10) we have

\[
r \rho(r; \bar{z}) \geq L(\bar{x}, \bar{y}) - L(x, \bar{y}) = (c - A^T \bar{y})^T (\bar{x} - x) = -\bar{s}^T (\bar{s})^- \sqrt{\tau} r / \|\bar{s}\|^- = \sqrt{\tau} r \|\bar{s}\|^- ,
\]

and hence \( \text{Dist}(\bar{s}, \mathbb{R}^m) = \|\bar{s}\|^- \leq \frac{1}{\sqrt{\tau}} \cdot \rho(r; \bar{z}) \). This proves item 2.

Lastly, we examine the duality gap \( \text{Gap}(\bar{x}, \bar{s}) = c^T \bar{x} - b^T \bar{y} \), and we consider two cases, namely \( \bar{z} = 0 \) and \( \bar{z} \neq 0 \). If \( \bar{z} = 0 \), then \( \text{Gap}(\bar{x}, \bar{s}) = c^T \bar{x} - b^T \bar{y} = 0 \), which satisfies the duality gap bound
trivially. If $\bar{z} \neq 0$, then define $z := \bar{z} - \min\{\frac{r}{\|\bar{z}\|_M}, 1\} \bar{z}$, which satisfies $\|z - \bar{z}\|_M \leq r$. Substituting this value of $z$ in (2.10) yields:

$$r \rho(r; \bar{z}) \geq L(x, y) - L(x, y) = \min \left\{ \frac{r}{\|\bar{z}\|_M}, 1 \right\} (c^\top \bar{x} - b^\top y),$$

(2.11)

which simplifies to

$$c^\top \bar{x} - b^\top y \leq \max\{r, \|\bar{z}\|_M\} \rho(r; \bar{z}).$$

(2.12)

This proves the desired bound in item 3.

Let the $k$-th iterate of PDHG be denoted as $z^k := (x^k, y^k)$ for $k = 0, 1, \ldots$, and let the average of the first $K$ iterates be denoted as $\bar{z}^K = (\bar{x}^K, \bar{y}^K) := \frac{1}{K} \sum_{i=1}^{K} (x^i, y^i)$ for $K \geq 1$. The following lemma concerns the sublinear convergence of the average iterates of PDHG for the saddlepoint LP formulation (2.1).

**Lemma 2.2** (Sublinear convergence of PDHG, Remark 2 in [8]). Suppose that $\sigma, \tau$ satisfy (2.7). For all $K \geq 1$, and for all $x \geq 0$ and $y$ and $z = (x, y)$, it holds that

$$L(\bar{x}^K, y) - L(x, \bar{y}^K) \leq \frac{\|z - z^0\|_M^2}{K}. $$

(2.13)

Furthermore, the iterates generated by PDHG satisfy the following desirable distance properties to the set of saddlepoints $\mathcal{Z}^*$, as stated in the following lemma.

**Lemma 2.3** (Nonexpansive property). Suppose that $\sigma, \tau$ satisfy (2.7). For any saddlepoint $z^*$ of (2.1), and for all $k \geq 0$,

$$\|z^{k+1} - z^*\|_M \leq \|z^k - z^*\|_M. $$

(2.14)

Therefore under the assignment $z := z^k$ or $z := \bar{z}^k$ it holds that $\|z - z^*\|_M \leq \|z^0 - z^*\|_M$.

Lemma 2.3 is essentially a restatement of Proposition 2 in [3]. The inequality (2.14), also known as the nonexpansive property, appears in many other operator splitting methods [24, 41, 3].

In [3] it was proved that the normalized duality gap converges to zero at the rate $O(1/K)$. Here we show the proof for completeness and also because it is so short. From the triangle inequality it holds that

$$\|z - z^0\|_M^2 \leq \left(\|z - \bar{z}^K\|_M + \|\bar{z}^K - z^0\|_M\right)^2,$$

which then implies via Lemma 2.2 that every $z \in B(\|\bar{z}^K - z^0\|_M; \bar{z}^K)$ satisfies

$$L(\bar{x}^K, y) - L(x, \bar{y}^K) \leq \frac{1}{K} \|z - z^0\|_M^2 \leq \frac{\left(\|z - \bar{z}^K\|_M + \|\bar{z}^K - z^0\|_M\right)^2}{K} \leq \frac{4}{K} \|\bar{z}^K - z^0\|_M^2.$$

Therefore

$$\rho(\|\bar{z}^K - z^0\|_M; \bar{z}^K) \leq \frac{4\|\bar{z}^K - z^0\|_M}{K}.$$ 

For any $z^* \in \mathcal{Z}^*$, it follows from Lemma 2.3 that $\|\bar{z}^K - z^0\|_M \leq \|\bar{z}^K - z^*\|_M + \|z^* - z^0\|_M \leq 2\|z^* - z^0\|_M$. We therefore have the following corollary.

**Corollary 2.4.** Suppose that $\sigma, \tau$ satisfy (2.7). Then for all $K \geq 1$ it holds that

$$\rho(\|\bar{z}^K - z^0\|_M; \bar{z}^K) \leq \frac{8\text{Dist}_M(z^0, \mathcal{Z}^*)}{K}. $$

(2.15)
The following theorem presents the (sublinear) $O(1/K)$ convergence of PDHG to primal/dual optimal solutions.

**Theorem 2.5.** Suppose that $\sigma, \tau$ satisfy (2.7), and PDHG is initiated with $z^0 = (x^0, y^0) := (0, 0)$. Then for any $K \geq 1$ and $\tilde{x}^K := \frac{1}{K} \sum_{i=1}^K x^i$ and $\tilde{s}^K := \frac{1}{K} \sum_{i=1}^K (c - A^T y^i)$, the following hold:

1. **Primal near-feasibility:** $\text{Dist}(\tilde{x}^K, V_p) \leq \frac{1}{\sqrt{\sigma} \lambda_{\min}} \cdot \frac{8 \text{Dist}_M(0, \mathcal{Z}^*)}{K}$ and $\text{Dist}(\tilde{x}^K, \mathbb{R}^n_+) = 0$.

2. **Dual near-feasibility:** $\text{Dist}(\tilde{s}^K, V_d) = 0$ and $\text{Dist}(\tilde{s}^K, \mathbb{R}^n_+) \leq \frac{1}{\sqrt{\tau}} \cdot \frac{8 \text{Dist}_M(0, \mathcal{Z}^*)}{K}$, and

3. **Duality gap:** $\text{Gap}(\tilde{x}^K, \tilde{s}^K) \leq \frac{16 \text{Dist}_M(0, \mathcal{Z}^*)^2}{K}$.

**Remark 2.6.** The quantity $\text{Dist}_M(0, \mathcal{Z}^*)$ in Theorem 2.5 is not so natural for measuring the quality of a candidate LP solution, even though it arises quite naturally in the analysis of PDHG (see [8]). At the end of this section, we present Proposition 2.8, which states that $\text{Dist}_M(0, \mathcal{Z}^*)$ can be replaced by $\frac{\sqrt{\sigma}}{\sqrt{\tau}} \text{Dist}(0, \mathcal{X}^*) + \frac{\sqrt{\tau}}{\sqrt{\sigma} \lambda_{\min}} \text{Dist}(e, \mathcal{S}^*)$, and therefore the results in Theorem 2.5 can be restated in terms of Euclidean norms on the spaces of the primal and dual variables $x$ and $s$.

Towards the proof of Theorem 2.5 we first present the following lemma.

**Lemma 2.7.** Suppose $z^a$, $z^b$, and $z^c$ satisfy the nonexpansive properties: $\|z^b - z^*\|_M \leq \|z^a - z^*\|_M$ and $\|z^c - z^*\|_M \leq \|z^0 - z^*\|_M$ for every $z^* \in \mathcal{Z}^*$. Then

$$\max\{\|z^b - z^c\|_M, \|z^b\|_M\} \leq 2 \text{Dist}_M(z^a, \mathcal{Z}^*) + \|z^a\|_M .$$

**Proof.** For any $z^* \in \mathcal{Z}^*$ we have

$$\max\{\|z^b - z^c\|_M, \|z^b\|_M\} \leq \max\{\|z^b - z^*\|_M + \|z^c - z^*\|_M, \|z^b - z^*\|_M + \|z^c\|_M\} \leq \max\{\|z^a - z^*\|_M + \|z^a - z^*\|_M, \|z^a - z^*\|_M + \|z^c\|_M\} \leq 2\|z^a - z^*\|_M + \|z^0\|_M ,$$

where the second inequality uses the nonexpansive properties. Setting $z^* := \arg \min_{z \in \mathcal{Z}^*} \|z - z^0\|_M$ completes the proof. \(\square\)

**Proof of Theorem 2.5.** The upper bounds for the primal near-feasibility and dual near-feasibility follow directly from Lemma 2.1 and Corollary 2.4. To prove the bound on the duality gap, let $r = \|\tilde{x}^K - z^0\|_M$, and let $z^* \in \mathcal{Z}^*$. Then it follows from the duality gap bound in Lemma 2.1 that

$$\text{Gap}(\tilde{x}^K, \tilde{s}^K) \leq \max\{\|\tilde{x}^K - z^0\|_M, \|\tilde{s}^K\|_M\} \cdot \rho(\|\tilde{x}^K - z^0\|_M; \tilde{s}^K) \leq \|\tilde{x}^K\|_M \cdot \frac{8\|z^0 - z^c\|_M}{K},$$

where the second inequality above uses Corollary 2.4 and $z^0 = (0, 0)$. Now we apply Lemma 2.7 with $z^a = z^0 = (0, 0)$ and $z^b = z^c = \tilde{x}^K$, which yields $\|\tilde{x}^K\|_M \leq 2 \text{Dist}_M(0, \mathcal{Z}^*)$, and we obtain $\text{Gap}(\tilde{x}^K, \tilde{s}^K) \leq \frac{16 \text{Dist}_M(0, \mathcal{Z}^*)^2}{K}$, which completes the proof. \(\square\)

Note that while the product of the step-sizes $\tau \sigma$ is the relevant quantity in the conditions for convergence in (2.7), the ratio between $\tau$ and $\sigma$ can also play a significant role in balancing the three different near-optimality conditions in Theorem 2.5.

Similar to [3], we will develop and analyze a restart scheme for PDHG in Section 3, and we will show that this scheme exhibits linear convergence based on two different kinds of condition measures – one for the limiting error ratios, and the other for the LP sharpness. To pave the way for the analysis in Section 3, we will first discuss limiting error ratios in Section 4, followed by the LP sharpness in Section 5. We end this section with a short subsection on relevant norms.
2.3 On norms for PDHG and LP

Theorem 2.5 shows that the iterates of PDHG converge sublinearly to the feasibility sets of the primal and dual as well as the half-space of non-positive duality gaps, with bounds that use the $M$-norm $\| \cdot \|_M$. While the $M$-norm arises naturally in the analysis of PDHG, it has the disadvantage that its quadratic form is not separable in $x$ and $y$ and also it implicitly includes the step-sizes $\tau$ and $\sigma$ in its definition. Towards the goal of stating results in terms of the Euclidean norms on $x$ and $y$, we introduce the following $N$-norm on $(x, y) \in \mathbb{R}^{m+n}$, whose quadratic form is separable in $x$ and $y$. Define:

$$
\| (x, y) \|_N := \sqrt{\frac{1}{\tau} \| x \|^2 + \frac{1}{\sigma} \| y \|^2} \quad \text{where} \quad N := \left( \frac{1}{\tau} I_n \frac{1}{\sigma} I_m \right).
$$

In comparison with the $M$-norm, the $N$-norm offers advantages in both computation and analysis. Furthermore, when $\tau$ and $\sigma$ are sufficiently small, the $M$-norm and $N$-norm are equivalent up to well-specified constants related to $\tau$ and $\sigma$, as follows.

**Proposition 2.8.** Suppose that $\sigma, \tau$ satisfy (2.7). Then for any $z = (x, y) \in \mathbb{R}^{m+n}$, it holds that

$$
\sqrt{1 - \sqrt{\tau\sigma} \lambda_{\max}} \cdot \| z \|_N \leq \| z \|_M \leq \sqrt{2} \| z \|_N.
$$

(2.18)

Furthermore, if $x \in \mathbb{R}^n_+$ and $s := c - A^T y \in \mathbb{R}^n$ then

$$
\text{Dist}_M(z, Z^*) \leq \frac{\sqrt{2}}{\sqrt{\tau}} \text{Dist}(x, X^*) + \frac{\sqrt{2}}{\sqrt{\sigma} \lambda_{\min}} \text{Dist}(s, S^*) , \quad \text{and}
$$

$$
\text{Dist}_M(z, Z^*) \geq \sqrt{1 - \sqrt{\tau\sigma} \lambda_{\max}} \cdot \max \left\{ \frac{1}{\sqrt{\tau}} \text{Dist}(x, X^*), \frac{1}{\sqrt{\sigma} \lambda_{\max}} \text{Dist}(s, S^*) \right\}.
$$

(2.19)

(2.20)

The proof of Proposition 2.8 is presented in Appendix B.

3 Computational Guarantees for PDHG with Restarts

The general PDHG algorithm typically attains only sublinear convergence for general convex-concave saddlepoint problems, as discussed in [8]. However, [3] has shown that using a well-designed restart strategy improves the convergence of PDHG in both practice and theory. Algorithm 2 describes a general restart scheme for PDHG, based mainly on [3].

**Algorithm 2: PDHG with general Restart scheme**

1. **Input:** Initial iterate $z^{0,0} := (x^{0,0}, y^{0,0})$, $n \leftarrow 0$;
2. **repeat**
3. \hspace{1em} **initialize the inner loop:** inner loop counter $k \leftarrow 0$;
4. \hspace{2em} **repeat**
5. \hspace{3em} **conduct one step of PDHG:** $z^{n,k+1} \leftarrow \text{OnePDHG}(z^{n,k})$;
6. \hspace{3em} **compute the average iterate in the inner loop:** $z^{n,k+1} \leftarrow \frac{1}{k+1} \sum_{i=1}^{k+1} z^{n,i}$;
7. \hspace{2em} $k \leftarrow k + 1$;
8. **until** Some (verifiable) restart condition is satisfied by $z^{n,k}$;
9. \hspace{1em} **restart the outer loop:** $z^{n+1,0} \leftarrow z^{n,k}$, $n \leftarrow n + 1$;
10. **until** Either $z^{n,0}$ is a saddlepoint or $z^{n,0}$ satisfies some other convergence condition;
11. **Output:** $z^{n,0} \ (= (x^{n,0}, y^{n,0}))$
Here we use the notation \( z^{k+1} \leftarrow \text{ONEPDHG}(z^k) \) to denote an iteration of PDHG as described in Algorithm 1. The double superscript on the variable \( z^{n,k} \) indexes the outer iteration counter followed by the inner iteration counter, so that \( z^{n,k} \) is the \( k \)-th inner iteration of the \( n \)-th outer loop. In order to implement Algorithm 2 it is necessary to specify a (verifiable) restart condition on the average iterate \( \bar{z}^{n,k} \) in line 8 that is used to determine when to re-start PDHG. We will primarily consider Algorithm 2 using the following restart condition in line 8:

\[
\rho(\|\bar{z}^{n,k} - z^{n,0}\|_M; \bar{z}^{n,k}) \leq \beta \cdot \rho(\|z^{n,0} - z^{n-1,0}\|_M; z^{n,0}),
\]

for a specific value of \( \beta \in (0,1) \) (in fact we will use \( \beta = 1/e \) where \( e \) is the base of the natural logarithm). In this way (3.1) is nearly identical to the condition used in [3]. Note that condition (3.1) essentially states that the normalized duality gap shrinks by the factor \( \beta \) between restart values \( \bar{z}^{n,k} \) and \( z^{n,0} \). Note also that one of the reasons for using condition (3.1) is that the normalized duality gap can be easily computed. We will present a computational guarantee for Algorithm 2 in Theorem 3.3 that shows linear convergence at a rate that depends critically on two different types of geometry-related condition measures. The first condition measure is the limiting error ratio and the second condition measure is the LP sharpness.

### 3.1 First condition measure: limiting error ratio (LimitingER)

We first introduce and discuss the limiting error ratio, or “LimitingER” for short. Consider the following generic LP problem:

\[
\mathcal{U}^* := \arg \min_{u \in \mathbb{R}^n} g^\top u \quad \text{s.t. } u \in \mathcal{F} := V \cap \mathbb{R}^n_+,
\]

of which the duality-paired LP problems in (2.4) are each instantiations. The feasible set \( \mathcal{F} \) of (3.2) is specifically expressed as the intersection of an affine subspace \( V \) and the nonnegative orthant \( \mathbb{R}^n_+ \). For this format we define the “error ratio” (ER) and the “limiting error ratio” (LimitingER) as follows:

**Definition 3.1 (Error ratios).** Let \( \mathcal{F} \) be expressed as the intersection of an affine subspace \( V \) and the nonnegative orthant \( \mathbb{R}^n_+ \). For any \( u \in V \setminus \mathcal{F} \) the error ratio (ER) of \( \mathcal{F} \) at \( u \) is defined as:

\[
\theta(u) := \frac{\text{Dist}(u, \mathcal{F})}{\text{Dist}(u, \mathbb{R}^n_+)} ,
\]

and for \( u \in \mathcal{F} \) we define \( \theta(u) := 1 \). The limiting error ratio (LimitingER) is the quantity \( \theta^*(\mathcal{U}^*) \) defined as:

\[
\theta^*(\mathcal{U}^*) := \lim_{\varepsilon \to 0} \left( \sup_{u \in V, \text{Dist}(u, \mathcal{U}^*) \leq \varepsilon} \theta(u) \right) ,
\]

which is the supremum of \( \theta(u) \) for all \( u \in V \) approaching \( \mathcal{U}^* \).

The measure \( \theta(u) \) (and also \( \theta^*(\mathcal{U}^*) \)) is similar to error bounds proposed in the literature such as those in [36, 22]. We call \( \theta(u) \) an error ratio because it is defined exclusively for \( u \) in the affine subspace \( V \) and it represents the ratio of two types of errors: the distance to the feasible region and the distance to the nonnegative orthant \( \mathbb{R}^n_+ \). Indeed, many papers have studied different formulations of global upper bounds for the error ratios of linear inequality systems from different perspectives, starting with the celebrated Hoffman bound [19], including [31, 5, 30, 16] among many others, see [36] for a comprehensive survey of relevant results.
Note that for $u \in \mathcal{F} \setminus \mathbb{R}^n_+$ it always holds that $\theta(u) \geq 1$ because the numerator in (3.3) is always at least as large as the denominator (since $\mathcal{F} \subset \mathbb{R}^n_+$). Note also that $\theta(u)$ is bounded above by a Hoffman bound $\mathcal{H}(K)$ on the linear inequality system $Ku = h, u \geq 0$ where $K, h$ are chosen so that $V = \{u : Ku = h\}$. Hence $\theta^*(\mathcal{U}^*) \leq \mathcal{H}(K)$ as well. However, $\mathcal{H}(K)$ is likely to be an excessively conservative bound on $\theta^*(\mathcal{U}^*)$, since (i) $\mathcal{H}(K)$ is a global bound whereas $\theta^*(\mathcal{U}^*)$ is defined locally, and (ii) $u$ must satisfy $u \in V$ in the definition of (3.4) and so has no error in the system $Ku = h$. In fact, we will show in Section 4 the following computable upper bound on $\theta^*(\mathcal{U}^*)$, which shows that $\theta^*(\mathcal{U}^*)$ cannot be too large if (i) the radius of the optimal solution set of (3.2) is not too large, and (ii) there is a feasible solution $u$ that is not not too close to the boundary of $\mathbb{R}^n_+$ and not too far from the optimal solution set. Such a solution is related to the concept of a “reliable solution” in [11].

**Proposition 3.1.** Suppose $u_a \in \mathcal{U}^*$ and there exists $R_a$ for which $\mathcal{U}^* \subset \{u : \|u - u_a\| \leq R_a\}$, then it holds that $\theta^*(\mathcal{U}^*) \leq B^*$ for the $B^*$ defined as follows:

$$B^* := \inf_{r > 0, u \in \mathbb{R}^n} \frac{R_a + \|u - u_a\|}{r} \quad \text{s.t. } u \in V, u \geq r \cdot e.$$  

(3.5)

Proposition 3.1 above is the first assertion of Proposition 4.2 in Section 4, where we will also show that the optimization problem in (3.5) is easily transformed into a convex second-order cone optimization problem. We also show other properties of $\theta^*(\mathcal{U}^*)$ in Section 4, including its relation to the data-perturbation condition number of Renegar [40].

For simplicity of notation, we will use $\theta_p(x)$ and $\theta_d(s)$ to denote the ER for $\mathcal{F}_p$ and $\mathcal{F}_d$ as specified in (2.4). Additionally, we use $\theta_p^*(\mathcal{A}^*)$ and $\theta_d^*(\mathcal{S}^*)$ to denote the LimitingERs for the primal and dual problems specified in (2.4).

### 3.2 Second condition measure: LP sharpness

Once again we consider the generic LP problem (3.2), of which the duality-paired LP problems in (2.4) are each instantiations. We define the LP sharpness as follows:

**Definition 3.2** (LP sharpness). Let $f^*$ denote the optimal objective function value of the generic LP instance (3.2), and define $H^* := \{u \in \mathbb{R}^n : g^\top u = f^*\}$. The LP sharpness is defined as:

$$\mu := \inf_{u \in \mathcal{F} \setminus \mathcal{U}^*} \frac{\text{Dist}(u, V \cap H^*)}{\text{Dist}(u, \mathcal{U}^*)}.$$  

(3.6)

The LP sharpness measures how quickly the objective function grows away from the optimal solution set $\mathcal{U}^*$ among all feasible points. Note that $\mu \leq 1$ because $\mathcal{U}^* \subset V \cap H^*$ and so the numerator is at most as large as the denominator in (3.6). In the case of LP it is easy to see that $\mu > 0$, but in more general conic optimization this may not be the case.

Sharpness was first introduced by Polyak in [39] as a useful analytical tool in convex minimization. For example, sharpness plus some mild smoothness assumptions can lead to linear convergence of the subgradient descent method via the use of restarts, see [46]. [3] generalizes the sharpness concept from convex optimization to primal-dual saddlepoint problems by defining sharpness on the normalized duality gap. Here we apply the definition of sharpness directly (and naturally) to the LP optimization problem itself.

Note that the LP sharpness $\mu$ is invariant under positive re-scaling of $g$ or under any perturbation $\Delta g \in \tilde{V}^\perp$ of $g$, because these changes do not affect either $V \cap H^*$ or $\mathcal{U}^*$ (even though they may alter $H^*$). In Section 5 we will discuss other properties of LP sharpness, including its relationship to the stability of $\mathcal{U}^*$ under perturbation of $g$, as well as computational issues in computing $\mu$ for a given LP instance.
Remark 3.2. It is straightforward to compute the numerator of (3.6), namely $\text{Dist}(u, V \cap H^*) = \frac{|y^T u - f^T|}{\|P_D(y)\|}$, where $\bar{V}$ is the linear subspace associated to $V$.

We will use $\mu_p$ and $\mu_d$ to denote the LP sharpness for the primal and dual problems as specified in (2.4), respectively.

3.3 Computational guarantees for PDHG based on LimitingER and LP sharpness

In this section we present and prove our main computational guarantee for PDHG using the simple restart condition defined as follows:

Definition 3.3 ($\beta$-restart condition). For a given $\beta \in (0, 1)$, the iteration $(n, k)$ satisfies the $\beta$-restart condition if $n \geq 1$ and condition (3.1) is satisfied, or $n = 0$ and $k = 1$.

In the following theorem we suppose for simplicity and ease of exposition that $c \in \bar{V}$. Also recall the definitions of $\lambda_{\text{max}}$, $\lambda_{\text{min}}$, and $\kappa$ from (2.8).

Theorem 3.3. Suppose $c \in \bar{V}$, and that Assumption 1 holds, and that Algorithm 2 (PDHG with Restarts) is run starting from $z^{0,0} = (x^{0,0}, y^{0,0}) = (0, 0)$ using the $\beta$-restart condition with $\beta := 1/e$. Furthermore, let the step-sizes be chosen as follows:

$$\tau = \frac{\|q\|}{2\kappa\|c\|} \quad \text{and} \quad \sigma = \frac{\|c\|}{2\|q\|\lambda_{\text{max}}\lambda_{\text{min}}}.$$  \hfill (3.7)

Let $T$ be the total number of PDHG iterations that are run in order to obtain $n$ for which $(x^{n,0}, s^{n,0})$ satisfies $\mathcal{E}_d(x^{0,0}, s^{0,0}) \leq \varepsilon$. Then

$$T \leq 9e \cdot \mathcal{L} \cdot \ln \left(\frac{16e \cdot \mathcal{L} \cdot \mathcal{E}_d(x^{0,0}, s^{0,0})}{\varepsilon} \cdot \left(1 + \frac{\|c\|}{\|q\|} \right) \left(1 + \frac{\|q\|}{\|c\|}\right) \right) + 1,$$  \hfill (3.8)

where $\mathcal{L}$ is defined as follows:

$$\mathcal{L} := 8.5\kappa \left(\frac{1}{\mu_p} + \frac{1}{\mu_d}\right) \left(\theta_p^*(\mathcal{X}^*) + \theta_d^*(\mathcal{S}^*) + \frac{\text{Dist}(0, \mathcal{X}^*)}{\text{Dist}(0, V_p)} + \frac{\text{Dist}(c, \mathcal{S}^*)}{\text{Dist}(0, V_d)}\right).$$  \hfill (3.9)

In the theorem we have supposed for simplicity/ease of exposition that $c \in \bar{V}$. Of course, if $c \notin \bar{V}$ one can project $c$ onto $\bar{V}$ if such a projection is not a computational burden (though it might be in the huge-dimensional regime). The theorem holds more generally when $c \notin \bar{V}$, but with substantially more notation and a more complicated expression for the upper bound.

Note that the prescribed step-sizes chosen in (3.7) are relatively easy to compute so long as estimates of the largest and smallest positive singular values of $A$ are easy to compute. In particular there is no need to compute either the LP sharpness or the LimitingER. The optimality tolerance criterion used in the theorem is $\mathcal{E}_d(x, s)$, which is the distance to optima of the primal variable $x$ and the slack variable $s$.

Let us now examine the components of the total iteration bound in (3.7) a bit closer. As mentioned above, the ratio of the initial error to the target error $\mathcal{E}_d(x^{0,0}, s^{0,0})/\varepsilon$ appears inside the logarithm term and reflects the global linear convergence property of the algorithm.

The quantity $\mathcal{L}$ appears both inside and outside of the logarithm term and itself involves $\mu_p$ and $\mu_d$ (the LP sharpness for both the primal and dual problems), $\theta_p^*(\mathcal{X}^*)$ and $\theta_d^*(\mathcal{S}^*)$ (the LimitingER for both the primal and dual problems), and $\frac{\text{Dist}(0, \mathcal{X}^*)}{\text{Dist}(0, V_p)}$ and $\frac{\text{Dist}(c, \mathcal{S}^*)}{\text{Dist}(0, V_d)}$. The numerator in $\frac{\text{Dist}(0, \mathcal{X}^*)}{\text{Dist}(0, V_p)}$ is the
norm of the least-norm primal optimal solution, which measures the stability of the dual problem under perturbation of \( c \), and the denominator can be interpreted as a lower bound on the norm of any (and every) feasible or optimal solution of the primal, whereby the quotient is interpreted as a relative measure of stability. We argue similarly for \( \frac{\text{Dist}(c,S^*)}{\text{Dist}(0,V_d)} \). Since the theorem assumes that \( c \in \bar{V}_p \), it follows from Fact 2.1 that \( ||c|| = \text{Dist}(0,V_d) \) and hence \( \text{Dist}(c,S^*) \leq ||c|| + \text{Dist}(0,S^*) \leq 2 \text{Dist}(0,S^*) \). Therefore \( \frac{\text{Dist}(c,S^*)}{\text{Dist}(0,V_d)} \leq 2 \frac{\text{Dist}(0,S^*)}{\text{Dist}(0,V_d)} \) and so is within a factor of 2 of the same measure of stability as for the primal. Notice that higher values of \( \mu_p^{-1}, \mu_d^{-1}, \theta_p^*(X^*), \) and/or \( \theta_d^*(S^*) \) result in a higher value of \( \mathcal{L} \). Also, all four cross-terms between LimitingERs and the reciprocal of the LP sharpness are present in \( \mathcal{L} \), as well as all four cross-terms between the relative distance to optima and the reciprocal of the LP sharpness. Last of all, we note that it follows from the definitions of LP sharpness and LimitingER that all terms in \( \mathcal{L} \) are invariant under any positive scalar rescaling of the data \( A, b, \) or \( c \).

All other constants that appear in (3.8) are naturally connected to the data of the problem, namely \( ||c||, ||q||, \) and \( \kappa := \frac{\lambda_{\max}}{\lambda_{\min}} \), and it follows from Fact 2.1 that \( ||c|| \) and \( ||q|| \) can also be interpreted as the distances to \( V_d \) and \( \bar{V}_p \).

**Remark 3.4.** It is curious to note that instead of using the step-sizes given in (3.7), the following choice of step-sizes:

\[
\tau = \frac{\mu_d ||q||}{2\kappa \mu_p ||c||} \quad \text{and} \quad \sigma = \frac{\mu_p ||c||}{2\mu_d ||q|| \lambda_{\max} \lambda_{\min}}
\]

leads to a different bound on the total number of PDHG iterations \( T \), namely:

\[
T \leq 9e \cdot \mathcal{L} \cdot \ln \left( \frac{16e \cdot \mathcal{L} \cdot \mathcal{E}_d(x^{0,0},s^{0,0})}{\varepsilon} \cdot \left( 1 + \frac{\kappa \mu_p ||c||}{\mu_d ||q||} \right) \left( 1 + \frac{\mu_d ||q||}{\mu_p ||c||} \right) \right) + 1
\]

using a structurally better value of the scalar \( \mathcal{L} \), namely

\[
\mathcal{L} := 16 \kappa \left( \frac{\theta_p^*(X^*)}{\mu_p} + \frac{\theta_d^*(S^*)}{\mu_d} + \frac{\text{Dist}(c,S^*)}{\mu_p \cdot \text{Dist}(0,V_d^*)} + \frac{\text{Dist}(0,X^*)}{\mu_d \cdot \text{Dist}(0,V_p^*)} \right)
\]

which is potentially much smaller than (3.9) because there are fewer cross-terms involving \( \mu_p, \mu_d, \theta_p^*(X^*), \) and \( \theta_d^*(S^*) \). (This result will be proven later in this section.) However, the use of the step-sizes (3.10) requires knowledge of the LP sharpness constants \( \mu_p \) and \( \mu_d \) (or just their ratio), which are likely to be neither known nor easily computable.

Towards the proof of Theorem 3.3 and Remark 3.4, we first prove the following lemma.

**Lemma 3.5.** Suppose Algorithm 2 is run starting from \( z^{0,0} = (x^{0,0},y^{0,0}) = (0,0) \) using the \( \beta \)-restart condition, and let the step-sizes \( \sigma \) and \( \tau \) satisfy (2.7). Suppose also that there exists \( \mathcal{L} \geq 1 \) such that

\[
\text{Dist}_M(z^{n,0},Z^*) \leq \mathcal{L} \cdot \rho(||z^{n,0} - z^{n-1,0}||_M; z^{n,0})
\]

for all \( n \geq 1 \). Let \( T \) be the total number of PDHG iterations that are run in order to obtain \( n \) for which \( z^{n,0} = (x^{n,0},s^{n,0}) \) satisfies \( \mathcal{E}_d(x^{n,0},s^{n,0}) \leq \varepsilon \). Then

\[
T \leq \frac{9}{\beta \ln(1/\beta)} \cdot \mathcal{L} \cdot \ln \left( \tilde{c} \cdot \mathcal{L} \cdot \left( \frac{\mathcal{E}_d(x^{0,0},s^{0,0})}{\varepsilon} \right) \right) + 1
\]

where \( \tilde{c} := \frac{8\sqrt{2}}{\beta \sqrt{1-\sqrt{\sigma} \lambda_{\max}}} (\sqrt{\tau} + \sqrt{\sigma} \lambda_{\max}) \cdot \left( \frac{1}{\sqrt{\tau}} + \frac{1}{\sqrt{\sigma} \lambda_{\min}} \right) \).
Proof. We first bound the number of inner iterations \( k \) of PDHG between restarts in the outer loop. When \( n = 0 \) we have \( k = 1 \). For \( n \geq 1 \) we show that \( k \leq 9\mathcal{L}/\beta \). To see this, note that it follows from Corollary 2.4 that

\[
\rho(\|z^{n,k} - z^{n,0}\|_M; z^{n,k}) \leq \frac{8\operatorname{Dist}_M(z^{n,0}, \mathcal{Z}^*)}{k}.
\]  

(3.15)

We may presume that \( \rho(\|z^{n,0} - z^{n-1,0}\|_M; z^{n,0}) \neq 0 \), for otherwise it follows from Lemma 2.1 that \( z^{n,0} \in \mathcal{Z}^* \), and Algorithm 2 would have terminated already in line 10. Let us rewrite (3.15) as:

\[
\frac{\rho(\|z^{n,k} - z^{n,0}\|_M; z^{n,k})}{\rho(\|z^{n,0} - z^{n-1,0}\|_M; z^{n,0})} \leq \frac{8}{k} \cdot \frac{\operatorname{Dist}_M(z^{n,0}, \mathcal{Z}^*)}{\rho(\|z^{n,0} - z^{n-1,0}\|_M; z^{n,0})}.
\]  

(3.16)

It then follows from (3.16) and (3.13) that \( k = \lceil 8\mathcal{L}/\beta \rceil \) suffices to ensure that condition (3.1) is satisfied. Since \( \mathcal{L} \geq 1 \) and \( \beta \in (0, 1) \), such a \( k \) is no larger than \( 9\mathcal{L}/\beta \).

Next we prove an upper bound on the number of outer iterations. When \( n = 0 \) PDHG restarts when \( k = 1 \), and it follows from Corollary 2.4 and inequality (2.19) that the initial normalized duality gap is upper bounded as follows:

\[
\rho(\|z^{0,1} - z^{0,0}\|_M; z^{0,1}) \leq 8\operatorname{Dist}_M(z^{0,0}, \mathcal{Z}^*) \leq 8 \left( \frac{\sqrt{2}}{\sqrt{\tau}} + \frac{\sqrt{2}}{\sqrt{\sigma \lambda_{\min}}} \right) \mathcal{E}_d(x^{0,0}, s^{0,0}).
\]  

(3.17)

Now note from (2.20) that

\[
\operatorname{Dist}_M(z^{n,0}, \mathcal{Z}^*) \geq \gamma \cdot \max \left\{ \frac{\operatorname{Dist}(x^{n,0}, \mathcal{X}^*)}{\sqrt{\tau}}, \frac{\operatorname{Dist}(s^{n,0}, \mathcal{S}^*)}{\sqrt{\sigma \lambda_{\max}}} \right\} \\
\geq \gamma \cdot \min \left\{ \frac{1}{\sqrt{\tau}}, \frac{1}{\sqrt{\sigma \lambda_{\max}}} \right\} \cdot \mathcal{E}_d(x^{n,0}, s^{n,0}),
\]

where \( \gamma := \sqrt{1 - \sqrt{\sigma \lambda_{\max}}} \). Substituting this inequality back into (3.13) yields:

\[
\mathcal{E}_d(x^{n,0}, s^{n,0}) \leq \frac{\mathcal{L}}{\gamma} \cdot \max \left\{ \sqrt{\tau}, \sqrt{\sigma \lambda_{\max}} \right\} \cdot \rho(\|z^{n,0} - z^{n-1,0}\|_M; z^{n,0}) \cdot \mathcal{E}_d(x^{n,0}, s^{n,0}).
\]  

(3.18)

According to the restart condition, we have \( \rho(\|z^{n,0} - z^{n-1,0}\|_M; z^{n,0}) \leq \beta \cdot \rho(\|z^{n-1,0} - z^{n-2,0}\|_M; z^{n-1,0}) \) for each \( n \geq 2 \). And noting that \( z^{1,0} = z^{0,1} \), it follows that:

\[
\rho(\|z^{n,0} - z^{n-1,0}\|_M; z^{n,0}) \leq \beta^{n-1} \cdot \rho(\|z^{1,0} - z^{0,0}\|_M; z^{1,0}) = \beta^{n-1} \cdot \rho(\|z^{0,1} - z^{0,0}\|_M; z^{0,1}) \leq 8\beta^{n-1} \left( \frac{\sqrt{2}}{\sqrt{\tau}} + \frac{\sqrt{2}}{\sqrt{\sigma \lambda_{\min}}} \right) \mathcal{E}_d(x^{0,0}, s^{0,0}),
\]  

(3.19)

where the second inequality uses (3.17). Combining (3.18) and (3.19) yields:

\[
\mathcal{E}_d(x^{n,0}, s^{n,0}) \leq \frac{\mathcal{L}}{\gamma} \cdot \max \left\{ \sqrt{\tau}, \sqrt{\sigma \lambda_{\max}} \right\} \cdot 8\beta^{n-1} \left( \frac{\sqrt{2}}{\sqrt{\tau}} + \frac{\sqrt{2}}{\sqrt{\sigma \lambda_{\min}}} \right) \mathcal{E}_d(x^{0,0}, s^{0,0}) \leq 8\beta^{n-1} \cdot \mathcal{L} \cdot \frac{\sqrt{2}}{\gamma} \cdot (\sqrt{\tau} + \sqrt{\sigma \lambda_{\max}}) \cdot \left( \frac{1}{\sqrt{\tau}} + \frac{1}{\sqrt{\sigma \lambda_{\min}}} \right) \cdot \mathcal{E}_d(x^{0,0}, s^{0,0}).
\]  

(3.20)
Note that \( \gamma = \sqrt{1 - \sqrt{\sigma T \lambda_{\text{max}}}} \), whereby (3.20) implies that for any \( \varepsilon > 0 \), \( \mathcal{E}_d(x^{n,0}, s^{n,0}) \leq \varepsilon \) for all

\[
\begin{align*}
n &\geq \left[ \ln \left( \frac{8L \cdot \sqrt{\frac{\sqrt{\tau} + \sqrt{\sigma \lambda_{\text{max}}}}}{\sqrt{1 - \sqrt{\sigma T \lambda_{\text{max}}}}} \cdot \left( \frac{1}{\sqrt{\tau}} + \frac{1}{\sqrt{\sigma \lambda_{\text{min}}}} \right) \cdot \mathcal{E}_d(x^{0,0}, s^{0,0}) \cdot \varepsilon - 1 \right) \right] + 1 , \quad (3.21)
\end{align*}
\]

which must be true when

\[
\begin{align*}
n &\geq \left[ \ln \left( \frac{8L \cdot \sqrt{\frac{\sqrt{\tau} + \sqrt{\sigma \lambda_{\text{max}}}}}{\sqrt{1 - \sqrt{\sigma T \lambda_{\text{max}}}}} \cdot \left( \frac{1}{\sqrt{\tau}} + \frac{1}{\sqrt{\sigma \lambda_{\text{min}}}} \right) \cdot \mathcal{E}_d(x^{0,0}, s^{0,0}) \cdot \varepsilon - 1 \right) \right] + 1 . \quad (3.22)
\end{align*}
\]

The upper bound for the total number of iterations of PDHG now follows from (3.22) and noting that the inner loop at \( n = 0 \) uses \( k = 1 \) iteration of PDHG whereas for all \( n \geq 1 \) we have bounded the number of PDHG iterations by \( k \leq 9L/\beta \).

**Remark 3.6.** The dependency on \( \beta \) in the bound on \( T \) in Lemma 3.5 is mainly in the leading term \( \frac{9L}{\beta \ln(1/\beta)} \), and this term is minimized by setting \( \beta = 1/\varepsilon \) which results in the leading term being \( 9\varepsilon \). Also, when \( \beta = 1/\varepsilon \) and the step-sizes are chosen so that \( \sqrt{\sigma T} = 0.5/\lambda_{\text{max}} \), then \( \tilde{\varepsilon} = 16 \left( 1 + \frac{\sqrt{\tau}}{\sqrt{\sigma \lambda_{\text{min}}} + \frac{\sqrt{\sigma T \lambda_{\text{max}}}}{\sqrt{\tau}}} + \kappa \right) \), which only involves the ratio \( \tau/\sigma \) and the largest and the smallest singular values of \( A \).

Our next task is to show the existence of a value of \( L \) for which (3.13) holds. As part of this task we will need the following three very particular lemmas.

**Lemma 3.7.** For any \( \tilde{z} = (\tilde{x}, \tilde{y}) \), let \( z^* \in \arg \min_{z \in Z^*} \|z - \tilde{z}\|_M \), and define for all \( t \geq 0 \)

\[
\tilde{z}_t := \tilde{z} + t \cdot (z^* - \tilde{z}) \quad (3.23)
\]

(wherewith \( \tilde{z}_0 = \tilde{z} \)). Suppose that there exist nonnegative scalars \( C_1, C_2, C_3 \) such that the following inequality \((I_t)\) holds for \( t = 0 \):

\[
\begin{align*}
\text{Dist}_M(\tilde{z}_t, Z^*) &\leq C_1 \cdot \text{Dist}(\tilde{x}_t, V_p) + C_2 \cdot \text{Dist}(\tilde{s}_t, R^n_+) + C_3 \cdot \max \{0, \text{Gap}(\tilde{x}_t, \tilde{s}_t)\} .
\end{align*}
\]

Then inequality \((I_t)\) holds for all \( t \geq 0 \).

**Proof.** Let \( z^* \in \arg \min_{z \in Z^*} \|z - \tilde{z}\|_M \) be given. Then because \( Z^* \) is a convex set, it follows that \( z^* \in \arg \min_{z \in Z^*} \|z - \tilde{z}_t\|_M \) for all \( t \geq 0 \). Therefore

\[
\text{Dist}_M(\tilde{z}_t, Z^*) = \|z^* - \tilde{z}_t\|_M = (1 + t) \cdot \|z^* - \tilde{z}\|_M = (1 + t) \cdot \text{Dist}_M(\tilde{z}, Z^*) .
\]

Regarding the terms on the right-hand side of \((I_t)\), for \( t = 0 \) we have \( \text{Dist}(\tilde{x}_t, V_p) = (1 + t) \cdot \text{Dist}(\tilde{x}_t, V_p) \) and \( \max \{0, \text{Gap}(\tilde{x}_t, \tilde{s}_t)\} = (1 + t) \cdot \max \{0, \text{Gap}(\tilde{x}_t, \tilde{s}_t)\} \). It also holds that:

\[
\text{Dist}(\tilde{s}_t, R^n_+) = \|\tilde{s}_t\| - \|(\tilde{s} + t \cdot (\tilde{s} - s^*))\| \geq (1 + t) \cdot \|\tilde{s} - s^*\| = (1 + t) \cdot \text{Dist}(\tilde{s}, R^n_+) ,
\]

where the inequality above follows since \( s^* \geq 0 \) and hence \( (\tilde{s} + t \cdot (\tilde{s} - s^*)) \geq (1 + t) \tilde{s} \). Combining the above equalities and inequalities proves \((I_t)\) for all \( t \geq 0 \).

**Lemma 3.8.** Suppose that \( \sigma, \tau \) satisfy (2.7). For any \( x^0 \in R^n_+, y_0 \in R^m \) and \( s^0 := c - A^T y_0 \in R^n \), then \( z^0 := (x^0, y_0) \) satisfies:

\[
\begin{align*}
\text{Dist}_M(z^0, Z^*) &\leq C_1 \cdot \text{Dist}(x^0, V_p) + C_2 \cdot \text{Dist}(s^0, R^n_+) + C_3 \cdot \max \{0, \text{Gap}(x^0, s^0)\} , \quad (3.24)
\end{align*}
\]
where

\[
\begin{align*}
C_1 & := \left( \theta_p^* (X^*) \| P_{\bar{V}_p} (c) \| + \| P_{\bar{V}_p^\perp} (c) \| \right) \cdot \left( \frac{3\sqrt{2}}{\sqrt{\mu_p \| P_{\bar{V}_p} (c) \|}} + \frac{\sqrt{2}}{\sigma_{\mu_d} \| q \| \lambda_{\min}} \right) \\
C_2 & := \theta_p^* (S^*) \| q \| \cdot \left( \frac{2\sqrt{2}}{\sqrt{\sigma_{\mu_d} \| q \| \lambda_{\min}}} + \frac{\sqrt{2}}{\sqrt{\mu_p \| q \| \lambda_{\min}}} \right) \\
C_3 & := \left( \frac{\sqrt{2}}{\sqrt{\mu_p \| P_{\bar{V}_p} (c) \|}} + \frac{\sqrt{2}}{\sigma_{\mu_d} \| q \| \lambda_{\min}} \right).
\end{align*}
\]

(3.25)

**Proof.** We presume that \( z^0 \notin Z^* \), for otherwise (3.24) follows trivially. Let \( \bar{x}^0 \) be the projection of \( x^0 \) onto \( V_p \), namely \( \bar{x}^0 = P_{\bar{V}_p} (x^0) \). Then \( \bar{x}^0 - x^0 \) is orthogonal to \( \bar{V}_p \). Also let \( \hat{x} \) and \( \hat{s} \) be the projections of \( \bar{x}^0 \) and \( s^0 \) onto \( \mathcal{F}_p \) and \( \mathcal{F}_d \), respectively, namely \( \hat{x} := \arg \min_{x \in \mathcal{F}_p} \| x - \bar{x}^0 \| \) and \( \hat{s} := \arg \min_{s \in \mathcal{F}_d} \| s - s^0 \| \). Since \( \hat{x} \) and \( \hat{s} \) are feasible for \( \mathcal{F}_p \) and \( \mathcal{F}_d \), respectively, the duality gap \( \text{Gap}(\hat{x}, \hat{s}) \) is nonnegative. Furthermore, we have

\[
\text{Gap}(\hat{x}, \hat{s}) = c^\top \hat{x} - q^\top (c - \hat{s}) = \text{Gap}(x^0, s^0) + c^\top (\hat{x} - x^0) + q^\top (\hat{s} - s^0) \leq \text{Gap}(x^0, s^0) + c^\top (\hat{x} - x^0) + \|q\| \cdot \text{Dist}(s^0, \mathcal{F}_d),
\]

(3.26)

and also

\[
\begin{align*}
c^\top (\hat{x} - x^0) & = (P_{\bar{V}_p} (c) + P_{\bar{V}_p^\perp} (c))^\top \left( (\hat{x} - \bar{x}^0) + (\bar{x}^0 - x^0) \right) \\
& = P_{\bar{V}_p} (c)^\top (\hat{x} - \bar{x}^0) + P_{\bar{V}_p^\perp} (c)^\top (\bar{x}^0 - x^0) \\
& \leq \| P_{\bar{V}_p} (c) \| \cdot \| \hat{x} - \bar{x}^0 \| + \| P_{\bar{V}_p^\perp} (c) \| \cdot \| \bar{x}^0 - x^0 \|
\end{align*}
\]

(3.27)

where the second equality above is due to \( \hat{x} - \bar{x}^0 \in \bar{V}_p \) (because both \( \hat{x}, \bar{x}^0 \in V_p \)) and \( \bar{x}^0 - x^0 \in \bar{V}_p^\perp \). Substituting (3.27) into (3.26) then yields:

\[
\text{Gap}(\hat{x}, \hat{s}) \leq \text{Gap}(x^0, s^0) + \| P_{\bar{V}_p} (c) \| \cdot \text{Dist}(\bar{x}^0, \mathcal{F}_p) + \| P_{\bar{V}_p^\perp} (c) \| \cdot \text{Dist}(x^0, V_p) + \|q\| \cdot \text{Dist}(s^0, \mathcal{F}_d).
\]

(3.28)

Now we aim to replace the distance term involving \( \bar{x}^0 \) in the right-hand side of (3.28) with a term involving \( x^0 \). From the definition of the ER \( \theta_p(\cdot) \) we have:

\[
\begin{align*}
\text{Dist}(\bar{x}^0, \mathcal{F}_p) & = \theta_p(\bar{x}^0) \cdot \text{Dist}(x^0, \mathbb{R}^n_+) \\
& \leq \theta_p(\bar{x}^0) \cdot \| \bar{x}^0 - x^0 \| = \theta_p(\bar{x}^0) \cdot \text{Dist}(x^0, V_p),
\end{align*}
\]

(3.29)

where the inequality uses \( x^0 \in \mathbb{R}^n_+ \). Note that \( \text{Dist}(x^0, \mathcal{F}_p) \leq \text{Dist}(\bar{x}^0, \mathcal{F}_p) + \| x^0 - \bar{x}^0 \| = \text{Dist}(\bar{x}^0, \mathcal{F}_p) + \text{Dist}(x^0, \mathcal{F}_p) \), so using (3.29) we obtain

\[
\text{Dist}(x^0, \mathcal{F}_p) \leq (\theta_p(\bar{x}^0) + 1) \cdot \text{Dist}(x^0, V_p).
\]

(3.30)

Similarly, since \( s^0 \in V_d \), using the ER \( \theta_d(\cdot) \) we have:

\[
\text{Dist}(s^0, \mathcal{F}_d) \leq \theta_d(s^0) \cdot \text{Dist}(s^0, \mathbb{R}^n_+).
\]

(3.31)

Substituting (3.29) and (3.31) into (3.28) yields:

\[
\text{Gap}(\hat{x}, \hat{s}) \leq \text{Gap}(x^0, s^0) + \left( \| P_{\bar{V}_p} (c) \| \theta_p(\bar{x}^0) + \| P_{\bar{V}_p^\perp} (c) \| \right) \cdot \text{Dist}(x^0, V_p) + \|q\| \cdot \theta_d(s^0) \cdot \text{Dist}(s^0, \mathbb{R}^n_+).
\]

(3.32)
Let us now use (3.32) to bound the distances to optima. Note that the duality gap $\text{Gap}(\hat{x}, \hat{s})$ is an upper bound for both $c^\top \hat{x} - f^*$ and $f^* - q^\top (c - \hat{s})$. Then because $\hat{x} \in V_p$ and $\hat{s} \in V_d$ we have from Remark 3.2 that:

$$\text{Dist}(\hat{x}, V_p \cap \{x : c^\top x = f^*\}) \leq \frac{\text{Gap}(\hat{x}, \hat{s})}{\|P_{\hat{V}_p}(c)\|},$$

$$\text{Dist}(\hat{s}, V_d \cap \{s : q^\top (c - s) = f^*\}) \leq \frac{\text{Gap}(\hat{x}, \hat{s})}{\|P_{\hat{V}_d}(q)\|}, \tag{3.33}$$

and note that $\|P_{\hat{V}_d}(q)\| = \|q\|$ because $q \in \hat{V}_d$. Using the LP sharpness $\mu_p$ and $\mu_d$, we have:

$$\text{Dist}(\hat{x}, \mathcal{X}^*) \leq \frac{\text{Dist}(\hat{x}, V_p \cap \{x : c^\top x = f^*\})}{\mu_p} \leq \frac{1}{\mu_p} \cdot \frac{\text{Gap}(\hat{x}, \hat{s})}{\|P_{\hat{V}_p}(c)\|},$$

$$\text{Dist}(\hat{s}, \mathcal{S}^*) \leq \frac{\text{Dist}(\hat{s}, V_d \cap \{s : q^\top (c - s) = f^*\})}{\mu_d} \leq \frac{1}{\mu_d} \cdot \frac{\text{Gap}(\hat{x}, \hat{s})}{\|q\|}. \tag{3.34}$$

Now since $\text{Dist}(x^0, \mathcal{X}^*) \leq \|x^0 - \hat{x}\| + \text{Dist}(\hat{x}, \mathcal{X}^*) = \text{Dist}(x^0, \mathcal{F}_p) + \text{Dist}(\hat{x}, \mathcal{X}^*)$, using (3.30) and (3.34) implies that:

$$\text{Dist}(x^0, \mathcal{X}^*) \leq (\theta_p(\hat{x}^0) + 1) \cdot \text{Dist}(x^0, V_p) + \frac{1}{\mu_p} \cdot \frac{\text{Gap}(\hat{x}, \hat{s})}{\|P_{\hat{V}_p}(c)\|}. \tag{3.35}$$

Combining (3.32) and (3.35) we obtain:

$$\text{Dist}(x^0, \mathcal{X}^*) \leq (\theta_p(\hat{x}^0) + 1) \cdot \text{Dist}(x^0, V_p) + \frac{\text{Gap}(x^0, s^0)}{\mu_p\|P_{\hat{V}_p}(c)\|} \cdot \text{Dist}(x^0, V_p) + \|q\| \cdot \theta_d(s^0) \cdot \text{Dist}(s^0, \mathbb{R}^n_+) + \frac{\|P_{\hat{V}_p}(c)\|}{\mu_p\|P_{\hat{V}_p}(c)\|} \cdot \text{Dist}(x^0, V_p) \cdot \text{Dist}(s^0, \mathbb{R}^n_+).$$

Note that because $\mu_p \leq 1$ and $\theta_p(\hat{x}^0) \geq 1$, it follows that (3.36) can be relaxed to:

$$\text{Dist}(x^0, \mathcal{X}^*) \leq \frac{\text{Gap}(x^0, s^0)}{\mu_p\|P_{\hat{V}_p}(c)\|} \cdot \text{Dist}(x^0, V_p) + \|q\| \cdot \theta_d(s^0) \cdot \text{Dist}(s^0, \mathbb{R}^n_+) + \frac{\|P_{\hat{V}_p}(c)\|\theta_p(\hat{x}^0)}{\mu_p\|P_{\hat{V}_p}(c)\|} \cdot \text{Dist}(x^0, V_p) \cdot \text{Dist}(s^0, \mathbb{R}^n_+). \tag{3.37}$$

Using almost identical logic applied to $s^0$ instead of $x^0$, we obtain:

$$\text{Dist}(s^0, \mathcal{S}^*) \leq \frac{\text{Gap}(s^0, s^0)}{\mu_d\|q\|} + \frac{2\theta_d(s^0)}{\mu_d} \cdot \text{Dist}(s^0, \mathbb{R}^n_+) + \frac{\|P_{\hat{V}_p}(c)\|\theta_p(\hat{x}^0)}{\mu_d\|q\|} + \frac{\|P_{\hat{V}_p}(c)\|\theta_d(s^0)}{\mu_d\|q\|} \cdot \text{Dist}(x^0, V_p). \tag{3.38}$$

Combining (3.37) with (3.38) and using the right-most inequality of (2.19), it follows that:

$$\text{Dist}_M(z^0, \mathcal{Z}^*) \leq \tilde{C}_1(z^0) \cdot \text{Dist}(x^0, V_p) + \tilde{C}_2(z^0) \cdot \text{Dist}(s^0, \mathbb{R}^n_+) + \tilde{C}_3(z^0) \cdot \max\{0, \text{Gap}(x^0, s^0)\}, \tag{3.39}$$
where
\[
\tilde{C}_1(z^0) := \left( \theta_p(P_{V_p}(x^0)) \| P_{V_p}(c) \| + \| P_{V_p}(c) \| \right) \cdot \left( \frac{3 \sqrt{2}}{\sqrt{\tau_p \| P_{V_p}(c) \|}} + \frac{\sqrt{2}}{\sqrt{\sigma \| q \|}} \right)
\]
\[
\tilde{C}_2(z^0) := \theta_d(s^0) \| q \| \cdot \left( \frac{2 \sqrt{2}}{\sqrt{\sigma \| q \|}} \frac{1}{\lambda_\min} + \sqrt{\frac{2}{\sqrt{\tau_p \| P_{V_p}(c) \|}}} \right)
\]
\[
\tilde{C}_3(z^0) := C_3 ,
\]
and notice in the definition \( \tilde{C}_1 \) we have written \( \theta_p(P_{V_p}(x^0)) \) since in fact \( z^0 := P_{V_p}(x^0) \). Now notice that (3.39) is nearly identical to (3.24), except that the constants \( \tilde{C}_1(z^0) \) and \( \tilde{C}_2(z^0) \) use \( \theta_p(P_{V_p}(x^0)) \) instead of \( \theta^*_p(\lambda^*) \), and use \( \theta_d(s^0) \) instead of \( \theta^*_d(\lambda^*) \).

To finish the proof, let \( z^* \in \arg \min_{z \in \mathbb{Z}_*} \| z - z^0 \|_M \) be fixed, and define \( z^\lambda := (1 - \lambda)z^0 + \lambda z^* \) for all \( \lambda \in [0, 1) \). Then (3.39) holds for \( z^\lambda \), namely:

\[
\text{Dist}_M(z^\lambda, \mathcal{Z}^*) \leq \tilde{C}_1(z^\lambda) \cdot \text{Dist}(x^\lambda, V_p) + \tilde{C}_2(z^\lambda) \cdot \text{Dist}(s^\lambda, \mathbb{R}^n_+) + \tilde{C}_3(z^\lambda) \cdot \max\{0, \text{Gap}(x^\lambda, s^\lambda)\} \quad (3.41)
\]
since \( z^\lambda \) satisfies the same hypotheses as \( z^0 \). And since \( z^* \in \arg \min_{z \in \mathbb{Z}_*} \| z - z^\lambda \|_M \) we can invoke Lemma 3.7. It follows from Lemma 3.7 that for all \( t \geq 0 \) with \( z^\lambda_t := z^\lambda + t(z^\lambda - z^*) \) that

\[
\text{Dist}_M(z^\lambda_t, \mathcal{Z}^*) \leq \tilde{C}_1(z^\lambda) \cdot \text{Dist}(x^\lambda_t, V_p) + \tilde{C}_2(z^\lambda) \cdot \text{Dist}(s^\lambda_t, \mathbb{R}^n_+) + \tilde{C}_3(z^\lambda) \cdot \max\{0, \text{Gap}(x^\lambda_t, s^\lambda_t)\} . \quad (3.42)
\]
Setting \( t = \lambda/(1 - \lambda) \) yields \( z^\lambda_t = z^0 \), whereby:

\[
\text{Dist}_M(z^0, \mathcal{Z}^*) \leq \tilde{C}_1(z^\lambda) \cdot \text{Dist}(x^\lambda, V_p) + \tilde{C}_2(z^\lambda) \cdot \text{Dist}(s^\lambda, \mathbb{R}^n_+) + \tilde{C}_3(z^\lambda) \cdot \max\{0, \text{Gap}(x^\lambda, s^\lambda)\} . \quad (3.43)
\]
Now let \( \lambda \to 1 \), whereby \( z^\lambda \to z^* \), and so \( \lim \sup_{\lambda \to 1} \theta_p(P_{V_p}(x^\lambda)) \leq \theta^*_p(\lambda^*) \) and therefore \( \lim \sup_{\lambda \to 1} \tilde{C}_1(z^\lambda) \leq C_1 \). Similarly \( \lim \sup_{\lambda \to 1} \theta_d(s^\lambda) \leq \theta^*_d(\lambda^*) \) and therefore \( \lim \sup_{\lambda \to 1} \tilde{C}_2(z^\lambda) \leq C_2 \). We therefore have from (3.43) that

\[
\text{Dist}_M(z^0, \mathcal{Z}^*) \leq C_1 \cdot \text{Dist}(x^0, V_p) + C_2 \cdot \text{Dist}(s^0, \mathbb{R}^n_+) + C_3 \cdot \max\{0, \text{Gap}(x^0, s^0)\} . \quad (3.44)
\]

Lemma 3.9. Suppose that the initial iterate of PDHG is \( z^0 := (0, 0) \), and let \( z^b, z^c \in \mathbb{R}^n_+ \times \mathbb{R}^m \) satisfy \( z^b \neq z^c \) and the nonexpansive inequalities \( \| z^b - z^* \|_M \leq \| z^0 - z^* \|_M \) and \( \| z^c - z^* \|_M \leq \| z^0 - z^* \|_M \) for all \( z^* \in \mathcal{Z}^* \). Then it holds that:

\[
\text{Dist}_M(z^b, \mathcal{Z}^*) \leq \rho\left( \| z^b - z^c \|_M, z^b \right) \cdot \left( \frac{3 \sqrt{2}}{\sqrt{\tau_p \| P_{V_p}(c) \|}} + \frac{\sqrt{2}}{\sqrt{\sigma \| q \|}} \right) \cdot \left( \theta^*_p(\lambda^*) + \frac{\| P_{V_p}(c) \|}{\| P_{V_p}(c) \|} \right)
\]
\[
+ \frac{2 \sqrt{2}}{\sqrt{\tau_p \| P_{V_p}(c) \|}} + \frac{\sqrt{2}}{\sqrt{\sigma \| q \|}} \cdot \left( \theta^*_d(\lambda^*) \right) \cdot \left( \frac{1}{\sqrt{\sigma}} \text{Dist}(0, \lambda^*) + \frac{1}{\lambda_\min \sqrt{\sigma}} \text{Dist}(c, \lambda^*) \right)
\]
\[
\cdot \left( \frac{4}{\sqrt{\tau_p \| P_{V_p}(c) \|}} + \frac{4}{\sqrt{\sigma \| q \|}} \right) . \quad (3.45)
\]

Proof. The proof is a combination of Lemmas 2.1, 2.7, and 3.8. Setting \( s^b = c - A^\top y^b \) it follows from Lemma 2.1 that

\[
\begin{align*}
\text{Dist}(x^b, V_p) &\leq \frac{1}{\sqrt{\sigma \lambda_\min}} \cdot \rho\left( \| z^b - z^c \|_M, z^b \right), \\
\text{Dist}(s^b, \mathbb{R}^n_+) &\leq \frac{1}{\sqrt{\tau_p}} \cdot \rho\left( \| z^b - z^c \|_M, z^b \right), \\
\text{Gap}(x^b, s^b) &\leq \max\{\| z^b - z^c \|_M, \| z^b \|_M \} \rho\left( \| z^b - z^c \|_M, z^b \right). \quad (3.46)
\end{align*}
\]
Also, from Lemma 3.8 it follows that $\text{Dist}_M(z^b, Z^*)$ can be bounded using the terms in the left-hand side of (3.46):

$$\text{Dist}_M(z^b, Z^*) \leq C_1 \cdot \text{Dist}(z^b, V_p) + C_2 \cdot \text{Dist}(s^b, \mathbb{R}^n_+) + C_3 \cdot \text{Gap}(x^b, s^b),$$

(3.47)

where $C_1$, $C_2$ and $C_3$ are the scalars defined in (3.25). Substituting (3.46) into (3.47) yields:

$$\text{Dist}_M(z^b, Z^*) \leq \left( \frac{C_1}{\sqrt{\sigma}\lambda_{\text{min}}} + \frac{C_2}{\sqrt{\tau}} + C_3 \cdot \max\{\|z^b - z^c\|_M, \|z^b\|_M\} \right) \rho(\|z^b - z^c\|_M; z^b).$$

(3.48)

From Lemma 2.7 it holds that

$$\max\{\|z^b - z^c\|_M, \|z^b\|_M\} \leq 2 \text{Dist}_M(z^0, Z^*) + \|z^0\|_M = 2 \text{Dist}_M(0, Z^*).$$

Substituting this inequality into (3.48) yields

$$\text{Dist}_M(z^b, Z^*) \leq \left( \frac{C_1}{\sqrt{\sigma}\lambda_{\text{min}}} + \frac{C_2}{\sqrt{\tau}} + \frac{2\sqrt{2}C_3}{\sqrt{\tau}} \text{Dist}(0, X^*) + \frac{2\sqrt{2}C_3}{\lambda_{\text{min}}\sqrt{\sigma}} \text{Dist}(c, S^*) \right) \rho(\|z^b - z^c\|_M; z^b).$$

(3.49)

The proof is completed by substituting the values of $C_1, C_2, C_3$ defined in (3.25) into (3.49), which then yields (3.45).

We now prove Theorem 3.3 and Remark 3.4.

**Proof of Theorem 3.3.** For any $n \geq 1$ it holds that $z^{n,0} = z^{n-1,K} = \frac{1}{K} \sum_{i=1}^{K} z^{n-1,i}$ where $K$ is the total number of inner iterations of PDHG run in the outer loop iteration $n - 1$, whose initial iterate value is $z^{n-1,0}$. It then follows from the nonexpansive properties of PDHG from Lemma 2.3 that $\|z^{n,0} - z^*\|_M \leq \|z^{n-1,0} - z^*\|_M$ for each $z^* \in Z^*$. By telescoping inequalities we then have

$$\|z^{n,0} - z^*\|_M \leq \|z^{n-1,0} - z^*\|_M \leq \cdots \leq \|z_0 - z^*\|_M$$

for each $z^* \in Z^*$. Now notice that $z^0 := z_0, z^b := z^{n,0}$, and $z^c := z^{n-1,0}$ satisfy the hypotheses of Lemma 3.9, whereby it holds that

$$\text{Dist}_M(z^{n,0}, Z^*) \leq \left( \frac{3\sqrt{2}}{\sqrt{\sigma}\lambda_{\text{min}}\mu_p} + \frac{\sqrt{2}}{\sigma\lambda_{\text{min}}\mu_d} \cdot \frac{\|P_{V_p}(c)\|}{\|q\|} \right) \cdot \left( \frac{\theta_p^*(\mathbf{X}^*)}{\|P_{V_p}(c)\|} \right) \cdot \left( \frac{\|P_{V_p}(c)\|}{\|x^0\|} \right) \cdot \left( \frac{\theta_d^*(S^*)}{\|P_{V_p}(c)\|} \right) \cdot \left( \frac{\text{Dist}(0, \mathbf{X}^*)}{\lambda_{\text{min}}\sqrt{\sigma}} \right) \cdot \left( \frac{\text{Dist}(c, S^*)}{\lambda_{\text{min}}\sqrt{\sigma}} \right).$$

(3.50)

From the supposition of Theorem 3.3 we have $c \in V_p$ and therefore $\|P_{V_p}(c)\| = \|c\|$, $\|P_{V_p}(c)\| = 0$, and $\|c\| = \text{Dist}(0, V_p)$. Also by construction we have $\|q\| = \text{Dist}(0, V_p)$. Substituting in the step-sizes (3.7) and using the above norm equalities in (3.50) yields:

$$\text{Dist}_M(z^{n,0}, Z^*) \leq \rho(\|z^{n,0} - z^{n-1,0}\|_M; z^{n,0}).$$

(3.51)
Now notice that the value of \( L \) specified in (3.9) is at least as large as the second line in (3.51), whereby it holds that
\[
\text{Dist}_M(z^{n,0}, Z^*) \leq L \cdot \rho(\|z^{n,0} - z^{n-1,0}\|_M; z^{n,0})
\]
for the value of \( L \) specified in (3.9). Therefore condition (3.13) of Lemma 3.5 is satisfied, and it follows from Lemma 3.5 that \( T \) satisfies (3.14) with the value of \( \tilde{c} \) specified in the statement of the lemma, namely:
\[
T \leq \frac{9}{\beta \ln(1/\beta)} \cdot L \cdot \ln \left( \tilde{c} \cdot L \cdot \left( \frac{\mathcal{E}_d(x^{0,0}, s^{0,0})}{\varepsilon} \right) \right) + 1 .
\] (3.52)
Substituting in the step-sizes (3.7) and \( \beta = 1/e \) into the value of \( \tilde{c} \) in Lemma 3.5 we find that:
\[
\tilde{c} = 16e \cdot \left( 1 + \kappa \frac{\|c\|}{\|q\|} \right) \left( 1 + \frac{\|q\|}{\|c\|} \right),
\]
and using \( \beta = 1/e \) and the value of \( \tilde{c} \) above in (3.52) we finally arrive at:
\[
T \leq 9e \cdot L \cdot \ln \left( 16e \cdot \left( \frac{\mathcal{E}_d(x^{0,0}, s^{0,0})}{\varepsilon} \right) \left( 1 + \kappa \frac{\|c\|}{\|q\|} \right) \left( 1 + \frac{\|q\|}{\|c\|} \right) \right) + 1 ,
\] (3.53)
which completes the proof of the theorem.

We now prove Remark 3.4 using essentially the identical logic as above.

**Proof of Remark 3.4.** Substituting in the step-sizes (3.10) and using the norm equalities \( \|P_{V_p}(c)\| = \|c\|, \|P_{V_p^\perp}(c)\| = 0, \|q\| = \text{Dist}(0, V_p) \), and \( \|c\| = \text{Dist}(0, V_d) \) into (3.50) yields:
\[
\text{Dist}_M(z^{n,0}, Z^*) \leq \rho(\|z^{n,0} - z^{n-1,0}\|_M; z^{n,0}) \cdot \left[ 2\sqrt{2}\kappa \left( 4\theta_p^*(X^*) + 4\sqrt{2} \frac{\text{Dist}(0, S^*)}{\text{Dist}(0, V_p)} \right) + 3\theta_d^*(S^*) + 4\sqrt{2} \frac{\text{Dist}(0, X^*)}{\text{Dist}(0, V_d)} \right].
\] (3.54)
Now notice that the value of \( L \) specified in (3.12) is at least as large as the square-bracketed term in (3.54), whereby it holds that
\[
\text{Dist}_M(z^{n,0}, Z^*) \leq L \cdot \rho(\|z^{n,0} - z^{n-1,0}\|_M; z^{n,0})
\]
for the value of \( L \) specified in (3.12). Therefore condition (3.13) of Lemma 3.5 is satisfied, and it follows from Lemma 3.5 that \( T \) satisfies (3.14) with the value of \( \tilde{c} \) specified in the statement of the lemma, namely:
\[
T \leq \frac{9}{\beta \ln(1/\beta)} \cdot L \cdot \ln \left( \tilde{c} \cdot L \cdot \left( \frac{\mathcal{E}_d(x^{0,0}, s^{0,0})}{\varepsilon} \right) \right) + 1 .
\] (3.55)
Substituting in the step-sizes (3.10) and \( \beta = 1/e \) into the value of \( \tilde{c} \) in Lemma 3.5 we find that:
\[
\tilde{c} = 16e \cdot \left( 1 + \kappa \frac{\mu_p\|c\|}{\mu_d\|q\|} \right) \left( 1 + \frac{\mu_d\|q\|}{\mu_p\|c\|} \right),
\]
and using \( \beta = 1/e \) we finally arrive at:
\[
T \leq 9e \cdot L \cdot \ln \left( 16e \cdot \left( \frac{\mathcal{E}_d(x^{0,0}, s^{0,0})}{\varepsilon} \right) \cdot \left( 1 + \kappa \frac{\mu_p\|c\|}{\mu_d\|q\|} \right) \left( 1 + \frac{\mu_d\|q\|}{\mu_p\|c\|} \right) \right) + 1 ,
\] (3.56)
which completes the proof of the remark.\[\square\]
Remark 3.10. Both Theorem 3.3 and Remark 3.4 assume that \( c \in \tilde{V}_p \), or equivalently that \( \| P_{\tilde{V}_p}^\perp(c) \| = 0 \), for simplicity and ease of exposition. Unpacking the proofs above, we see that \( \| P_{\tilde{V}_p}^\perp(c) \| \) only affects the proof in the bound (3.50). Suppose that \( \| P_{\tilde{V}_p}^\perp(c) \| \neq 0 \) but is not too large, say, \( \| P_{\tilde{V}_p}^\perp(c) \| \leq \theta_0^p(\mathbf{x}^*) \| P_{\tilde{V}_p}^\perp(c) \| \). Then the right-hand side of (3.50), and hence the value of \( \mathcal{L} \) in Lemma 3.5, will only increase by a constant factor of at most 2.

4 Properties of the limiting error ratio \( \theta^*(\mathcal{U}^*) \) (LimitingER)

In this section we present some relevant properties of the limiting error ratio (LimitingER) \( \theta^*(\mathcal{U}^*) \). In Theorem 4.1 we characterize an upper bound on \( \theta^*(\mathcal{U}^*) \) that is connected to the notion of a “nicely interior” point in a convex set – which itself is critical to the complexity of separation-oracle methods [14]. We also present in Proposition 4.2 a convex optimization problem (actually a conic optimization problem with one second-order cone constraint) whose solution provides an upper bound on \( \theta^*(\mathcal{U}^*) \), thus showing that computing a bound on \( \theta^*(\mathcal{U}^*) \) is computationally tractable. Last of all, in Theorem 4.4 we show that the error ratio \( \theta(u) \) is upper-bounded by a simple quantity involving the data-perturbation condition number DistInfeas(\cdot) of Renegar [40].

Our setup once again is the generic LP problem (3.2) where \( V \) is an affine subspace. We will assume in this subsection that \( \mathcal{U}^* \) is nonempty, and recall the definition of the limiting error ratio (LimitingER) \( \theta^*(\mathcal{U}^*) \) in (3.4). Let \( \mathcal{F}_{++} \) denote the strictly feasible solutions of (3.2), namely \( \mathcal{F}_{++} := V \cap \mathbb{R}^n_{++} \). We do not necessarily assume that \( \mathcal{F}_{++} \neq \emptyset \).

4.1 Upper bound on \( \theta^*(\mathcal{U}^*) \) based on “nicely interior” feasible solutions

The following theorem presents an upper bound on the limiting error ratio \( \theta^*(\mathcal{U}^*) \) using the existence of a “nicely interior” point in \( \mathcal{F}_{++} \). (In the theorem we use the convention that the infimum over an empty set is \( +\infty \).)

Theorem 4.1. For the general LP problem (3.2), suppose that the optimal solution set \( \mathcal{U}^* \) is nonempty and bounded. Then

\[
\theta^*(\mathcal{U}^*) \leq \sup_{u^* \in \mathcal{U}^*} \inf_{u_{int} \in \mathcal{F}_{++}} \frac{\| u^* - u_{int} \|}{\min_i (u_{int})_i} . \tag{4.1}
\]

This theorem states that if every optimal solution \( u^* \) has a nicely interior point near to it – in the sense that there exists \( u_{int} \in \mathcal{F}_{++} \) that is simultaneously close to \( u^* \) and far from the boundary of the nonnegative orthant \( \mathbb{R}^n_{++} \), then the LimitingER value \( \theta^*(\mathcal{U}^*) \) will not be excessively large. In the case when \( \mathcal{U}^* \) is a singleton, then (4.1) simplifies to finding a single nicely interior point that balances the distance from the optimal solution (in the numerator above) with the distance to the boundary of \( \mathbb{R}^n_{++} \) (in the denominator above). We will prove Theorem 4.1 at the end of this section. (Note that the concept of a nicely interior point is quite similar to that of a “reliable solution” in [11], see also [13] for connections to Renegar’s data-perturbation condition number DistInfeas(\cdot) [40].)

4.2 A computable upper bound for the limiting error ratio \( \theta^*(\mathcal{U}^*) \)

Here we show how, in principle, we can use the upper bound in Theorem 4.1 to construct a computationally tractable convex optimization problem that computes an upper bound on the LimitingER \( \theta^*(\mathcal{U}^*) \).

We first suppose that we can compute, without too much extra computational effort, a ball that contains the optimal solution set \( \mathcal{U}^* \). That is, we suppose we can compute a point \( u_a \in \mathcal{U}^* \) and a
radius value $R_a$ such that $\mathcal{U}^* \subset B(u_a, R_a)$, so that every optimal solution is within a distance $R_a$ from the optimal solution $u_a$. If $\mathcal{U}^*$ is a singleton, then $R_a = 0$ trivially. If $\mathcal{U}^*$ is not a singleton, then one choice of $u_a$ is the analytic center of $\mathcal{U}^*$ (see Sonnevend [12], also [33]), from which one can then easily construct a bounding ellipsoid $\mathcal{E}^{\text{out}}_a$ that contains $\mathcal{U}^*$ and then examine the eigenstructure of $\mathcal{E}^{\text{out}}_a$ to compute a suitable value of $R_a$.

**Proposition 4.2.** Suppose $u_a \in \mathcal{U}^*$ and there exists $R_a$ for which $\mathcal{U}^* \subset \{u : \|u - u_a\| \leq R_a\}$, then it holds that $\theta(\mathcal{U}^*) \leq B^*$ for $B^*$ defined as follows:

$$B^* := \inf_{r > 0, \ u \in \mathbb{R}^n} \frac{R_a + \|u - u_a\|}{r} \quad \text{s.t.} \quad u \in V, \ u \geq r \cdot e. \quad (4.2)$$

Furthermore, if $V$ is conveyed as $V = \{u \in \mathbb{R}^n : Ku = h\}$, then

$$B^* := \min_{\nu \in \mathbb{R}^n, \ \alpha \in \mathbb{R}} \frac{R_a \alpha + \|\nu - u_a\|}{\alpha} \quad \text{s.t.} \quad Kv = h\alpha, \ \nu \geq e, \ \alpha \geq 0. \quad (4.3)$$

**Proof.** From Theorem 4.1 we have:

$$\theta(\mathcal{U}^*) \leq \sup_{u \in \mathcal{U}^*, \ u_{\text{int}} \in \mathcal{F}_{++}} \frac{\|u - u_{\text{int}}\|}{\min(u_{\text{int}})_i} \leq \sup_{u \in B(u_a, R_a), \ u_{\text{int}} \in \mathcal{F}_{++}} \frac{\|u - u_{\text{int}}\|}{\min(u_{\text{int}})_i}$$

$$\leq \sup_{u \in B(u_a, R_a)} \frac{\|u - u_a\| + \|u_a - u_{\text{int}}\|}{\min(u_{\text{int}})_i} \leq \frac{\inf_{u_{\text{int}} \in \mathcal{F}_{++}} \frac{R_a + \|u_a - u_{\text{int}}\|}{\min(u_{\text{int}})_i}}{\inf_{i} \min_i(u_{\text{int}})_i} \quad (4.4)$$

and notice that the final right-hand side is precisely $B^*$, which proves (4.2). Next notice that (4.2) and (4.3) are equivalent via the elementary projective transformations $u = v/\alpha$ and $(v, \alpha) = (u/r, 1/r)$ if we add the additional constraint $\alpha > 0$ to (4.3). However, since we are only interested in the optimal objective value of (4.2) and (4.3), solving (4.3) yields the same optimal objective value as (4.2). \qed

Note that the formulation of the upper bound in (4.3) is a convex optimization problem of essentially the same size as that of the original LP problem (3.2), and its only non-linear component is the norm term $\|v - u_a\|$ in the objective function. This can easily be handled by a single second-order cone constraint, or can be replaced with an $\ell_1$ or $\ell_\infty$ norm which then can be converted to a pure LP problem.

Before proving Theorem 4.1, we first introduce a more general result about $\theta(u)$. Suppose $u \in V \setminus \mathcal{F}$ and $u_{\text{int}} \in \mathcal{F}_{++}$, then the line segment from $u$ to $u_{\text{int}}$ will contain a unique point that lies on the boundary of $\mathcal{F}$, and let us denote this point by $\mathcal{F}(u; u_{\text{int}})$. More formally we have

$$\mathcal{F}(u; u_{\text{int}}) := \arg\min_{\tilde{u}} \{\|u - \tilde{u}\| : \tilde{u} \in \mathcal{F}, \ \tilde{u} := \lambda u_{\text{int}} + (1 - \lambda)u \text{ for some } \lambda \in \mathbb{R}\}. \quad (4.5)$$

The following lemma will be used in our proof of Theorem 4.1.

**Lemma 4.3.** For the general LP presentation (3.2), suppose that Assumption 1 holds. Then for $u \in V \setminus \mathcal{F}$ and $u_{\text{int}} \in \mathcal{F}_{++}$, it holds that

$$\theta(u) \leq \frac{\|\mathcal{F}(u; u_{\text{int}}) - u_{\text{int}}\|}{\min_i(u_{\text{int}})_i} \leq \frac{\|u - u_{\text{int}}\|}{\min_i(u_{\text{int}})_i}, \quad (4.6)$$

where $\mathcal{F}(u; u_{\text{int}})$ is given by (4.5).
We now seek to prove: And since

Taking the limit as over all such that

Proof of Theorem 4.1.

Proof. Suppose that \(u_{\text{int}}\) is any given strictly feasible point in \(F_{++}\). Let \(r := \min_i(u_{\text{int}})_i\), and so \(r > 0\). In the line segment connecting \(u_{\text{int}}\) and \(u\), let \(v := F(u; u_{\text{int}})\) defined in (4.5). Then because \(r > 0\) and \(u \in V \setminus F\), there exists \(\lambda \in (0, 1)\) for which \(v = \lambda u_{\text{int}} + (1 - \lambda) u\). Also we have \(v \in \partial \mathbb{R}^n_+\) and there exists \(i \in [n]\) such that \(v_i = 0\), whereby from Lemma 4.3 it holds that

\[
\|v - u\|_{(u)_i} \leq \min_i(u_{\text{int}})_i.
\]

Combining (4.8) and (4.9) yields

\[
\frac{\|u - F(u; u_{\text{int}})\|}{\text{Dist}(u, \mathbb{R}^n_+)} = \frac{\|u - v\|}{\text{Dist}(u, \mathbb{R}^n_+)} \leq \frac{\|v - u_{\text{int}}\|}{(u_{\text{int}})_i} \leq \frac{\|v - u_{\text{int}}\|}{r} = \frac{\|F(u; u_{\text{int}}) - u_{\text{int}}\|}{\min_i(u_{\text{int}})_i}. \tag{4.10}
\]

Noting that the numerator of the right-most term of (4.10) is bounded by

\[
\|F(u; u_{\text{int}}) - u_{\text{int}}\| \leq \|F(u; u_{\text{int}}) - u\| + \|F(u; u_{\text{int}}) - u\| = \|u - u_{\text{int}}\|, \tag{4.11}
\]

and the left-most term (4.10) satisfies \(\frac{\|u - F(u; u_{\text{int}})\|}{\text{Dist}(u, \mathbb{R}^n_+)} \geq \theta(u)\), we therefore have \(\theta(u) \leq \frac{\|u - u_{\text{int}}\|}{\min_i(u_{\text{int}})_i}\). Last of all, since \(\|u - u_{\text{int}}\| \geq \|F(u; u_{\text{int}}) - u_{\text{int}}\|, \theta(u)\) is also further upper bounded by \(\frac{\|u - u_{\text{int}}\|}{\min_i(u_{\text{int}})_i}\), which completes the proof. 

Lemma 4.3 shows that the error ratio \(\theta(u)\) is upper-bounded by the ratio of the distance from \(u\) to \(u_{\text{int}}\) to the distance of \(u_{\text{int}}\) to the boundary of the nonnegative orthant. We now use Lemma 4.3 to prove Theorem 4.1.

Proof of Theorem 4.1. If \(F_{++} = \emptyset\), then the right-hand side of (4.1) is equal to \(+\infty\) so (4.1) is trivially true. We therefore consider the case when \(F \neq \emptyset\). For any optimal solution \(u^* \in U^*\) and a given associated strictly feasible solution \(u_{\text{int}} \in F_{++}\), let the \(\{u^k\}_{k=1}^\infty\) be a sequence in \(V\) that converges to \(u^*\), whereby from Lemma 4.3 it holds that

\[
\theta(u^k) \leq \frac{\|u^k - u_{\text{int}}\|}{\min_i(u_{\text{int}})_i} \leq \frac{\|u^* - u_{\text{int}}\| + \|u^* - u^k\|}{\min_i(u_{\text{int}})_i}. \tag{4.12}
\]

Taking the limit as \(k \to \infty\) on both sides, and noting that \(\lim_{k \to \infty} \|u^* - u^k\| = 0\), it thus follows that \(\limsup_{k \to \infty} \theta(u^k) \leq \frac{\|u^* - u_{\text{int}}\|}{\min_i(u_{\text{int}})_i}\). And since \(u_{\text{int}}\) is any strictly feasible point, taking the infimum over all such \(u_{\text{int}}\) yields

\[
\limsup_{k \to \infty} \theta(u^k) \leq \inf_{u_{\text{int}} \in F_{++}} \frac{\|u^* - u_{\text{int}}\|}{\min_i(u_{\text{int}})_i}. \tag{4.12}
\]

We now seek to prove:

\[
\theta^*(U^*) := \lim_{\varepsilon \to 0} \sup_{u \in V, \text{Dist}(u, U^*) \leq \varepsilon} \theta(u) \leq \sup_{u^* \in U^*} \inf_{u_{\text{int}} \in F_{++}} \frac{\|u^* - u_{\text{int}}\|}{\min_i(u_{\text{int}})_i}. \tag{4.13}
\]
We have established the relationship between Theorem 4.4. where there exist multipliers

\[ \theta(\bar{u}^k) \leq \frac{1}{k} \inf_{u \in \mathcal{F}} \| u - u_{\text{min}} \|, \] \]

Note that the points in the sequence \( \{ \bar{u}^k \}_{k=1}^{\infty} \) all lie in the compact set \( \{ u : \text{Dist}(u, \mathcal{U}^*) \leq 1 \} \) as \( \mathcal{U}^* \) is convex, closed and bounded. Therefore there exists a subsequence of \( \{ \bar{u}^k \}_{k=1}^{\infty} \) that converges to a limit point in \( \mathcal{U}^* \). This violates (4.12), and so provides a contradiction, whereby (4.13) is true, thus completing the proof.

Finally notice that Proposition 3.1 is a restatement of (4.2), which was proved as part of the proof of Proposition 4.2.

### 4.3 Relationship between the LimitingER and the distance to infeasibility

We have established the relationship between \( \theta^*(\mathcal{U}^*) \) and the geometric properties of the feasible sets. In this subsection, we demonstrate that this relationship also extends to the distance of the data from infeasibility. The concept of distance to infeasibility was initially utilized to assess the complexity of LP [40]. Previous research, such as [30, 20], has also studied the connections between global upper bounds of error bounds and the existence of perturbations. Here we show it also holds for the ER \( \theta(u) \) and the LimitingER \( \theta^*(\mathcal{U}^*) \).

Specifically, suppose that the affine subspace \( \mathcal{V} \) is given by \( \{ u \in \mathbb{R}^n : K\bar{u} = h \} \) for an \( m \times n \) real matrix \( K \) and a vector \( h \) in \( \mathbb{R}^m \). Let \( \text{SOLN}(K, h) \) denote the feasible set corresponding to \( (K, h) \), namely \( \text{SOLN}(K, h) := \{ u \in \mathbb{R}^n : K\bar{u} = h, u \geq 0 \} \). We suppose that \( \text{SOLN}(K, h) \neq \emptyset \), in which case the “distance to infeasibility” of the data \( (K, h) \) is defined as follows:

\[ \text{DistInfeas}(K, h) := \inf \{ \| \Delta K \| + \| \Delta h \| : \text{SOLN}(K + \Delta K, h + \Delta h) = \emptyset \}, \]

see [40]. Now we have the following general theorem about the relationship between \( \theta(u) \) and the distance to infeasibility.

**Theorem 4.4.** Suppose that \( \mathcal{F} \) is nonempty for the general LP formulation (3.2). Then for every \( u \in \mathcal{V} \setminus \mathcal{F} \), it holds that

\[ \theta(u) \leq \frac{\| K \| (1 + \| u \|)}{\text{DistInfeas}(K, h)}. \]

This theorem shows that the larger the distance to infeasibility is (namely the larger the least data perturbation to infeasibility), then the smaller the error ratio \( \theta(u) \) must be. The inequality (4.14) looks similar in spirit to Theorem 1.1 part (1) of Renegar [40], even though the setup and context is structurally different from that considered here.

The idea of the proof is to construct, for each \( u \in \mathcal{V} \setminus \mathcal{F} \), a suitable perturbation \( (\Delta K, \Delta h) \) of \( (K, h) \) for which \( \text{DistInfeas}(K + \Delta K, h + \Delta h) = 0 \) and \( \theta(u) \leq \frac{\| K \| (1 + \| u \|)}{\| \Delta K \| + \| \Delta h \|} \). Before presenting the formal proof of the theorem, we establish several key properties of points \( u \in \mathcal{V} \setminus \mathcal{F} \).

Let \( \bar{u} \in \mathcal{V} \setminus \mathcal{F} \) be fixed and given, and let \( \hat{u} \) be the projection of \( \bar{u} \) onto \( \mathcal{F} \), denoted as \( \hat{u} := P_\mathcal{F}(\bar{u}) \).

Then \( \hat{u} \) solves the following convex quadratic program:

\[ \min_{u \in \mathbb{R}^n} \frac{1}{2} \| u - \bar{u} \|^2, \quad \text{s.t.} \quad Ku = h, \quad u \geq 0, \]

whereby there exist multipliers \( \hat{y} \) and \( \hat{s} \) that together with \( \hat{u} \) satisfy the KKT optimality conditions:

\[ K\hat{u} = h, \quad \hat{u} \geq 0, \quad \hat{u} - \bar{u} = K^\top \hat{y} + \hat{s}, \quad \hat{s} \geq 0, \quad \hat{u}^\top \hat{s} = 0. \]

Note that since \( \bar{u} \in \mathcal{V} \setminus \mathcal{F} \), then \( K\bar{u} = K\hat{u} = h \). In addition, the following proposition holds for \( (\hat{u}, \hat{s}, \hat{y}) \):
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Proposition 4.5. For any $u \in \mathbb{R}^n_+$ it holds that $-||\hat{u} - \bar{u}||^2 = \hat{s}^T \hat{u} < \hat{s}^T \bar{u} = 0 \leq \hat{s}^T u$.

Proof. This first equality follows from (4.16) since $||\hat{u} - \bar{u}||^2 = (K^T y + \hat{s})^T (\hat{u} - \bar{u})$, $K(\hat{u} - \bar{u}) = 0$, and $\bar{u}^T \hat{s} = 0$, whereby $||\hat{u} - \bar{u}||^2 = -\hat{s}^T \hat{u}$. The first inequality follows trivially since $\hat{s}^T \hat{u} = -||\hat{u} - \bar{u}||^2 < 0$ and $\hat{u}^T \hat{s} = 0$. And the last inequality follows since $u \geq 0$ and $\hat{s} \geq 0$. \hfill \square

Let $H$ be the hyperplane defined as $H := \{u : \hat{s}^T u = 0\}$. Proposition 4.5 implies that $H$ separates $\hat{u}$ and $\mathbb{R}^n_+$, and $\hat{u} \in H$. We denote the projection of $\hat{u}$ onto $H$ as $\bar{u}$, namely $\bar{u} = P_H(\hat{u})$ which has closed form $\bar{u} = \hat{u} - \hat{s}^T \hat{u} / \hat{s}^T \hat{s} \cdot \hat{s}$. For simplicity of exposition we use $a$ to denote $\hat{u} - \bar{u}$ and use $b$ to denote $\hat{u} - \bar{u}$, namely

$$ a := \hat{u} - \bar{u} = -\hat{s}^T \hat{u} / \hat{s}^T \hat{s} \cdot \hat{s}, \quad b := \hat{u} - \bar{u} = K^T \hat{y} + \hat{s}. \quad (4.17) $$

Proposition 4.6. For $a$ and $b$ defined in (4.17) it holds that

1. $a = \frac{||b||^2}{||s||^2} \cdot \hat{s}$,
2. $||b|| \geq ||a|| > 0$, and
3. $a - \frac{||a||^2}{||b||^2} \cdot b = K^T w$, where $w := -\frac{||b||^2}{||s||^2} \cdot \hat{y}$.

Proof. To prove item 1, note from Proposition 4.5 that $-||b||^2 = -||\hat{u} - \bar{u}||^2 = \hat{s}^T \hat{u}$, whereby $a = -\hat{s}^T \hat{u} / \hat{s}^T \hat{s} \cdot \hat{s} = \frac{||b||^2}{||s||^2} \cdot \hat{s}$.

To prove item 2, notice that since $Kb = (K\hat{u} - K\bar{u}) = h - h = 0$, it follows that $||\hat{s}||^2 = ||b - K^T \hat{y}||^2 = ||b||^2 + \hat{y}^T KK^T \hat{y} \geq ||b||^2$. And since we have from item 1 that $||a|| = \frac{||b||^2}{||s||^2}$, this implies $||a|| / ||b|| = ||a|| / ||\hat{s}|| \leq 1$ which proves the first inequality in item 2. To prove that $||a|| > 0$, note that we cannot have $||b|| = 0$ since $\bar{u} \in V \setminus F$ and $\bar{u} \in F$, and we cannot have $\hat{s} = 0$, for otherwise Proposition 4.5 would also imply that $b = \hat{u} - \bar{u} = 0$. Therefore from item 1 we have $||a|| > 0$.

To prove item 3, we first show that $||a||^2 = b^T a$. From item 1 and the definition of $b$, we have $a^T b = \frac{||b||^4}{||s||^2} \cdot \hat{s}^T (\hat{s} + K^T \hat{y})$. Since $K(\hat{s} + K^T \hat{y}) = K\hat{u} - K\bar{u} = h - h = 0$, it follows that

$$ \hat{s}^T (\hat{s} + K^T \hat{y}) = ||\hat{s}||^2 + \hat{s}^T K^T \hat{y} + \hat{y}^T K(\hat{s} + K^T \hat{y}) = ||\hat{s} + K^T \hat{y}||^2 = ||b||^2, \quad (4.18) $$

and therefore $a^T b = \frac{||b||^4}{||s||^2} = ||a||^2$ (from item 1). This proves $||a||^2 = b^T a$ and then we have

$$ a - \frac{||a||^2}{||b||^2} \cdot b = a - \frac{b^T a}{||b||^2} \cdot b = \frac{||b||^2}{||s||^2} \cdot \hat{s} - \frac{||b||^2 \cdot b^T \hat{s}}{||s||^2 ||b||^2} \cdot b = \frac{||b||^2}{||s||^2} \cdot \hat{s} - \frac{||b||^2}{||s||^2} \cdot \frac{(\hat{s} + K^T \hat{y})^T \hat{s}}{||b||^2} \cdot (\hat{s} + K^T \hat{y}) = \frac{||b||^2}{||s||^2} \cdot \hat{s} \cdot \left(1 - \frac{(\hat{s} + K^T \hat{y})^T \hat{s}}{||b||^2}\right) = (\hat{s} + K^T \hat{y})^T \hat{s} \cdot K^T \hat{y}. \quad (4.19) $$

Here, the second equality follows from item 1, and the third equality uses $b = \hat{s} + K^T \hat{y}$. Substituting (4.18) into (4.19) yields $a - \frac{||a||^2}{||b||^2} \cdot b = -\frac{||b||^2}{||s||^2} \cdot K^T \hat{y} = K^T w$, thus proving item 3. \hfill \square

With the above propositions established, we now prove Theorem 4.4.

Proof of Theorem 4.4. Let $\bar{u} \in V \setminus F$ be given. We will use all of the notation developed earlier in this subsection, including $\hat{u} = P_F(\bar{u})$, the KKT multipliers $(\hat{y}, \hat{s})$, $H := \{u : \hat{s}^T u = 0\}$, and $\hat{u} = P_H(\hat{u}) = \bar{u} - \hat{s}^T \hat{u} / \hat{s}^T \hat{s} \cdot \hat{s}$. Additionally, let $a$ and $b$ be as given in (4.17) and $w = -\frac{||b||^2}{||s||^2} \cdot \hat{y}$ as specified in Proposition 4.6.
We first examine the case when \( \hat{y} \neq 0 \), and hence \( w \neq 0 \). Let us consider the following perturbations of \( K \) and \( h \):
\[
\Delta K := \frac{||a||^2}{||w||^2 ||b||^2} \cdot w(b-a)^\top, \quad \Delta h := \Delta K \bar{u} - \varepsilon w,
\]
where \( \varepsilon > 0 \) is a small positive scalar. Then:
\[
(K + \Delta K)^\top w = K^\top w + \Delta K^\top w = a - \frac{||a||^2}{||b||^2} \cdot b + \frac{||a||^2}{||w||^2 ||b||^2} \cdot (b - a) \cdot w^\top w
\]
\[
= \left( 1 - \frac{||a||^2}{||b||^2} \right) a = \left( 1 - \frac{||a||^2}{||b||^2} \right) \frac{||b||^2}{||s||} \cdot \hat{s} \geq 0,
\]
where the second and the fourth equalities are due to Proposition 4.6, and the final inequality is also due to Proposition 4.6. Furthermore, we have
\[
w^\top (h + \Delta h) = w^\top (K + \Delta K) \bar{u} - \varepsilon ||w||^2 = \left( 1 - \frac{||a||^2}{||b||^2} \right) \cdot \frac{||b||^2}{||s||} \cdot \hat{s}^\top \bar{u} - \varepsilon ||w||^2 < 0,
\]
where the strict inequality follows since \( \hat{s}^\top \bar{u} < 0 \) from Proposition 4.5, \( ||a|| \leq ||b|| \) from Proposition 4.6, and \( ||w|| > 0 \) by supposition for this case. Examining (4.21) and (4.22) yields \( (K + \Delta K)^\top w \geq 0 \) and \( w^\top (h + \Delta h) < 0 \), which implies via Farkas’ lemma that \( \text{SOLN}(K + \Delta K, h + \Delta h) = \emptyset \), and hence \( \text{DistInfeas}(K, h) \leq ||\Delta K|| + ||\Delta h|| \).

Let us now bound the size of \( ||\Delta K|| \) and \( ||\Delta h|| \). From (4.20) we have
\[
||\Delta K|| \leq \frac{||a||^2}{||w||^2 ||b||^2} \cdot ||b - a||.
\]
(4.23)

Since \( a - \frac{||a||^2}{||b||^2} \cdot b = K^\top w \), we also have \( ||K|| \geq \frac{||a|| \cdot \frac{||a||^2}{||b||^2} \cdot b}{||w||} = \frac{1}{||w||} \). Therefore
\[
||K|| \geq \frac{||a|| \cdot \frac{||a||^2}{||b||^2} \cdot b}{||w||} = \frac{||a||}{||b||} \cdot \frac{1}{||w||} = \frac{||a||}{||b||} \cdot \frac{1}{||w||}.
\]
(4.24)

where the first equality above follows from squaring both sides and rearranging terms using Proposition 4.6. Combining (4.23) and (4.24) yields \( \frac{||\Delta K||}{||K||} \leq \frac{||a||}{||b||} \cdot \frac{1}{||w||} \). From Proposition 4.5, because \( H \) separates \( \hat{u} \) and \( \mathbb{R}^n_+ \), it follows that \( \text{Dist}(\hat{u}, H) \leq \text{Dist}(\hat{u}, \mathbb{R}^n_+) \), whereby \( \frac{||\Delta K||}{||K||} \leq \frac{\text{Dist}(\bar{u}, \mathbb{R}^n_+)}{\text{Dist}(\hat{u}, \mathbb{R}^n_+)} = \frac{1}{\theta(\hat{u})} \). Moreover, since \( \Delta h := \Delta K \bar{u} - \varepsilon w \), it follows that \( ||\Delta h|| \leq ||\Delta K|| \cdot ||\bar{u}|| + \varepsilon ||w|| \leq \frac{||a||}{\theta(\hat{u})} \cdot ||K|| + \varepsilon ||w|| \). Finally, we can add the inequalities \( \theta(\hat{u}) ||\Delta K|| \leq ||K|| \) and \( \theta(\hat{u}) ||\Delta h|| \leq ||u|| \cdot ||K|| + \theta(\hat{u}) \varepsilon ||w|| \) which yields after rearranging \( \theta(\hat{u}) \leq \frac{||K|| \cdot ||\Delta K|| + ||\Delta h||}{||K|| \cdot ||\Delta K|| + ||\Delta h||} \). And since \( \text{DistInfeas}(K, h) \leq ||\Delta K|| + ||\Delta h|| \) we have \( \theta(\hat{u}) \leq \frac{||K|| \cdot ||\Delta K|| + \varepsilon \cdot \theta(\hat{u}) ||w||}{||K|| \cdot ||\Delta K|| + ||\Delta h||} \). Taking the limit as \( \varepsilon \to 0 \) then proves the result in the case when \( \hat{y} = 0 \).

Next we consider the case when \( \hat{y} = 0 \). It follows from (4.16) that \( \hat{u} - \bar{u} = \hat{s} \). Let \( I := \{i : \hat{u}_i > 0\} \) and \( J := \{i \} \setminus I \). Then we have \( \hat{s}_I = 0 \) and \( \bar{u}_I = \hat{u}_I \), and \( \hat{s}_J = -\bar{u}_J \). This implies that \( \hat{u} = \bar{u}_+ = \mathbb{P}_{\mathbb{R}^n_+} \bar{u} \), and hence \( \text{Dist}(\bar{u}, F) = ||\bar{u} - \bar{u}_+|| = ||\hat{s}_J|| = \text{Dist}(\bar{u}, \mathbb{R}^n_+) \), and hence \( \theta(\bar{u}) = \text{Dist}(\bar{u}, F)/\text{Dist}(\bar{u}, \mathbb{R}^n_+) = 1 \). Now let \( \Delta K = -K \), and for any \( \varepsilon > 0 \) let \( \Delta h \) be any vector satisfying \( ||\Delta h|| \leq \varepsilon \) and \( h + \Delta h \neq 0 \). Then \( (K + \Delta K, h + \Delta h) = (0, h + \Delta h) \) whereby \( \text{SOLN}(K + \Delta K, h + \Delta h) = \emptyset \). Therefore \( \text{DistInfeas}(K, h) \leq ||\Delta K|| + ||\Delta h|| \leq ||K|| + \varepsilon \) for all \( \varepsilon > 0 \), and thus \( \text{DistInfeas}(K, h) \leq ||K|| \). Finally, we have in this case that \( \theta(\bar{u}) = 1 \leq \frac{||K||}{\text{DistInfeas}(K, h)} \leq ||K||/\text{DistInfeas}(K, h) \), which completes the proof. \( \square \)
We also have the following relationship between $\theta^*(U^*)$ and the distance to infeasibility.

**Corollary 4.7.** Suppose that the general LP formulation (3.2) has an optimal solution. If $\text{DistInfeas}(K, h) > 0$, then it holds that

$$\theta^*(U^*) \leq \frac{1 + \max_{u \in U^*} \|u\|}{\text{DistInfeas}(K, h)}.$$  \hspace{1cm} (4.25)

**Proof.** By the definition of $\theta^*(U^*)$ in (3.4) and Theorem 4.4, we have

$$\theta^*(U^*) = \lim_{\varepsilon \to 0} \left( \sup_{u \in V, \text{Dist}(u, U^*) \leq \varepsilon} \theta(u) \right) \leq \lim_{\varepsilon \to 0} \left( \sup_{u \in V, \text{Dist}(u, U^*) \leq \varepsilon} \left( \frac{1 + \|u\|}{\text{DistInfeas}(K, h)} \right) \right),$$  \hspace{1cm} (4.26)

which is exactly (4.25).

Both Theorem 4.4 and Corollary 4.7 imply that the farther the feasible set $F$ is from infeasibility (namely, the larger $\text{DistInfeas}(K, h)$ is), then the smaller $\theta(u)$ and $\theta^*(U^*)$ must be.

## 5 LP Sharpness, stability under perturbation, and computing $\mu$

In this section we present a characterization of the LP sharpness $\mu$ in terms of the least relative perturbation $\Delta c$ of the objective function vector $c$ that yields a different optimal solution set that is nonempty and not a subset of the original solution set. We also present a characterization of the LP sharpness via polyhedral geometry, with implications for computing the LP sharpness $\mu$.

### 5.1 Characterization of LP sharpness and the stability of optimal solutions under perturbation

Let $\text{OPT}(g, F)$ denote the set of optimal solutions of the general LP problem (3.2), namely

$$\text{OPT}(g, F) := \arg \min_{u \in F} g^\top u.$$  

Also let $C_{U^*}$ denote the recession cone of the optimal solution set $U^*$, and let $C_{U^*}^*$ denote its (positive) dual cone, namely $C_{U^*}^* = \{ w : w^\top u \geq 0 \text{ for all } u \in C_{U^*} \}$. Then for any $\Delta g \in \tilde{V}^\perp$, $\text{OPT}(g, F) = \text{OPT}(g + \Delta g, F)$. Additionally, if $\Delta g \notin C_{U^*}^*$, then $\text{OPT}(g + \Delta g, F) = \emptyset$ (since there exists $u \in C_{U^*}$ for which $g^\top u < 0$ and hence the resulting LP instance has unbounded objective value).

Intuition suggests that the LP sharpness value $\mu$ should be related to objective function perturbations that alter the set of optimal solutions. Indeed, we have the following theorem that characterizes this relationship completely, namely $\mu$ is the smallest relative perturbation $\Delta g$ of $g$ that yields a different optimal solution set that is nonempty and not a subset of the original optimal solution set. More precisely we have:

**Theorem 5.1.** Consider the general LP problem (3.2) under Assumption 1, and let $\mu$ be the LP sharpness of (3.2). Then

$$\mu = \inf_{\Delta g} \left\{ \frac{\|P_{\overline{V}}(\Delta g)\|}{\|P_{\overline{V}}(g)\|} : \text{OPT}(g + \Delta g, F) \neq \emptyset \text{ and } \text{OPT}(g + \Delta g, F) \subset \text{OPT}(g, F) \right\}.$$  \hspace{1cm} (5.1)

Note that under Assumption 1 we must have $\|P_{\overline{V}}(g)\| > 0$ as otherwise all feasible solutions would be optimal (which violates Assumption 1). The proof of Theorem 5.1 is in two parts, where each part proves an inequality version of (5.1) in one of the two possible directions of the inequality. The following lemma proves the “$\leq$” version of (5.1).
Lemma 5.2. Consider the general LP problem (3.2) under Assumption 1, and let \( \mu \) be the LP sharpness of (3.2). Then

\[
\mu \leq \inf_{\Delta g} \left\{ \frac{\| P_{\bar{V}}(\Delta g) \|}{\| P_{\bar{V}}(g) \|} : \text{OPT}(g + \Delta g, F) \neq \emptyset \quad \text{and} \quad \text{OPT}(g + \Delta g, F) \not\subset \text{OPT}(g, F) \right\}. \tag{5.2}
\]

Proof. Let \( \Delta g \) satisfy \( \text{OPT}(g + \Delta g, F) \neq \emptyset \) and \( \text{OPT}(g + \Delta g, F) \not\subset \text{OPT}(g, F) \), and let \( \hat{u} \in \text{OPT}(g + \Delta g, F) \setminus \text{OPT}(g, F) \). Denote the optimal objective value hyperplane by \( H^* := \{ u : g^\top u = f^* \} \). Let \( \hat{u} := P_{\bar{V} \cap U^*}(\bar{u}) = \bar{u} - \frac{g^\top \bar{u} - f^*}{\| P_{\bar{V}}(g) \|^2} \cdot P_{\bar{V}}(g) \) and \( \hat{u} := P_{U^*}(\bar{u}) \). For simplicity, we use the notation \( a := \hat{u} - \bar{u} \) and \( b := \hat{u} - \bar{u} \). From Definition 3.2 we have:

\[
\mu \leq \frac{\text{Dist}(\bar{u}, V \cap H^*)}{\text{Dist}(\bar{u}, U^*)} = \frac{\| \bar{u} - \hat{u} \|}{\| \bar{u} - \hat{u} \|} = \frac{\| a \|}{\| b \|}. \tag{5.3}
\]

Our goal then is to prove that

\[
\frac{\| a \|}{\| b \|} \leq \frac{\| P_{\bar{V}}(\Delta g) \|}{\| P_{\bar{V}}(g) \|}, \tag{5.4}
\]

and combining (5.4) with (5.3) will yield the proof.

Because \( \hat{u} \in H^* \) and \( \hat{u} \in H^* \), we have \( g^\top \hat{u} = g^\top \bar{u} \), which implies that \( g^\top a = g^\top b \). Furthermore, since \( \hat{u} \in \text{OPT}(g + \Delta g, F) \), we have \( (g + \Delta g)^\top \hat{u} \leq (g + \Delta g)^\top \bar{u} \), which implies that \( (g + \Delta g)^\top b \geq 0 \). Substituting \( g^\top a = g^\top b \) into \( (g + \Delta g)^\top b \geq 0 \), we obtain \( \Delta g^\top b \geq -g^\top a \). It follows directly from Assumption 1 that \( \| P_{\bar{V}}(g) \| > 0 \), and dividing both sides of this last inequality by \( \| P_{\bar{V}}(g) \| \) yields

\[
\left( \frac{\Delta g}{\| P_{\bar{V}}(g) \|} \right)^\top b \geq - \left( \frac{g}{\| P_{\bar{V}}(g) \|} \right)^\top a. \tag{5.5}
\]

Regarding the right-hand side of (5.5), note that \( \bar{u} = u - \frac{g^\top \bar{u} - f^*}{\| P_{\bar{V}}(g) \|^2} \cdot P_{\bar{V}}(g) \) and \( a = -\frac{g^\top \bar{u} - f^*}{\| P_{\bar{V}}(g) \|^2} \cdot P_{\bar{V}}(g) \), whereby:

\[
- \left( \frac{g}{\| P_{\bar{V}}(g) \|} \right)^\top a = - \left( \frac{P_{\bar{V}}(g)}{\| P_{\bar{V}}(g) \|} \right)^\top a = \| a \|. \tag{5.6}
\]

Regarding the left-hand side of (5.5), since \( b = \bar{u} - \hat{u} \in \bar{V} \), it follows that \( (\Delta g)^\top b = (P_{\bar{V}}(\Delta g))^\top b \leq \| P_{\bar{V}}(\Delta g) \| \| b \| \). Substituting this inequality and (5.6) back into (5.5) yields (5.4), which as noted earlier combines with (5.3) to complete the proof. \( \Box \)

Before proving the “\( \geq \)” direction, we first establish a simple proposition. For a convex set \( S \) let \( C_S \) denote the recession cone of \( S \), and let \( C^*_S \) denote the corresponding (positive) dual cone.

Proposition 5.3. Let \( \hat{u} \in F \setminus U^* \), and let \( \hat{u} := P_{U^*}(\hat{u}) \), then

- \( (\hat{u} - \bar{u})^\top (w^* - \bar{u}) \geq 0 \) for any \( w^* \in U^* \), and
- \( \hat{u} - \bar{u} \in C_{U^*} \).

Proof. The first assertion follows directly from the optimality conditions for the projection of \( \hat{u} \) onto \( U^* \). For the second assertion, observe that for any \( v \in C_{U^*} \) and any \( u \in U^* \) we have \( u + \lambda v \in U^* \) for all \( \lambda \geq 0 \), whereby it follows from the first assertion that \( (\hat{u} - \bar{u})^\top (u + \lambda v - \hat{u}) \geq 0 \) for all \( \lambda \geq 0 \) and hence \( (\hat{u} - \bar{u})^\top v \geq 0 \). Since \( v \) is an arbitrary point in \( C_{U^*} \), it holds that \( \hat{u} - \bar{u} \in C^*_{U^*} \). \( \Box \)

Lemma 5.4. Consider the general LP problem (3.2) under Assumption 1, and let \( \mu \) be the LP sharpness of (3.2). Then

\[
\mu \geq \inf_{\Delta g} \left\{ \frac{\| P_{\bar{V}}(\Delta g) \|}{\| P_{\bar{V}}(g) \|} : \text{OPT}(g + \Delta g, F) \neq \emptyset \quad \text{and} \quad \text{OPT}(g + \Delta g, F) \not\subset \text{OPT}(g, F) \right\}. \tag{5.7}
\]
Proof. Note that by setting $\Delta g := -g$ that $\text{OPT}(g + \Delta g, F) = F \not\subset \text{OPT}(g, F) = U^*$ under Assumption 1, and therefore the right-hand side of (5.7) is at most 1. Recall from the definition of LP sharpness that $\mu \leq 1$. Therefore in the special case when $\mu = 1$ then (5.7) holds trivially.

Let us therefore consider the case $\mu < 1$. For any given $\bar{u} \in F \setminus U^*$, we will construct a perturbation $\Delta g$ for which $\text{OPT}(g + \Delta g, F) \neq \emptyset$ and $\text{OPT}(g + \Delta g, F) \not\subset \text{OPT}(g, F)$, and

$$
\frac{\|P_V(\Delta g)\|}{\|P_V(g)\|} \leq \frac{\text{Dist}(\bar{u}, V \cap H^*)}{\text{Dist}(\bar{u}, U^*)},
$$

which then implies (5.7). We proceed as follows. Let $\bar{u} \in F \setminus U^*$ be given, and define $\bar{u} := P_{V \cap H^*}(\bar{u}) = \bar{u} - \frac{g^\top \bar{u} - f^*}{\|P_V(g)\|^2} \cdot P_V(g)$ and $\hat{u} := P_{U^*}(u)$. Similar to the notation used in the proof of Lemma 5.2, let $a := \bar{u} - \hat{u}$ and $b := \hat{u} - \bar{u}$.

To construct the perturbation $\Delta g$ we first define

$$
b := -g^\top b \cdot \frac{b}{\|b\|^2},
$$

and construct the perturbation $\Delta g := t \cdot b$, where $t$ is the optimal objective value of the following optimization problem:

$$
t := \max_{\tau} \tau \quad \text{s.t.} \quad \bar{u} \in \text{OPT}(g + \tau b, F). \quad (5.10)
$$

We aim to show that $t \in (0, 1]$. Towards the proof of this inclusion, let $E_1$ be the set of extreme points of $F$ that are in $U^*$, and let $E_2$ be the set of extreme points of $F$ that are not in $U^*$. Similarly let $R_1$ be the set of extreme rays of $F$ that are also extreme rays of $U^*$, and let $R_2$ be the set of extreme rays of $F$ that are not also extreme rays of $U^*$. Note that $E_1$ and $E_2$ are finite sets, and $R_1$ and $R_2$ are also finite sets. We can therefore re-write (5.10) as:

$$
\text{OP}: \quad t := \max_{\tau} \tau \quad \text{s.t.} \quad \bar{u} \in \text{OPT}(g + \tau b, F). \quad (5.11)
$$

First observe that $-g^\top b = -g^\top (\bar{u} - \hat{u}) > 0$, whereby $\bar{b}$ is a positive scaling of $b$. Also notice that $\tau = 0$ is feasible for OP, because $\bar{u} \in \text{OPT}(g, F)$. It implies that the right-hand sides of (5.12) and (5.13) are nonnegative and the right-hand sides of (5.14) and (5.15) are nonpositive. Next we show that $t \leq 1$. To see this, note that if $\tau > 1$ then

$$(\bar{u} - \hat{u})^\top b = (\bar{u} - \hat{u})^\top \frac{b}{\|b\|^2} \cdot \|b\|^2 = (\tau - 1) \cdot (\|b\|^2 b) > 0,$$

whereby $\bar{u} \notin \text{OPT}(g + \tau b, F)$ and thus $\tau$ is not feasible for (5.10).

It thus remains to show that $t > 0$, which we will demonstrate by examining the constraints of OP. Examining the constraints (5.12), when $v^i \in E_1$ the corresponding right-hand side is equal to 0 while $\bar{b}^\top (\bar{u} - v^i) \leq 0$ (from Proposition 5.3), so these constraints are satisfied for all $\tau \geq 0$. Examining the constraints (5.13), when $v^i \in E_2$ the corresponding right-hand side is strictly positive so (5.13) is satisfied for all sufficiently small $\tau > 0$. Examining the constraints (5.14), when $r^i \in R_1$ the corresponding right-hand side is equal to 0 while $\bar{b}^\top r^i \geq 0$ (from Proposition 5.3), so these constraints are satisfied for all $\tau \geq 0$. And examining (5.15), when $r^i \in R_2$ the corresponding
right-hand side is strictly negative, so (5.15) is satisfied for all sufficiently small $\tau > 0$. Therefore there exists $\tau > 0$ that satisfies all of the constraints of OP, and therefore $t > 0$.

Now let us show that $\text{OPT}(g + \Delta g, F) \neq \emptyset$ and $\text{OPT}(g + \Delta g, F) \not\subset \text{OPT}(g, F)$. It follows from (5.10) that $(g + \Delta g)^\top (\hat{u} - u) \leq 0$ for any $u \in F$ and therefore $\hat{u} \in \text{OPT}(g + \Delta g, F)$ and therefore $\text{OPT}(g + \Delta g, F) \neq \emptyset$. Now notice that when $\tau$ is optimal for (5.10) (and its equivalent formulation OP), there exists either $v^\top \in E2$ for which the corresponding constraint in (5.13) is active, or $v^\top \in R2$ for which the corresponding constraint in (5.15) is active (or both). In the former case, $v^\top \in \text{OPT}(g + \Delta g, F)$ and in the latter case $\hat{u} + r^\top \in \text{OPT}(g + \Delta g, F)$. And in either case, we have $\text{OPT}(g + \Delta g, F) \not\subset \text{OPT}(g, F)$.

Last of all, because $g^\top a = g^\top b, a \in \hat{V}$, and $\bar{b} \in \hat{V}$, we have

$$
\|P_{\hat{V}}(\Delta g)\| = t \cdot \|\bar{b}\| = t \cdot \frac{-g^\top b}{\|b\|} \leq \frac{-g^\top a}{\|b\|} = -P_{\hat{V}}(g)^\top a \leq \frac{\|a\| \cdot \|P_{\hat{V}}(g)\|}{\text{Dist}(\hat{u}, H^\star)} \cdot \|P_{\hat{V}}(g)\|.
$$

This shows (5.8) and completes the proof. \hfill \Box

Last of all, Theorem 5.1 follows by combining Lemmas 5.2 and 5.4.

### 5.2 Polyhedral geometry of LP sharpness, and computation of $\mu$

In this subsection we present a characterization of the LP sharpness $\mu$ via polyhedral geometry, with implications for computing $\mu$. Before we go into details, we first convey our general results as follows. If the optimal solution set is a singleton, namely $\mathcal{U}^\star = \{u^\star\}$, then we will show that the LP sharpness $\mu$ is the smallest sharpness along all of the edges of $\mathcal{F}$ emanating from $u^\star$. One implication of this result is that if the LP instance is primal and dual nondegenerate, then the dual nondegeneracy implies that $\mathcal{U}^\star$ is a singleton, and the primal nondegeneracy implies that there are exactly $n - m$ edges emanating from $\mathcal{U}^\star$, and hence it will be very easy to compute the LP sharpness. The more general result that we will show is that LP sharpness is the smallest sharpness along all edges of $\mathcal{F}$ that intersect $\mathcal{U}^\star$ but are not subsets of $\mathcal{U}^\star$. In the absence of nondegeneracy there can be exponentially many such edges, and so computing the LP sharpness for either a primal or dual degenerate instance is not a tractable problem in general.

We now develop these results more formally. For any $u \in \mathcal{F} \setminus \mathcal{U}^\star$, let $u^\star = \arg\min_{v^\top \in \mathcal{U}^\star} \|v^\top - u\|$ be the projection of $u$ onto $\mathcal{U}^\star$, and we define the sharpness of the point $u$ to be:

$$
G(u) := \frac{\text{Dist}(u, V \cap H^\star)}{\text{Dist}(u, \mathcal{U}^\star)} = \frac{g^\top (u - u^\star)}{\|P_{\hat{V}}(g)\|} \cdot \frac{\|P_{\hat{V}}(g)\|}{\|u - u^\star\|}
$$

where in the above expression $u^\star := \arg\min_{v^\top \in \mathcal{U}^\star} \|v^\top - u\|$ is the projection of $u$ onto $\mathcal{U}^\star$. With this notation the LP sharpness (3.6) is $\mu = \inf_{u \in \mathcal{F} \setminus \mathcal{U}^\star} G(u)$. Next let us recall some notation about convex polyhedra, see [17]. An edge of a polyhedron is a 1-dimensional face of the polyhedron. And since $\mathcal{F}$ is a polyhedron it follows that $\mathcal{F}$ will have a finite number of edges. Furthermore, every edge will either be (i) a line segment joining two different vertices $v^1 \neq v^2$ of $\mathcal{F}$ which we denote by $e = [v^1, v^2]$, or (ii) a half-line points $v + \theta r$ for all $\theta \geq 0$, where $v$ is a vertex of $\mathcal{F}$ and $r$ is an extreme ray of $\mathcal{F}$, and which we denote by $f = [v; r]$. We will be concerned with the subset of edges of $\mathcal{F}$ which have one endpoint in $\mathcal{U}^\star$ but are not subsets of $\mathcal{U}^\star$, which we call edges emanating away from $\mathcal{U}^\star$ and which we denote as $\mathcal{M}$, and whose formal definition is:

$$
\mathcal{M} := \mathcal{M}_1 \cup \mathcal{M}_2 \quad \text{where} \quad \mathcal{M}_1 := \{e = [v^1, v^2] : e \text{ is an edge of } \mathcal{F}, \ v^1 \in \mathcal{U}^\star, v^2 \notin \mathcal{U}^\star\}
$$

and

$$
\mathcal{M}_2 := \{f = [v, r] : f \text{ is an edge of } \mathcal{F}, \ v \in \mathcal{U}^\star, g^\top r = 1\}.
$$
Theorem 5.5. Therefore if all optimal bases have been enumerated then the computation of the LP sharpness is characterized as follows:

\[
\mu = \min \left\{ R_1(e^1), R_1(e^2), \ldots, R_1(e^{m_1}), R_2(f^1; \bar{\varepsilon}), R_2(f^2; \bar{\varepsilon}), \ldots, R_2(f^{m_2}; \bar{\varepsilon}) \right\}.
\]

Before proving Theorem 5.5 we discuss its implications for computing the LP sharpness measure \( \mu \). The computation of \( R_1(e) \) or \( R_2(f; \bar{\varepsilon}) \) for a given edge \( e \) or \( f \) requires computing a simple algebraic projection for the numerator of \( R_i \) and requires solving a convex quadratic program associated with the projection onto \( \mathcal{U}^* \) for the denominator of \( R_i \). Note that for a given basis of an optimal solution \( u^* \), there are at most \( n \) edges emanating from \( u^* \) and all of them have closed-form formulation [6]. Therefore if all optimal bases have been enumerated then the computation of \( \mu \) via Theorem 5.5 is itself fairly straightforward. The key issue therefore is the enumeration of all optimal bases. For a general polyhedron [21] proves that enumerating all vertices is NP-hard if the polyhedron is unbounded. However, in some cases enumerating all optimal bases is easy. For example, when there is exactly one optimal basis (which occurs if the LP instance is primal and dual nondegenerate), then solving the LP instance yields the unique optimal basis. Furthermore, when \( \mathcal{U}^* \) is bounded and all optimal bases are primal non-degenerate, [4] provides an algorithm for enumerating all optimal bases in \( O(n^2v) \) time complexity, where \( v \) is the number of optimal bases. Hence when the number of optimal bases is small, enumerating all of them remains tractable and so computing \( \mu \) is also tractable.

Our proof of Theorem 5.5 relies on the following two elementary propositions. For any \( \varepsilon \geq 0 \) define \( S_\varepsilon \) to be the level set whose objective function value is exactly \( \varepsilon \) larger than the optimal objective value, namely \( S_\varepsilon := \mathcal{F} \cap \{ v : g^\top v = f^* + \varepsilon \} \).

Proposition 5.6. If \( \varepsilon_2 \geq \varepsilon_1 > 0 \) and \( S_{\varepsilon_i} \neq \emptyset \) for \( i = 1, 2 \), then \( \inf_{u \in S_{\varepsilon_2}} G(u) \geq \inf_{u \in S_{\varepsilon_1}} G(u) \).

Proof. For any given \( u \in S_{\varepsilon_2} \), let \( \hat{u} := R_{\mathcal{U}^*}(u) \) and \( t := \varepsilon_1 / \varepsilon_2 \). Then for \( u_t := tu + (1 - t)\hat{u} \) it holds that \( u_t \in S_{\varepsilon_1} \). Also notice that \( \text{Dist}(u_t, \mathcal{U}^*) = \|u_t - \hat{u}\| = t \cdot \|u - \hat{u}\| = t \cdot \text{Dist}(u, \mathcal{U}^*) \) and \( \text{Dist}(u_t, \mathcal{V} \cap \mathcal{H}^*) = (1 - t) \cdot \text{Dist}(\hat{u}, \mathcal{V} \cap \mathcal{H}^*) + t \cdot \text{Dist}(u, \mathcal{V} \cap \mathcal{H}^*) = t \cdot \text{Dist}(u, \mathcal{V} \cap \mathcal{H}^*) \). Therefore \( G(u_t) = \frac{t \cdot \text{Dist}(u_t, \mathcal{V} \cap \mathcal{H}^*)}{t \cdot \text{Dist}(u_t, \mathcal{U}^*)} = G(u) \). Since this equality holds for all \( u \in S_{\varepsilon_2} \), it follows that \( \inf_{u \in S_{\varepsilon_2}} G(u) \geq \inf_{u \in S_{\varepsilon_1}} G(u) \), which proves the proposition. \( \square \)

Proposition 5.7. Let \( u^* \in \mathcal{U}^* \) and \( v \in \check{V} \) satisfy \( g^\top v > 0 \). If \( t_2 \geq t_1 > 0 \) and \( u^* + t_1 \cdot v \in \mathcal{F} \) for \( i = 1, 2 \), then \( G(u^* + t_1 \cdot v) \geq G(u^* + t_2 \cdot v) \).

Proof. For \( t \geq 0 \) define \( g_1(t) := \text{Dist}(u^* + t \cdot v, \mathcal{V} \cap \mathcal{H}^*) \) and \( g_2(t) := \text{Dist}(u^* + t \cdot v, \mathcal{U}^*) \). Then for \( t > 0 \) we have \( G(u^* + t \cdot v) = g_1(t) / g_2(t) \). Notice that \( g_1(t) = \frac{tv}{\|g^\top v\|} \) which is a nonnegative increasing linear function of \( t \) with \( g_1(0) = 0 \). Also notice that \( g_2(t) \) is convex and nonnegative for \( t \geq 0 \), and \( g_2(0) = 0 \), whereby \( g_2(t) \) is a monotonically increasing nonnegative convex function for \( t \geq 0 \). Therefore \( g_2(t) / g_1(t) \) is monotonically increasing on \( t > 0 \), whereby \( G(t) = g_1(t) / g_2(t) \) is monotonically decreasing on \( t > 0 \), which proves the lemma. \( \square \)
Proof of Theorem 5.5. First notice from the definition of $\mu$ that
\[
\mu \leq \min \{ R_1(e^1), R_1(e^2), \ldots, R_1(e^{m_1}), R_2(f^1; \bar{\epsilon}), R_2(f^2; \bar{\epsilon}), \ldots, R_2(f^{m_2}; \bar{\epsilon}) \}.
\] (5.17)
For $\epsilon > 0$ let us consider the level set $S_\epsilon$ and suppose that $S_\epsilon \neq \emptyset$, and let $E S_\epsilon$ denote the extreme points of $S_\epsilon$. Then we claim that
\[
\mu = \inf_{u \in F \cup U^*} G(u) = \inf_{\epsilon > 0} \left( \inf_{u \in S_\epsilon} G(u) \right) = \lim_{\epsilon \to 0} \left( \inf_{u \in S_\epsilon} G(u) \right)
\]
\[
= \lim_{\epsilon \to 0} \left( \frac{\|P_\epsilon(g)\|}{\sup_{u \in S_\epsilon} \text{Dist}(u, U^*)} \right) = \lim_{\epsilon \to 0} \left( \frac{\inf_{v^i \in ES_\epsilon} \text{Dist}(v^i, U^*)}{\max_{v^i \in ES_\epsilon} \text{Dist}(v^i, U^*)} \right) .
\]
Here the first equality is the definition of $\mu$, the second equality is a restatement of the first expression, and the third equality is due to the monotonicity property of the sharpness function on the level sets $S_\epsilon$ from Proposition 5.6. To prove the fourth equality, observe that the numerator of $G(u)$ is $\text{Dist}(u, V \cap H^*)$ which equals the constant $\frac{\epsilon}{\|P_\epsilon(g)\|}$ for $u \in S_\epsilon$, and the denominator of $G(u)$ is $\text{Dist}(u, U^*)$. For the fifth equality, observe that $\text{Dist}(\cdot, U^*)$ is convex in $u$ and bounded from above and below on $S_\epsilon$, and so attains its maximum at an extreme point of $S_\epsilon$.

Next notice that since $F$ is a polyhedron and $S_\epsilon$ is a level set of $F$, there exists $\bar{\epsilon} > 0$ such that for all $\epsilon \in (0, \bar{\epsilon})$ the extreme points of $S_\epsilon$ all lie in the edges of $F$ emanating away from $U^*$, namely $M \cap S_\epsilon = ES_\epsilon$. Therefore using the definition of $M = M_1 \cup M_2$ we have:
\[
\mu = \lim_{\epsilon \to 0} \left( \frac{\inf_{v^i \in ES_\epsilon} \text{Dist}(v^i, U^*)}{\max_{v^i \in ES_\epsilon} \text{Dist}(v^i, U^*)} \right) = \min \left\{ \min_{e \in M_1} \left( \inf_{u \in e; g^\top u \leq f^* + \epsilon} G(u) \right), \min_{f \in M_2} \left( \inf_{u \in f; g^\top u \leq f^* + \epsilon} G(u) \right) \right\} .
\] (5.18)
It follows from Proposition 5.7 that $G(u)$ is decreasing on any edge emanating away from $U^*$. Thus for $e = [v^1, v^2] \in M_1$ with $v^1 \in U^*$ and $v^2 \notin U^*$ we have $\inf_{u \in e; g^\top u \leq f^* + \epsilon} G(u) \geq G(v^2) = R_1(e)$, and similarly for $f = [v; r] \in M_2$ with $v \in U^*$ and $r$ being an extreme ray of $F$ we have $\inf_{u \in f; g^\top u \leq f^* + \epsilon} G(u) = G(v + \bar{\epsilon} r) = R_2(f, \bar{\epsilon})$. Substituting these inequalities back into (5.18) yields
\[
\mu \geq \min \{ R_1(e^1), R_1(e^2), \ldots, R_1(e^{m_1}), R_2(f^1; \bar{\epsilon}), R_2(f^2; \bar{\epsilon}), \ldots, R_2(f^{m_2}; \bar{\epsilon}) \},
\]
which combined with (5.17) yields the proof.

6 Numerical Experiments

Here we present results of numerical experiments designed to test how consistent our theoretical bounds are with computational practice, as well as to demonstrate the value of various heuristics on practical computation, based on our theoretical results. All computation was conducted on the MIT Engaging Cluster, and each experiment used a 2.4 GHz 14 Core CPU and 32G RAM, with CentOS version 7. All experiments were implemented in Julia 1.8.5.

6.1 Simple validation experiments

We conducted five simple experiments to test the extent to which the iteration bounds in Theorem 3.3 are “valid”, by which we mean that the bounds are directionally consistent with computational practice on a specifically chosen family of test problems.

Experiment 1: Sensitivity to the Hoffman constant of the KKT system. The bounds in Theorem 3.3 are based essentially on three condition measures: LP sharpness, LimitingER, and
(relative) distance to optima. This is in contrast to the analysis of Applegate et al. [3] whose bounds are mostly based on the Hoffman constant of the KKT system of the LP instance. To test the sensitivity of Algorithm 2 to the Hoffman constant of the KKT system, we created the following family of LP instances in standard form (1.2) with \(m = 1, n = 3\), and data \((A^1, b^1, c^1)\) parameterized by \(\gamma \in (0, 1]\) as follows: \(A^1 := \left[\frac{\sin(\gamma)}{\sqrt{2}}, \cos(\gamma), \frac{\sin(\gamma)}{\sqrt{2}}\right], b^1 := 1, c^1 := \left[\cos(\gamma), \frac{\sin(\gamma)}{\sqrt{2}}, -\sin(\gamma), \cos(\gamma)\right]^\top\). This family of problems was designed to have the following properties: \(|c| = 1, Ac = 0, \|q\| = 1\), with uniform values of LP sharpness values and LimitingER for both the primal and dual problems, but with increasing values of the Hoffman constant of the KKT system as \(\gamma \downarrow 0\).

The first three columns of the first row of Figure 2 show the LP sharpness values (computed using the methodology in Section 5.2), LimitingER values (computed using the upper bound methodology in Section 4.2), and relative distances to optima for this simple family of problems, which are all constant over the range of \(\gamma \in (0, 1]\). In the fourth column we report the actual iterations of Algorithm 2 (to obtain a solution whose Euclidean distance to the optimum is at most 10\(^{-10}\)), and the iteration bound of Theorem 3.3 as well as the iteration bound of Applegate et al. [3]. (Since these two bounds are based on linear convergence rates, we report the constant outside of the logarithmic term for simplicity, and we computed the Hoffman constant for the KKT system using the algorithm and code from [37].) Notice that the bound of Applegate et al. [3] grows exponentially in \(\ln(1/\gamma)\) while the actual number of iterations and the bound of Theorem 3.3 are constant over \(\gamma \in (0, 1]\). This simple example validates the absence of the Hoffman constant from the bound in Theorem 3.3, and shows for this simple family that the actual number of iterations of Algorithm 2 is constant as suggested by Theorem 3.3.

**Experiment 2: Sensitivity to LimitingER.** This simple experiment is designed to test the sensitivity of Algorithm 2 to the LimitingER. Similar in approach to Experiment 1, we created the family: \(A^2 := \left[\frac{\cos(\gamma)}{\sqrt{2}}, \sin(\gamma), \frac{\cos(\gamma)}{\sqrt{2}}\right], b^2 = 1, c^2 := \left[\sin(\gamma), -\cos(\gamma), \frac{\sin(\gamma)}{\sqrt{2}}\right]^\top\), where again \(|c| = 1, Ac = 0, \|q\| = 1\), with constant values of LP sharpness for \(\gamma \in (0, 1]\), but now the LimitingER value increases exponentially as \(\gamma \downarrow 0\). The second row of Figure 2 shows our results. In this family of instances the LP sharpness values are constant even as the LimitingER grows. Notice that the relative distance to optima also grows similar to the LimitingER; this must occur since the relative distances to optima are lower-bounded by the LimitingER, see [45]. The fourth column shows that for the smaller values of \(\gamma\) that the bound in Theorem 3.3 follows a similar pattern – including the slope in the log-log plot – as the actual iterations of Algorithm 2.

**Experiment 3: Sensitivity to LP Sharpness.** This simple experiment is designed to test the sensitivity of restarted-PDHG to LP sharpness. We created the family: \(A^3 := \left[\frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}}, \frac{1}{\sqrt{3}}\right], b^3 = 1, c^3 := \cos(\gamma) \cdot \left[\frac{1}{\sqrt{3}}, \frac{1}{\sqrt{6}}, \frac{2}{\sqrt{6}}\right]^\top + \sin(\gamma) \cdot \left[\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}, 0\right]^\top\). Similar to the previous experiments we have \(|c| = 1, Ac = 0, \|q\| = 1\), with constant values of the LimitingER and the relative distances to optima for \(\gamma \in (0, 1]\), but now the primal LP sharpness \(\mu_p\) value decreases exponentially as \(\gamma \downarrow 0\). The third row of Figure 2 shows our results. Similar in spirit to Experiment 2, the fourth column shows that for the smaller values of \(\gamma\) that the bound in Theorem 3.3 follows a similar pattern – including the slope of the log-log plot – as the actual iterations of Algorithm 2.

**Experiment 4: Sensitivity to simultaneous changes in LP sharpness and LimitingER.** We created the family: \(A^4 := \left[\sin(\gamma), \frac{\cos(\gamma)}{\sqrt{2}}, -\frac{\cos(\gamma)}{\sqrt{2}}\right], b^4 = 1, c^4 := \left[0, \frac{2}{\sqrt{3}}, \frac{1}{\sqrt{2}}\right]^\top\), in which the primal LP sharpness \(\mu_p\) decreases exponentially and the dual LimitingER \(\theta^*(S^*)\) increases exponentially as \(\gamma \downarrow 0\), see the fourth row of Figure 2 for the computational values. Examining the fourth column of this row, we see the multiplicative effect of these two condition measures both on the theoretical
bounds of Theorem 3.3 as well as a doubling of the slope of the log-log plot of actual iteration counts, which aligns well with the theoretical results.

Figure 2: Values of LP sharpness, LimitingER, Relative Distance to Optima, theoretical iteration upper bound of Theorem 3.3, actual iteration count, and previous theoretical iteration upper bound of Applegate et al. [3] for the four simple validation experiments.

Experiment 5: Effect of the step-size rule based on LP sharpness. Remark 3.4 presented a step-size rule (3.7) based on knowledge of the LP sharpness measures $\mu_p$ and $\mu_d$ that leads to a structurally superior complexity bound for Algorithm 2. (However, this rule is impractical since the LP sharpness measures are neither known nor easily computable in practice.) In this experiment we test the utility of this rule using the simple family of LP instances $(\mathbf{A}_q^T, b^4, c^2)$ described in Experiment 4, where for this simple family we know the LP sharpness measures. Figure 3 shows the theoretical upper bounds and the actual iteration numbers of Algorithm 2 with standard step-sizes (Theorem 3.3) and the step-sizes of Remark 3.4 on for this family of LP instances. The figure shows
that this step-size rule reduces the actual number of iterations in line with the theory.

Figure 3: Theoretical upper bounds and the actual iteration numbers of Algorithm 2 with standard step-sizes (Theorem 3.3), and theoretical upper bounds and the actual iteration numbers of Algorithm 2 with the LP sharpness-based step-sizes of Remark 3.4, for the family of LP instances described by \((A^4, b^4, c^4)\).

6.2 Computational evaluation of two theory-based heuristics on the MIPLIB 2017 dataset

In this subsection we introduce two heuristics that are inspired by our theoretical guarantees, and are designed to improve the practical performance of Algorithm 2. The first heuristic involves the choice of step-sizes \(\tau\) and \(\sigma\) for Algorithm 2. It was observed in [3] that even while keeping the product of the primal and dual step-sizes \(\tau\) and \(\sigma\) constant, that heuristically modifying the ratio \(\tau/\sigma\) had the potential to improve the computational performance of restarted PDHG. Theoretical justification for that observation can be seen in the computational bounds for Algorithm 2 in Theorem 3.3 using different step-sizes \(\tau\) for the primal and \(\sigma\) for the dual in (3.7), and Remark 3.4 shows – at least in concept – how the complexity bound can be structurally improved by appropriately varying the ratio \(\tau/\sigma\) while keeping the product constant, namely \(\tau\sigma = 1/(4\lambda_{\text{max}}^2)\).

In the spirit of “learning from experience”, our first heuristic is essentially an adaptation of the methodology in [3] to learn a reasonably good step-size ratio, and works as follows. We consider five possible choices of step-sizes, namely \((\tau, \sigma) = (40\ell/2\lambda_{\text{max}}, 40^{-\ell}/2\lambda_{\text{max}})\) for \(\ell = -1, -\frac{1}{2}, 0, \frac{1}{2}, 1\). For each of these step-size pairs we run Algorithm 2 for 5,000 iterations from the same initial point \((x^{0,0}, y^{0,0}) = (0, 0)\), and then choose which of the five step-sizes to use based on the smallest relative error \(E_r(x, y) := \frac{\|Ax^\tau - b\|}{1+\|b\|} + \frac{\|c(A^{-1}y)^\tau\|}{1+\|c\|} + \frac{\|c^\top(x^\tau + b^\top y)\|}{1+\|c^\top x^\tau + |b^\top y|\}}.\) The heuristic essentially spends 20,000 iterations exploring/testing for a better step-size ratio. (We note that the relative error \(E_r(x, y)\) is upper-bounded by the distance to optima \(E_r d(x, s) (2.5)\), see Remark A.1.)

The second heuristic is also motivated by the computational bound in Theorem 3.3 where we observe in (3.8) that the bound grows at least linearly in the condition number \(\kappa\) of the matrix \(A\) (recall the definition of \(\kappa\) in (2.8)). The heuristic is to compute and apply a (full-rank) row-preconditioner \(D \in \mathbb{R}^{m \times m}\) to the equality constraints \(Ax = b\) to yield the equivalent system \(DX = Db\) for which the condition number \(\kappa' := \kappa(DA) := \frac{\lambda_{\text{max}}(DA)}{\lambda_{\text{min}}(DA)}\) is reduced. Notice that for any such \(D\) that the preconditioned LP instance

\[
\min_{x \in \mathbb{R}^n} \quad c^\top x \quad \text{s.t.} \quad DX = Db, \quad x \geq 0 \quad (6.1)
\]

and its dual problem have the identical duality-paired symmetric format (2.4) as the original LP instance; and so the LP sharpness, the LimitingER, and the relative distance to optima are unchanged by the preconditioner. Indeed the only quantity in the iteration bound (3.8) that is changed is the
matrix condition number $\kappa(DA)$. In our second heuristic we work with the “complete” pre-conditioner $D := (AA^\top)^{-1/2}$, for which $\kappa' = \kappa(DA) = 1$, which requires one (potentially expensive) matrix factorization. Other first-order methods for LP, such as [25, 35], also compute and use a single matrix factorization throughout all iterations. (When the problem is very large and computing even one matrix factorization is not tractable, [1] proposed to use a diagonal preconditioner $D$, but there were no theoretical guarantees.)

We tested the usefulness of the two heuristics using the LP relaxations of the MIPLIB 2017 dataset [15], which is a collection of mixed-integer programs from real applications. We took the LP relaxations of the problems in the dataset and converted them to standard form so that Algorithm 2 can be directly applied. We ran Algorithm 2 to compare the following choice of heuristic strategies for step-sizes and preconditioners:

- **Simple Step-size**: this is the simple step-size rule originally used in the proofs in Applegate et al. [3], namely $\tau = \sigma = 1/(2\lambda_{\max})$,
- **Learned Step-size**: use an extra 20,000 iterations to heuristically learn the best of five step-sizes as described above,
- **Preconditioner**: apply the preconditioner $D = (AA^\top)^{-1/2}$ as described above, and
- **Learned Step-size+Preconditioner**: apply both of the above heuristics.

Figure 4 illustrates the individual effects of the two heuristics on three representative problems, namely nu120-pr9, n2seq36f and n3705. The horizontal axis is the number of iterations and the vertical axis is the relative error $E_r(x, y) := \|Ax + b\| + \|c - A^\top y\| + \|c^\top x + b^\top y\|$, computed using the original data of the LP instance for consistency. (The rather chaotic pattern of the early iterations of the Learned Step-size heuristic is due to the fact that the first 25,000 iterations are used to test five different step-sizes.) For most of the LP instances in the MIPLIB 2017 we observed that the Learned Step-size heuristic enables much faster linear convergence, though n3705 is an exception to this observation. We also observed that the preconditioner improves convergence significantly across all problems.

Last of all, we tested all four combinations of heuristics on a large subset of the MIPLIB 2017 dataset, namely all LP relaxation problems in which $mn \leq 10^9$, of which there are 574 such problems in total. For this evaluation we consider an LP instance to be “solved” if Algorithm 2 computes a solution $(x, y)$ for which $E_r(x, y) \leq 10^{-4}$. Figure 5 shows the fraction of solved problems (of the 574 instances) on the horizontal axis, and the maximum iterations (leftmost plot) and the maximum runtime (rightmost plot). Notice that these two techniques both help the restarted PDHG solve more problems in shorter time. Among the two heuristics, the preconditioner plays a prominent role in reducing the number of iterations, and also in reducing runtimes. Moreover, applying both
heuristics is also valuable. Finally, it bears mentioning that if the problem is so large that the cost of working a matrix factorization is prohibitive, it is still possible to apply diagonal preconditioners to potentially improve the value of $\kappa$, see [1].

Figure 5: Performance of Algorithm 2 combined with heuristic strategies, on the 574 LP relaxation instances from the MIPLIB 2017 dataset.

The above experiments show that these two heuristics – which are motivated by our theoretical results – have clear potential to improve the practical performance of Algorithm 2, which also highlights the value of the theoretical understanding in the development of practical improvements in solution methods.

A From the Distance to Optima to the Relative Error

Here we show that the relative error is upper-bounded by the distance to optima up to a scalar factor. For the pair $(x, y)$ and $s := c - A^T y$, defining $E_r(x, s) := E_r(x, y)$, it follows that $E_r(x, s) = \frac{\|Ax^*-b\|}{1+\|b\|} + \frac{\|s\|}{1+\|c\|} + \frac{|c^T x^*-q^T(c-s)|}{1+|c^T x^*|+|q^T(c-s)|}$, in which $q := A^T(AA^T)^\dagger b$.

Remark A.1 (Relative error bounded by distance to optima). There exists a scalar constant $\bar{c}$ depending only on the data instance $(A, b, c)$, such that for any solution pair $(x, s)$, the relative error of $(x, s)$ is upper bounded by the distance to optima by a factor of $\bar{c}$, namely $E_r(x, s) \leq \bar{c} \cdot E_d(x, s)$ for any $(x, s)$. One such value of $\bar{c}$ is $\bar{c} = c_0 := \frac{2\|A\|}{1+\|b\|} + 2\|c\| + \|q\| + 1$.

Proof. The error $E_r(x, s)$ is comprised of three parts, namely $\frac{\|Ax^*-b\|}{1+\|b\|}$, $\frac{\|s\|}{1+\|c\|}$ and $\frac{|c^T x^*-q^T(c-s)|}{1+|c^T x^*|+|q^T(c-s)|}$. For any $x^* \in X^*$ and $s^* \in S^*$, because $\|x - x^*\| \geq \|x - x^+\|$, we have

$$\frac{\|Ax^*-b\|}{1+\|b\|} \leq \frac{\|Ax - Ax^+\| + \|Ax - Ax^*\|}{1+\|b\|} \leq \frac{\|A\| \cdot (\|x - x^*\| + \|x - x^+\|)}{1+\|b\|} \leq \frac{2\|A\| \cdot \|x - x^*\|}{1+\|b\|}$$

and

$$\frac{|c^T x^*-q^T(c-s)|}{1+|c^T x^*|+|q^T(c-s)|} \leq \frac{|c^T x^* - q^T(c-s)|}{1+|c^T x^*|+|q^T(c-s)|} \leq |c^T x^* - q^T(c-s)| = |c^T x^* - c^T x^* - q^T(c-s) + q^T(c-s^*)| \leq |c^T \cdot (\|x - x^*\| + \|x - x^+\|) + |q^T\| \cdot \|s - s^*\| \leq 2\|c^T\| \cdot \|x - x^*\| + |q^T\| \cdot \|s - s^*\|.$$}

Similarly, because $\|s - s^+\| \leq \|s - s^*\|$, we have $\frac{\|s^+\|}{1+\|c\|} = \frac{\|s - s^+\|}{1+\|c\|} \leq \frac{\|s - s^*\|}{1+\|c\|} \leq \|s - s^*\|$. Now let $x^* := \arg\min_{x \in X^*} \|x - \hat{x}\|$ and $s^* := \arg\min_{s \in S^*} \|s - \hat{s}\|$, then combining the above three inequalities implies that $E_r(x, s) \leq \bar{c} \cdot E_d(x, s)$.  

38
B Proof of Proposition 2.8

We first prove the following elementary inequality:

**Proposition B.1.** For any $y$ and $s = c - A^\top y$, it holds that $\text{Dist}(y, \mathcal{Y}^*) \leq \text{Dist}(s, \mathcal{S}^*) \cdot \frac{1}{\lambda_{\min}}$.

**Proof.** First observe that:

$$\text{Dist}(s, \mathcal{S}^*) = \text{Dist}(c - A^\top y, \mathcal{S}^*) = \text{Dist}(c - A^\top y, c - A^\top (\mathcal{Y}^*)) = \text{Dist}(A^\top y, A^\top (\mathcal{Y}^*)) = \text{Dist}_{AA^\top}(y, \mathcal{Y}^*).$$

Let $AA^\top = PD^2P^\top$ denote the thin eigendecomposition of $AA^\top$, so that $P^\top P = I$ and $D$ is the diagonal matrix of positive singular values of $A$, whereby $D_{ii} \geq \min_j D_{jj} = \lambda_{\min}$ for each $i$. Now let $y^*$ solve the shortest distance problem from $y$ to $\mathcal{Y}^*$ in the norm $\|\cdot\|_{AA^\top}$, hence $y^* \in \mathcal{Y}^*$ and $\text{Dist}_{AA^\top}(y, \mathcal{Y}^*) = \|y - y^*\|_{AA^\top}$, and let us write $y - y^* = u + v$ where $u \in \text{Im}(A)$ and $v \in \text{Null}(A^\top)$. Then setting $\tilde{y} = y^* + v$ and noting that $\tilde{y} \in \mathcal{Y}^*$, we have:

$$\text{Dist}_{AA^\top}(y, \mathcal{Y}^*) \leq \|y - \tilde{y}\|_{AA^\top} = \|u\|_{AA^\top}. \quad \text{(B.1)}$$

Next notice that since $u \in \text{Im}(A) = \text{Im}(AA^\top)$, there exists $\pi$ for which $u = AA^\top \pi$, and define $\lambda = D^2P^\top \pi$. It then follows that $u = P\lambda$, $\lambda = P^\top u$, and $\|u\| = \|\lambda\|$. We therefore have:

$$\text{Dist}_{AA^\top}(y, \mathcal{Y}^*)^2 = (u + v)^\top AA^\top (u + v)$$

$$= u^\top AA^\top u = \lambda^\top P^\top PD^2P^\top \lambda = \lambda^\top D^2 \lambda \geq \lambda_{\min}^2 \|\lambda\|^2,$$

and hence $\text{Dist}(s, \mathcal{S}^*) = \text{Dist}_{AA^\top}(y, \mathcal{Y}^*) \geq \lambda_{\min} \|\lambda\| = \lambda_{\min} \|u\| \geq \lambda_{\min} \text{Dist}(y, \mathcal{Y}^*)$, where the second inequality uses (B.1). Rearranging completes the proof. \hfill \Box

**Proof of Proposition 2.8.** We first prove (2.18). For a given $\alpha > 0$, the statement “$\|z\|_M \geq \alpha \|z\|_N$ for any $z$” is equivalent to

$$\|z\|_M^2 - \alpha^2 \|z\|_N^2 = z^\top Q_\alpha z \geq 0,$$

where $Q_\alpha := \begin{pmatrix} 1 - \alpha^2 \sigma I_n & -A^\top \\ -A & 1 - \alpha^2 \sigma I_m \end{pmatrix}$, and hence $\|z\|_M \geq \alpha \|z\|_N$ for any $z$ if and only if $Q_\alpha \succeq 0$. A Schur complement argument then establishes that $Q_\alpha \succeq 0$ if and only if $(1 - \alpha^2)^2/\sigma \geq \lambda_{\max}^2$ which rearranges to $\alpha \leq \sqrt{1 - \sqrt{\sigma} \lambda_{\max}}$ (where the right-hand side is well defined due to (2.7)). This establishes the first inequality in (2.18). For the second inequality, note that the statement “$\|z\|_M \leq \sqrt{2} \|z\|_N$ for any $z$” holds if and only if $1/(\sqrt{\sigma}) \geq \lambda_{\max}^2$, which is satisfied due to (2.7), completing the proof of (2.18).

Let us now prove (2.19). We have

$$\text{Dist}_M(z, \mathcal{Z}^*) = \min_{\tilde{z} \in \mathcal{X}^* \times \mathcal{Y}^*} \|z - \tilde{z}\|_M \leq \sqrt{\frac{2}{\sqrt{\sigma}}} \cdot \min_{\tilde{z} \in \mathcal{X}^* \times \mathcal{Y}^*} \|z - \tilde{z}\|_N$$

$$\leq \frac{\sqrt{\frac{2}{\sqrt{\sigma}}} \text{Dist}(x, \mathcal{X}^*) + \sqrt{\frac{2}{\sqrt{\sigma}}} \text{Dist}(y, \mathcal{Y}^*)}{\sqrt{\sqrt{\sigma} \lambda_{\min}}} \leq \frac{\sqrt{\frac{2}{\sqrt{\sigma}}} \text{Dist}(x, \mathcal{X}^*) + \sqrt{\frac{2}{\sqrt{\sigma}}} \text{Dist}(s, \mathcal{S}^*)}{\sqrt{\sqrt{\sigma} \lambda_{\min}}},$$

where the first inequality utilizes (2.18) and the third inequality uses Proposition B.1.

We next prove (2.20). Again using (2.18), we have $\text{Dist}_M(z, \mathcal{Z}^*) \geq \sqrt{1 - \sqrt{\sigma} \lambda_{\max}} \cdot \text{Dist}_N(z, \mathcal{Z}^*)$, and it also holds that $\text{Dist}_N(z, \mathcal{Z}^*) \geq \max \left\{ \frac{1}{\sqrt{\sigma}} \text{Dist}(x, \mathcal{X}^*), \frac{1}{\sqrt{\sigma}} \text{Dist}(y, \mathcal{Y}^*) \right\}$. Furthermore, $\text{Dist}(s, \mathcal{S}^*) = \text{Dist}(A^\top y, A^\top (\mathcal{Y}^*)) \leq \|A\| \cdot \text{Dist}(y, \mathcal{Y}^*)$ and $\|A\| = \lambda_{\max}$, which combined with the above two inequalities yields the proof of (2.20). \hfill \Box
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