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#### Abstract

This paper is concerned with the study of a family of fixed point iterations combining relaxation with different inertial (acceleration) principles. We provide a systematic, unified and insightful analysis of the hypotheses that ensure their weak, strong and linear convergence, either matching or improving previous results obtained by analysing particular cases separately. We also show that these methods are robust with respect to different kinds of perturbations-which may come from computational errors, intentional deviations, as well as regularisation or approximation schemes-under surprisingly weak assumptions. Although we mostly focus on theoretical aspects, numerical illustrations in image inpainting and electricity production markets reveal possible trends in the behaviour of these types of methods.
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## 1 Introduction

Let $\mathcal{H}$ be a real Hilbert space. Krasnoselskii-Mann iterations [32,38] approximate fixed points of a (quasi) nonexpansive operator $T: \mathcal{H} \rightarrow \mathcal{H}$, by means of the update rule

$$
x_{k+1}=\left(1-\lambda_{k}\right) x_{k}+\lambda_{k} T x_{k}
$$

where $\lambda_{k} \in(0,1)$ is a relaxation parameter. They were independently introduced by Mann in 1953 [38], with $\lambda_{k}=\frac{1}{k+1}$, and by Krasnoselskii in 1955 [32], with $\lambda_{k} \equiv \frac{1}{2}$. Their weak convergence was established in [53, Krollar 2.1] for any constant parameter $\lambda_{k} \equiv \lambda \in(0,1)$, and then in [25, Corollary 3] for variable relaxation parameters satisfying $\sum \lambda_{k}\left(1-\lambda_{k}\right)=\infty$. Krasnoselskii-Mann iterations are central to numerical optimization and variational analysis, where many problems can be reduced to finding fixed points of appropriate operators. Many known splitting optimization algorithms are special instances.

On the other hand, the consideration of physical principles has proven to be a useful technique in optimization. The concept of momentum was first introduced by Polyak in 1964 [49, who showed that the Heavy Ball method accelerates convergence in certain problems. Although originally proposed for gradient descent methods, it may be extended to Krasnoselskii-Mann iterations [1,20, 22, giving

$$
\begin{cases}y_{k} & =x_{k}+\alpha_{k}\left(x_{k}-x_{k-1}\right) \\ x_{k+1} & =\left(1-\lambda_{k}\right) y_{k}+\lambda_{k} T x_{k}\end{cases}
$$

where $\alpha_{k}$ is an acceleration parameter. The idea of momentum was later reinterpreted by Nesterov in 1983 [42], also to accelerate the convergence of gradient methods. Since then, many algorithms have been improved by the addition of this more popular acceleration step, especially in the context of convex optimization [8, 26,

[^0]although this is not our emphasis here. Nesterov's acceleration scheme has also been used in fixed-point theory and variational analysis $10,21,30,36,39,41,54$, under the form
\[

$$
\begin{cases}z_{k} & =x_{k}+\beta_{k}\left(x_{k}-x_{k-1}\right) \\ x_{k+1} & =\left(1-\lambda_{k}\right) z_{k}+\lambda_{k} T z_{k}\end{cases}
$$
\]

where $\beta_{k}$ is an inertial parameter (observe the differences and similarities with Polyak's approach). These two interpretations of inertia can be combined into a more general algorithm [15, 16, 17, 24]

$$
\begin{cases}y_{k} & =x_{k}+\alpha_{k}\left(x_{k}-x_{k-1}\right) \\ z_{k} & =x_{k}+\beta_{k}\left(x_{k}-x_{k-1}\right) \\ x_{k+1} & =\left(1-\lambda_{k}\right) y_{k}+\lambda_{k} T z_{k}\end{cases}
$$

This not only provides a unified setting for the study of the classical inertial methods described above, but its versatility also suggests new ones. For instance, for $\alpha_{k} \equiv 0$, we obtain the reflected Krasnoselskii-Mann iterations [15, 16, 29, 40, inspired by the reflected gradient method 37.

The purpose of this work is threefold:

1. First, to provide a systematic and unified analysis of the hypotheses that ensure the convergence of the sequences produced by means of inertial Krasnoselskii-Mann iterations. In doing so, we either match or extend the range of admissible parameters known to date, which had previously been obtained by analysing different particular cases separately.
2. Next, to establish the extent to which these iterations are stable with respect to perturbations, which could be due to computational or approximation errors, or to deviations purposely introduced in order to enhance different aspects of the algorithms' approximation power. Examples of the latter can be seen in [52,50,51, and in the concept of superiorization [11].
3. Finally, to account for diagonal algorithms [47,6, 5, 44, 48, represented by a sequence of operators, a situation that typically arises when the iterative procedure is coupled with regularisation or approximation strategies.

To this end, we study the behaviour of sequences generated iteratively by the set of rules

$$
\begin{cases}y_{k} & =x_{k}+\alpha_{k}\left(x_{k}-x_{k-1}\right)+\varepsilon_{k}  \tag{1}\\ z_{k} & =x_{k}+\beta_{k}\left(x_{k}-x_{k-1}\right)+\rho_{k} \\ x_{k+1} & =\left(1-\lambda_{k}\right) y_{k}+\lambda_{k} T_{k} z_{k}+\theta_{k}\end{cases}
$$

where $T_{k}: \mathcal{H} \rightarrow \mathcal{H}, \alpha_{k}, \beta_{k}, \lambda_{k} \in[0,1]$, and $\varepsilon_{k}, \rho_{k}, \theta_{k} \in \mathcal{H}$ for $k \geq 1$, and $x_{0}, x_{1} \in \mathcal{H}$ (which we set equal, for simplicity).
The paper is organized as follows: Section 2 contains the convergence analysis, where weak, strong and linear convergence is established. In Section 3, we provide more insight into the hypotheses concerning the relationships between the parameters, as well as a more detailed comparison with other results found in the literature, which we improve both in the exact and the perturbed cases, before addressing the extension to families of operators not sharing a fixed point, which accounts for approximation or regularization procedures. Although our work is mostly concerned with theoretical aspects of these methods, we include some numerical examples in Section 4 that illustrate how the different kinds of inertial schemes behave in an image inpainting problem, and the search for a Nash-Cournot oligopolistic equilibrium in electricity production markets.

## 2 Convergence Analysis

Throughout this paper, $\mathcal{H}$ is a real Hilbert space with inner product $\langle\cdot, \cdot\rangle$ and induced norm $\|\cdot\|$. The properties of the norm stated as Lemmas A. 1 and A.2, as well as those of real sequences given in Lemmas A. 3 and A.4, all in the Appendix, will be useful to shorten some of the proofs in the upcoming subsections. Strong (norm) and weak convergence of sequences will be denoted by $\rightarrow$ and $\rightarrow$, respectively. The set of fixed points of an operator $T: \mathcal{H} \rightarrow \mathcal{H}$ is $\operatorname{Fix}(T):=\{x \in \mathcal{H}: T x=x\}$.

Remark 2.1 In the proofs of Lemma 2.1 and Proposition 2.1, as well as Theorems 2.1 and 2.2 below, we may assume that $\theta_{k} \equiv 0$. Indeed, by setting $\tilde{x}_{k}=x_{k}-\theta_{k-1}$, 1) is equivalent to

$$
\left\{\begin{array}{llll}
y_{k} & =\tilde{x}_{k}+\alpha_{k}\left(\tilde{x}_{k}-\tilde{x}_{k-1}\right)+\tilde{\varepsilon}_{k}, & \text { where } & \tilde{\varepsilon}_{k}:=\theta_{k}+\alpha_{k}\left(\theta_{k}-\theta_{k-1}\right)+\varepsilon_{k} \\
z_{k} & =\tilde{x}_{k}+\beta_{k}\left(\tilde{x}_{k}-\tilde{x}_{k-1}\right)+\tilde{\rho}_{k}, & & \text { where }
\end{array} \quad \tilde{\rho}_{k}:=\theta_{k}+\beta_{k}\left(\theta_{k}-\theta_{k-1}\right)+\rho_{k}\right)
$$

Provided $\left(\alpha_{k}\right)$ and $\left(\beta_{k}\right)$ are bounded, if $\left(\varepsilon_{k}\right),\left(\rho_{k}\right),\left(\theta_{k}\right) \in \ell^{p}(\mathcal{H})$, then $\left(\tilde{\varepsilon}_{k}\right),\left(\tilde{\rho}_{k}\right) \in \ell^{p}(\mathcal{H})$.

### 2.1 Weak Convergence

In order to simplify the notation, given $p \in \mathcal{H}$, we define, for $k \geq 1$,

$$
\begin{cases}\nu_{k} & :=\lambda_{k}^{-1}-1,  \tag{2}\\ \mu_{k} & :=\left(1-\lambda_{k}\right) \alpha_{k}+\lambda_{k} \beta_{k}, \\ \Delta_{k}(p) & :=\left\|x_{k}-p\right\|^{2}-\left\|x_{k-1}-p\right\|^{2}, \\ B_{k} & :=\left(1-\lambda_{k}\right) \alpha_{k}\left(1+\alpha_{k}\right)+\lambda_{k} \beta_{k}\left(1+\beta_{k}\right)+\nu_{k} \alpha_{k}\left(1-\alpha_{k}\right), \\ E_{k}^{1} & :=\left(1-\lambda_{k}+\nu_{k}\right)\left\|\varepsilon_{k}\right\|^{2}+\lambda_{k}\left\|\rho_{k}\right\|^{2}, \\ E_{k}^{2} & :=2\left(1-\lambda_{k}+\nu_{k}\right) \alpha_{k}\left\|\varepsilon_{k}\right\|+2 \lambda_{k} \beta_{k}\left\|\rho_{k}\right\|, \\ E_{k}^{3} & :=2\left(1-\lambda_{k}+\nu_{k}\right)\left(1+\alpha_{k}\right)\left\|\varepsilon_{k}\right\|+2 \lambda_{k}\left(1+\beta_{k}\right)\left\|\rho_{k}\right\|, \\ E_{k}^{4} & :=2 \nu_{k}\left\|\varepsilon_{k}\right\|, \\ E_{k}(p) & :=E_{k}^{1}+E_{k}^{2}\left\|x_{k-1}-p\right\|+E_{k}^{3}\left\|x_{k}-p\right\|+E_{k}^{4}\left\|x_{k+1}-p\right\| .\end{cases}
$$

We begin by proving the following:
Lemma 2.1 Let $\left(\alpha_{k}\right),\left(\beta_{k}\right)$ be sequences in $[0,1],\left(\lambda_{k}\right)$ in $(0,1)$, and $\left(\varepsilon_{k}\right),\left(\rho_{k}\right),\left(\theta_{k}\right)$ in $\mathcal{H}$. Let $T_{k}: \mathcal{H} \rightarrow \mathcal{H}$ be a family of quasi-nonexpansive operators such that $F:=\bigcap_{k \geq 1} \operatorname{Fix}\left(T_{k}\right) \neq \emptyset$. Also, let $\left(x_{k}, y_{k}, z_{k}\right)$ be generated by Algorithm (1). Then, for all $p \in F$ and all $k \geq 1$, we have

$$
\Delta_{k+1}(p) \leq \mu_{k} \Delta_{k}(p)+B_{k}\left\|x_{k}-x_{k-1}\right\|^{2}-\nu_{k}\left(1-\alpha_{k}\right)\left\|x_{k+1}-x_{k}\right\|^{2}+E_{k}(p)
$$

Proof As explained in Remark 2.1 above, we may assume $\theta_{k} \equiv 0$. Fix some $p \in F$. Using the definition of $x_{k}$, Lemma A. 1 with $\zeta=-\lambda_{k}$, and the quasi-nonexpansiveness of $T_{k}$, it follows that

$$
\begin{align*}
\left\|x_{k+1}-p\right\|^{2} & =\left\|\left(1-\lambda_{k}\right) y_{k}+\lambda_{k} T_{k} z_{k}-p\right\|^{2} \\
& =\left(1-\lambda_{k}\right)\left\|y_{k}-p\right\|^{2}-\lambda_{k}\left(1-\lambda_{k}\right)\left\|T_{k} z_{k}-y_{k}\right\|^{2}+\lambda_{k}\left\|T_{k} z_{k}-p\right\|^{2} \\
& \leq\left(1-\lambda_{k}\right)\left\|y_{k}-p\right\|^{2}-\lambda_{k}\left(1-\lambda_{k}\right)\left\|T_{k} z_{k}-y_{k}\right\|^{2}+\lambda_{k}\left\|z_{k}-p\right\|^{2} \tag{3}
\end{align*}
$$

Using the definition of $y_{k}$ and Lemma A.1 with $\zeta=\alpha_{k}$, the first term on the right-hand side may be rewritten as

$$
\begin{align*}
\left\|y_{k}-p\right\|^{2}= & \left\|x_{k}-p+\alpha_{k}\left(x_{k}-x_{k-1}\right)+\varepsilon_{k}\right\|^{2} \\
\leq & \left\|x_{k}-p+\alpha_{k}\left(x_{k}-x_{k-1}\right)\right\|^{2}+2\left\|\varepsilon_{k}\right\| \cdot\left\|x_{k}-p+\alpha_{k}\left(x_{k}-x_{k-1}\right)\right\|+\left\|\varepsilon_{k}\right\|^{2} \\
= & \left(1+\alpha_{k}\right)\left\|x_{k}-p\right\|^{2}+\alpha_{k}\left(1+\alpha_{k}\right)\left\|x_{k}-x_{k-1}\right\|^{2}-\alpha_{k}\left\|x_{k-1}-p\right\|^{2} \\
& +2\left\|\varepsilon_{k}\right\| \cdot\left\|x_{k}-p+\alpha_{k}\left(x_{k}-x_{k-1}\right)\right\|+\left\|\varepsilon_{k}\right\|^{2} . \tag{4}
\end{align*}
$$

Analogously, the last term of (3) may be bounded by

$$
\begin{equation*}
\left\|z_{k}-p\right\|^{2} \leq\left(1+\beta_{k}\right)\left\|x_{k}-p\right\|^{2}+\beta_{k}\left(1+\beta_{k}\right)\left\|x_{k}-x_{k-1}\right\|^{2}-\beta_{k}\left\|x_{k-1}-p\right\|^{2}+2\left\|\rho_{k}\right\| \cdot\left\|x_{k}-p+\beta_{k}\left(x_{k}-x_{k-1}\right)\right\|+\left\|\rho_{k}\right\|^{2} \tag{5}
\end{equation*}
$$

For the middle term of (3), we use once again the definition of $x_{k}$ and $y_{k}$ and Lemma A.1 with $\zeta=-\alpha_{k}$, to write

$$
\begin{aligned}
-\lambda_{k}^{2}\left\|T_{k} z_{k}-y_{k}\right\|^{2}= & -\left\|x_{k+1}-y_{k}\right\|^{2} \\
= & -\left\|x_{k+1}-x_{k}-\alpha_{k}\left(x_{k}-x_{k-1}\right)-\varepsilon_{k}\right\|^{2} \\
= & -\left\|x_{k+1}-x_{k}-\alpha_{k}\left(x_{k}-x_{k-1}\right)\right\|^{2}+2\left\|x_{k+1}-x_{k}-\alpha_{k}\left(x_{k}-x_{k-1}\right)\right\| \cdot\left\|\varepsilon_{k}\right\|-\left\|\varepsilon_{k}\right\|^{2} \\
= & -\left(1-\alpha_{k}\right)\left\|x_{k+1}-x_{k}\right\|^{2}+\alpha_{k}\left(1-\alpha_{k}\right)\left\|x_{k}-x_{k-1}\right\|^{2}-\alpha_{k}\left\|x_{k+1}-2 x_{k}+x_{k-1}\right\|^{2} \\
& +2\left\|x_{k+1}-x_{k}-\alpha_{k}\left(x_{k}-x_{k-1}\right)\right\| \cdot\left\|\varepsilon_{k}\right\|-\left\|\varepsilon_{k}\right\|^{2} .
\end{aligned}
$$

We multiply this equation by $\nu_{k}$, and disregard the second-to-last term on the right-hand side, to rewrite it as

$$
\begin{align*}
-\lambda_{k}\left(1-\lambda_{k}\right)\left\|y_{k}-T_{k} z_{k}\right\|^{2} \leq & -\nu_{k}\left(1-\alpha_{k}\right)\left\|x_{k+1}-x_{k}\right\|^{2}+\nu_{k} \alpha_{k}\left(1-\alpha_{k}\right)\left\|x_{k}-x_{k-1}\right\|^{2} \\
& +2 \nu_{k}\left\|x_{k+1}-x_{k}-\alpha_{k}\left(x_{k}-x_{k-1}\right)\right\| \cdot\left\|\varepsilon_{k}\right\|+\nu_{k}\left\|\varepsilon_{k}\right\|^{2} . \tag{6}
\end{align*}
$$

Combining inequalities (3), (4), (5) and (6), and applying the triangle inequality on the coefficients of $\left\|\varepsilon_{k}\right\|$ and $\left\|\rho_{k}\right\|$, gives

$$
\Delta_{k+1}(p) \leq\left[\left(1-\lambda_{k}\right) \alpha_{k}+\lambda_{k} \beta_{k}\right] \Delta_{k}(p)+B_{k}\left\|x_{k}-x_{k-1}\right\|^{2}-\nu_{k}\left(1-\alpha_{k}\right)\left\|x_{k+1}-x_{k}\right\|^{2}+E_{k}(p)
$$

which is the desired inequality.
The following result establishes asymptotic properties of the sequences generated by Algorithm (1), when the parameter sequences satisfy

$$
\begin{equation*}
\sup _{k \geq 1}\left[\left(1-\lambda_{k}\right) \alpha_{k}\left(1+\alpha_{k}\right)+\lambda_{k} \beta_{k}\left(1+\beta_{k}\right)+\nu_{k} \alpha_{k}\left(1-\alpha_{k}\right)-\nu_{k-1}\left(1-\alpha_{k-1}\right)\right]<0 . \tag{7}
\end{equation*}
$$

Remark 2.2 Inequality (7) cannot hold if 1 is a limit point of either $\left(\alpha_{k}\right)$ or $\left(\lambda_{k}\right)$. Therefore, we shall assume that $\sup \alpha_{k}<1$ and $\sup \lambda_{k}<1$. Also, since we are interested in asymptotic results, the supremum in (7) can be replaced by an upper limit. Further insight into this inequality is provided in Subsection 3.1.

In order to simplify the statements of the results below, let us summarize our standing assumptions on the parameter sequences:

Hypothesis 2.1 The sequences $\left(\alpha_{k}\right),\left(\beta_{k}\right),\left(\lambda_{k}\right)$ and $\left(\mu_{k}\right)$, along with the constants $\alpha=\inf \alpha_{k}, A=\sup \alpha_{k}$, $\lambda=\inf \lambda_{k}, \Lambda=\sup \lambda_{k}$ and $M=\sup \mu_{k}$, satisfy: $\alpha, A, M \in[0,1), \lambda, \Lambda \in(0,1), 0 \leq \beta_{k} \leq 1$, and $\mu_{k} \leq \mu_{k+1}$ for all $k \geq 1$.

Proposition 2.1 Let $T_{k}: \mathcal{H} \rightarrow \mathcal{H}$ be a family of quasi-nonexpansive operators such that $F:=\bigcap_{k \geq 1} \operatorname{Fix}\left(T_{k}\right) \neq \emptyset$, let Hypothesis 2.1 and Inequality (7) hold, and assume the error sequences $\left(\varepsilon_{k}\right),\left(\rho_{k}\right)$, and $\left(\theta_{k}\right)$ belong to $\ell^{1}(\mathcal{H})$. If $\left(x_{k}, y_{k}, z_{k}\right)$ is generated by Algorithm (1), then

$$
\begin{equation*}
\sum_{k=1}^{\infty}\left\|x_{k}-x_{k-1}\right\|^{2}<\infty \quad \text { and } \quad \sum_{k=1}^{\infty}\left\|T_{k} z_{k}-y_{k}\right\|^{2}<\infty \tag{8}
\end{equation*}
$$

In particular, $\lim _{k \rightarrow \infty}\left\|x_{k}-x_{k-1}\right\|=\lim _{k \rightarrow \infty}\left\|T_{k} z_{k}-y_{k}\right\|=0$. Moreover, $\lim _{k \rightarrow \infty}\left\|x_{k}-p\right\|$ exists for all $p \in F$.
Proof Fix $p \in F$. As before (see Remark 2.1), we assume $\theta_{k} \equiv 0$. Inequality (7) implies that there is $\rho>0$ such that

$$
B_{k} \leq \nu_{k-1}\left(1-\alpha_{k-1}\right)-\rho
$$

for all $k \geq 1$. Combining this with Lemma 2.1, and writing $\delta_{k}:=\nu_{k-1}\left(1-\alpha_{k-1}\right)\left\|x_{k}-x_{k-1}\right\|^{2}$, we obtain

$$
\begin{equation*}
\Delta_{k+1}(p) \leq \mu_{k} \Delta_{k}(p)+\delta_{k}-\delta_{k+1}-\rho\left\|x_{k}-x_{k-1}\right\|^{2}+E_{k}(p) \tag{9}
\end{equation*}
$$

Summing for $k=1, \ldots, j$, and recalling the definitions in (2), and the fact that $\mu_{k}$ is nondecreasing and bounded above by $M<1$, we obtain

$$
\left\|x_{j+1}-p\right\|^{2} \leq M\left\|x_{j}-p\right\|^{2}+\left[A+\sum_{k=1}^{\infty} E_{k}^{1}\right]+\sum_{k=1}^{j}\left[E_{k}^{2}\left\|x_{k-1}-p\right\|+E_{k}^{3}\left\|x_{k}-p\right\|+E_{k}^{4}\left\|x_{k+1}-p\right\|\right]
$$

where $A$ collects the constant terms from the telescopic sum. In other words,

$$
\zeta_{j+1}^{2}-M \zeta_{j}^{2} \leq C+\sum_{k=1}^{j} \sum_{i=0}^{k+1} e_{k, i} \zeta_{i}
$$

where $\zeta_{j}=\left\|x_{j}-p\right\|, C=A+\sum_{k=1}^{\infty} E_{k}^{1}, e_{k, i}=E_{k}^{i+3-k}$ for $i=k-1, k, k+1$ and $e_{k, i}=0$ if $i<k-1$. Lemma A. 3 shows that $\left\|x_{k}-p\right\|$ is bounded, and so $E_{k}(p)$ is summable. On the other hand, (9) also implies

$$
\rho\left\|x_{k}-x_{k-1}\right\|^{2} \leq\left[\left\|x_{k}-p\right\|^{2}-\mu_{k-1}\left\|x_{k-1}-p\right\|^{2}+\delta_{k}\right]-\left[\left\|x_{k+1}-p\right\|^{2}-\mu_{k}\left\|x_{k}-p\right\|^{2}+\delta_{k+1}\right]+E_{k}(p) .
$$

Since $E_{k}(p)$ is summable and the sums in the brackets are bounded from below, $\sum_{k=1}^{\infty}\left\|x_{k}-x_{k-1}\right\|^{2}$ is convergent. Considering that

$$
\lambda_{k}^{2}\left\|T_{k} z_{k}-y_{k}\right\|^{2} \leq 4\left\|x_{k+1}-x_{k}\right\|^{2}+4 \alpha_{k}^{2}\left\|x_{k}-x_{k-1}\right\|^{2}+2\left\|\varepsilon_{k}\right\|^{2}
$$

$\sum_{k=1}^{\infty}\left\|T_{k} z_{k}-y_{k}\right\|^{2}$ must converge as well.
Finally, to prove that $\left\|x_{k}-p\right\|$ is convergent, note that (9) implies that $\Delta_{k+1}(p) \leq \mu_{k} \Delta_{k}(p)+\delta_{k}+E_{k}(p)$. It therefore suffices to apply Lemma A.4 with $\Omega_{k}=\Delta_{k}(p), \omega_{k}=\left\|x_{k}-p\right\|^{2}, b=1, a_{k}=\mu_{k}$ and $d_{k}=\delta_{k}+E_{k}(p)$ to conclude.

Remark 2.3 The boundedness of the sequence $\left(x_{k}\right)$, as well as the square-summability of the residuals (8) are part of the conclusion of Proposition 2.1, not hypotheses. This contrasts with several recent works found in the literature, even in the unperturbed case (see Subsection 3.2).

Remark 2.4 In the context of Proposition 2.1, $\min _{i=1, \ldots, k}\left\|T_{i} z_{i}-y_{i}\right\|^{2}=o\left(\frac{1}{k}\right)$.
A family $\left(T_{k}\right)$ of operators is asymptotically demiclosed (at 0 ) if, for every sequence $\left(u_{k}\right)$ in $\mathcal{H}$, such that $u_{k} \rightharpoonup u$ and $T_{k} u_{k}-u_{k} \rightarrow 0$, it follows that $u \in \bigcap_{k \geq 1} \operatorname{Fix}\left(T_{k}\right)$.

Theorem 2.1 Let $T_{k}: \mathcal{H} \rightarrow \mathcal{H}$ be a family of quasi-nonexpansive operators such that $F:=\bigcap_{k>1} \operatorname{Fix}\left(T_{k}\right) \neq \emptyset$, let Hypothesis 2.1 and Inequality (7) hold, and suppose the error sequences $\left(\varepsilon_{k}\right),\left(\rho_{k}\right)$, and $\left(\theta_{k}\right)$ belong to $\ell^{1}(\mathcal{H})$. Assume, moreover, that $\left(I-T_{k}\right)$ is asymptotically demiclosed at 0 . If $\left(x_{k}, y_{k}, z_{k}\right)$ is generated by Algorithm (1), then $\left(x_{k}, y_{k}, z_{k}\right)$ converges weakly to $\left(p^{*}, p^{*}, p^{*}\right)$, with $p^{*} \in F$.

Proof Since $x_{k+1}-x_{k} \rightarrow 0$ (Proposition 2.1), $\varepsilon_{k} \rightarrow 0$ and $\rho_{k} \rightarrow 0$, the definition of $y_{k}$ and $z_{k}$, implies that ( $x_{k}$ ), $\left(y_{k}\right)$ and $\left(z_{k}\right)$ have the same set of weak limit points. Moreover, since $\left(\alpha_{k}\right)$ and $\left(\beta_{k}\right)$ are bounded,

$$
y_{k}-z_{k}=\left(\alpha_{k}-\beta_{k}\right)\left(x_{k}-x_{k-1}\right)+\varepsilon_{k}-\rho_{k} \rightarrow 0 .
$$

Also, $\lim _{k \rightarrow \infty}\left\|x_{k}-p\right\|$ exists for all $p \in F$, and

$$
\left(I-T_{k}\right) z_{k}=\left(y_{k}-T_{k} z_{k}\right)-\left(y_{k}-z_{k}\right) \rightarrow 0
$$

The asymptotic demiclosedness of $\left(I-T_{k}\right)$ then implies that every weak limit point $\left(z_{k}\right)$ must belong to $F$, and the same is true for every weak limit point of $\left(x_{k}\right)$. By Opial's Lemma 45], $\left(x_{k}\right)$-as well as $\left(y_{k}\right)$ and $\left(z_{k}\right)$-must converge weakly to some $p^{*} \in F$.

The connection with specific instances of this method, along with a comparison with the results found in the literature are discussed in Subsection 3.2

### 2.2 Strong Convergence

We now analyze the case where each $T_{k}$ is $q_{k}$-quasi-contractive. As in the previous section, we simplify the notation by setting

$$
\begin{cases}\nu_{k} & :=\lambda_{k}^{-1}-1  \tag{10}\\ \mu_{k} & :=\left(1-\lambda_{k}\right) \alpha_{k}+\lambda_{k} q_{k}^{2} \beta_{k} \\ Q_{k} & :=1-\lambda_{k}+\lambda_{k} q_{k}^{2}, \\ \mathcal{B}_{k}\left(\gamma_{1}, \gamma_{2}\right) & :=\left(1+\gamma_{1}\right)\left[\left(1-\lambda_{k}\right) \alpha_{k}\left(1+\alpha_{k}\right)+\lambda_{k} q_{k}^{2} \beta_{k}\left(1+\beta_{k}\right)\right]+\left(1-\gamma_{2}\right) \nu_{k} \alpha_{k}\left(1-\alpha_{k}\right) \\ \mathcal{E}_{k}\left(\gamma_{1}, \gamma_{2}\right) & :=\left(\gamma_{1}^{-1}+1\right)\left[\left(1-\lambda_{k}\right)\left\|\varepsilon_{k}\right\|^{2}+\lambda_{k} q_{k}^{2}\left\|\rho_{k}\right\|^{2}\right]+\nu_{k}\left(\gamma_{2}^{-1}-1\right)\left\|\varepsilon_{k}\right\|^{2}\end{cases}
$$

Since the definition of $\mu_{k}$ in (2) corresponds exactly to the case where $q_{k} \equiv 1$, using the same notation should not lead to confusion. If $\varepsilon_{k} \equiv \rho_{k} \equiv 0$, we allow $\gamma_{1}=\gamma_{2}=0$ and define $\mathcal{E}_{k}(0,0)=0$.

We are now in a position to show the strong convergence of the sequences generated by Algorithm (1), when the parameter sequences satisfy

$$
\begin{equation*}
\sup _{k \geq 1}\left[\left(1-\lambda_{k}\right) \alpha_{k}\left(1+\alpha_{k}\right)+\lambda_{k} q_{k}^{2} \beta_{k}\left(1+\beta_{k}\right)+\nu_{k} \alpha_{k}\left(1-\alpha_{k}\right)-Q_{k} \nu_{k-1}\left(1-\alpha_{k-1}\right)\right]<0 \tag{11}
\end{equation*}
$$

which is reduced to $(7)$ when $q_{k} \equiv 1$. Notice that Remark 2.2 remains pertinent.
Theorem 2.2 Let $T_{k}: \mathcal{H} \rightarrow \mathcal{H}$ be a family of $q_{k}$-quasi-contractive operators with $q_{k} \leq q<1$, and such that $\operatorname{Fix}\left(T_{k}\right) \equiv\left\{p^{*}\right\}$. Let Hypothesis 2.1 and Inequality (11) hold, and assume the error sequences $\left(\varepsilon_{k}\right)$, $\left(\rho_{k}\right)$, and $\left(\theta_{k}\right)$ belong to $\ell^{2}(\mathcal{H})$. If $\left(x_{k}, y_{k}, z_{k}\right)$ is generated by Algorithm (1), then $\left(x_{k}, y_{k}, z_{k}\right)$ converges strongly to ( $\left.p^{*}, p^{*}, p^{*}\right)$. Moreover, $\sum_{k=1}^{\infty}\left\|x_{k}-p^{*}\right\|^{2}<\infty$. If $\varepsilon_{k} \equiv \rho_{k} \equiv \theta_{k} \equiv 0$, then

$$
\left\|x_{k}-p^{*}\right\|^{2} \leq Q^{k} \frac{\left\|x_{1}-p^{*}\right\|^{2}}{(1-\Lambda)(1-A)}
$$

for all $k \geq 1$, where $Q:=\sup _{k \geq 0} Q_{k}$.

Proof As usual (see Remark 2.1), we assume $\theta_{k} \equiv 0$. By Lemma A.1 with $u=y_{k}-p^{*}, v=T_{k} z_{k}-y_{k}$ and $\zeta=-\lambda_{k}$, and the $q_{k}$-quasi-contractivity of $T_{k}$, we have

$$
\begin{align*}
\left\|x_{k+1}-p^{*}\right\|^{2} & =\left\|y_{k}-p^{*}+\lambda_{k}\left(T_{k} z_{k}-y_{k}\right)\right\|^{2} \\
& =\left(1-\lambda_{k}\right)\left\|y_{k}-p^{*}\right\|^{2}+\lambda_{k}\left(\lambda_{k}-1\right)\left\|T_{k} z_{k}-y_{k}\right\|^{2}+\lambda_{k}\left\|T_{k} z_{k}-p^{*}\right\|^{2}  \tag{12}\\
& \leq\left(1-\lambda_{k}\right)\left\|y_{k}-p^{*}\right\|^{2}+\lambda_{k}\left(\lambda_{k}-1\right)\left\|T_{k} z_{k}-y_{k}\right\|^{2}+\lambda_{k} q_{k}^{2}\left\|z_{k}-p^{*}\right\|^{2}
\end{align*}
$$

Applying Lemma A. 2 with $\gamma=\gamma_{1}>0$ and Lemma A. 1 with $\zeta=\alpha_{k}$, we obtain

$$
\begin{align*}
\left\|y_{k}-p^{*}\right\|^{2} & =\left\|x_{k}-p^{*}+\alpha_{k}\left(x_{k}-x_{k-1}\right)+\varepsilon_{k}\right\|^{2} \\
& \leq\left(1+\gamma_{1}\right)\left\|x_{k}-p^{*}+\alpha_{k}\left(x_{k}-x_{k-1}\right)\right\|^{2}+\left(1+\gamma_{1}^{-1}\right)\left\|\varepsilon_{k}\right\|^{2} \\
& =\left(1+\gamma_{1}\right)\left[\left(1+\alpha_{k}\right)\left\|x_{k}-p^{*}\right\|^{2}+\alpha_{k}\left(1+\alpha_{k}\right)\left\|x_{k}-x_{k-1}\right\|^{2}-\alpha_{k}\left\|x_{k-1}-p^{*}\right\|^{2}\right]+\left(1+\gamma_{1}^{-1}\right)\left\|\varepsilon_{k}\right\|^{2} . \tag{13}
\end{align*}
$$

Analogously,

$$
\begin{equation*}
\left\|z_{k}-p^{*}\right\|^{2} \leq\left(1+\gamma_{1}\right)\left[\left(1+\beta_{k}\right)\left\|x_{k}-p^{*}\right\|^{2}+\beta_{k}\left(1+\beta_{k}\right)\left\|x_{k}-x_{k-1}\right\|^{2}-\beta_{k}\left\|x_{k-1}-p^{*}\right\|^{2}\right]+\left(1+\gamma_{1}^{-1}\right)\left\|\rho_{k}\right\|^{2} . \tag{14}
\end{equation*}
$$

For the middle term of (12), we use once again the definition of $x_{k}$ and $y_{k}$, Lemma A.2 with $\gamma=\gamma_{2}>0$ and Lemma A. 1 with $\zeta=-\alpha_{k}$, to write

$$
\begin{aligned}
-\lambda_{k}^{2}\left\|T_{k} z_{k}-y_{k}\right\|^{2}= & -\left\|x_{k+1}-y_{k}\right\|^{2} \\
= & -\left\|x_{k+1}-x_{k}-\alpha_{k}\left(x_{k}-x_{k-1}\right)-\varepsilon_{k}\right\|^{2} \\
= & -\left(1-\gamma_{2}\right)\left\|x_{k+1}-x_{k}-\alpha_{k}\left(x_{k}-x_{k-1}\right)\right\|^{2}-\left(1-\gamma_{2}^{-1}\right)\left\|\varepsilon_{k}\right\|^{2} \\
= & \left(1-\gamma_{2}\right)\left[\left(1-\alpha_{k}\right)\left\|x_{k+1}-x_{k}\right\|^{2}+\alpha_{k}\left(1-\alpha_{k}\right)\left\|x_{k}-x_{k-1}\right\|^{2}-\alpha_{k}\left\|x_{k+1}-2 x_{k}+x_{k-1}\right\|^{2}\right] \\
& \quad-\left(1-\gamma_{2}^{-1}\right)\left\|\varepsilon_{k}\right\|^{2} .
\end{aligned}
$$

We multiply this equation by $\nu_{k}$, and disregard the second-to-last term on the right-hand side, to rewrite it as

$$
\begin{align*}
-\lambda_{k}\left(1-\lambda_{k}\right)\left\|y_{k}-T_{k} z_{k}\right\|^{2} \leq- & \left(1-\gamma_{2}\right) \nu_{k}\left(1-\alpha_{k}\right)\left\|x_{k+1}-x_{k}\right\|^{2}+\left(1-\gamma_{2}\right) \nu_{k} \alpha_{k}\left(1-\alpha_{k}\right)\left\|x_{k}-x_{k-1}\right\|^{2} \\
& +\left(1-\gamma_{2}^{-1}\right) \nu_{k}\left\|\varepsilon_{k}\right\|^{2} . \tag{15}
\end{align*}
$$

We combine Inequalities $(\sqrt[13]{ },(14)$ and $\sqrt{15}$ with $(\sqrt{12}$, to deduce that

$$
\begin{aligned}
\left\|x_{k+1}-p^{*}\right\|^{2} \leq(1 & \left.+\gamma_{1}\right)\left[\left(1-\lambda_{k}\right)\left(1+\alpha_{k}\right)+\lambda_{k} q_{k}^{2}\left(1+\beta_{k}\right)\right]\left\|x_{k}-p^{*}\right\|^{2} \\
& -\left(1+\gamma_{1}\right)\left[\left(1-\lambda_{k}\right) \alpha_{k}+\lambda_{k} q_{k}^{2} \beta_{k}\right]\left\|x_{k-1}-p^{*}\right\|^{2}+\mathcal{B}_{k}\left(\gamma_{1}, \gamma_{2}\right)\left\|x_{k}-x_{k-1}\right\|^{2} \\
& -\left(1-\gamma_{2}\right) \nu_{k}\left(1-\alpha_{k}\right)\left\|x_{k+1}-x_{k}\right\|^{2}+\mathcal{E}_{k}\left(\gamma_{1}, \gamma_{2}\right)
\end{aligned}
$$

for all $\gamma_{1}, \gamma_{2}>0$. Using the definitions of $\mu_{k}$ and $Q_{k}$, we rewrite this as

$$
\begin{gather*}
\left\|x_{k+1}-p^{*}\right\|^{2} \leq\left(1+\gamma_{1}\right)\left(\mu_{k}+Q_{k}\right)\left\|x_{k}-p^{*}\right\|^{2}-\left(1+\gamma_{1}\right) \mu_{k}\left\|x_{k-1}-p^{*}\right\|^{2}+\mathcal{B}_{k}\left(\gamma_{1}, \gamma_{2}\right)\left\|x_{k}-x_{k-1}\right\|^{2}  \tag{16}\\
-\left(1-\gamma_{2}\right) \nu_{k}\left(1-\alpha_{k}\right)\left\|x_{k+1}-x_{k}\right\|^{2}+\mathcal{E}_{k}\left(\gamma_{1}, \gamma_{2}\right)
\end{gather*}
$$

Since $Q=\sup Q_{k} \leq 1-\lambda\left(1-q^{2}\right)<1$, we can select $\gamma_{1}>0$ such that $\left(1+\gamma_{1}\right) Q<1$. Since Inequality 11 , remains valid if we multiply it by $\left(1+\gamma_{1}\right)$, we have

$$
\sup _{k \geq 1}\left[\mathcal{B}_{k}\left(\gamma_{1}, \gamma_{2}\right)-\left(1+\gamma_{1}\right) Q_{k} \nu_{k-1}\left(1-\alpha_{k-1}\right)\right]<0
$$

so we can pick $\gamma_{2} \in(0,1)$ such that

$$
\begin{equation*}
\mathcal{B}_{k}\left(\gamma_{1}, \gamma_{2}\right) \leq\left(1+\gamma_{1}\right)\left(1-\gamma_{2}\right) Q_{k} \nu_{k-1}\left(1-\alpha_{k-1}\right) \tag{17}
\end{equation*}
$$

for all $k \geq 1$. Using (17) in (16), we get

$$
\begin{aligned}
\left\|x_{k+1}-p^{*}\right\|^{2} \leq(1 & \left.+\gamma_{1}\right)\left(\mu_{k}+Q_{k}\right)\left\|x_{k}-p^{*}\right\|^{2}-\left(1+\gamma_{1}\right) \mu_{k}\left\|x_{k-1}-p^{*}\right\|^{2}+\mathcal{E}_{k}\left(\gamma_{1}, \gamma_{2}\right) \\
& +\left(1+\gamma_{1}\right)\left(1-\gamma_{2}\right) Q_{k} \nu_{k-1}\left(1-\alpha_{k-1}\right)\left\|x_{k}-x_{k-1}\right\|^{2}-\left(1-\gamma_{2}\right) \nu_{k}\left(1-\alpha_{k}\right)\left\|x_{k+1}-x_{k}\right\|^{2}
\end{aligned}
$$

Since $\left(1+\gamma_{1}\right) Q<1$ and $\left(\mu_{k}\right)$ is nondecreasing, we can group some terms to deduce that

$$
\begin{aligned}
& \left\|x_{k+1}-p^{*}\right\|^{2}-\left(1+\gamma_{1}\right) \mu_{k}\left\|x_{k}-p^{*}\right\|^{2}+\left(1-\gamma_{2}\right) \nu_{k}\left(1-\alpha_{k}\right)\left\|x_{k+1}-x_{k}\right\|^{2} \\
& \quad \leq\left(1+\gamma_{1}\right) Q_{k}\left[\left\|x_{k}-p^{*}\right\|^{2}-\left(1+\gamma_{1}\right) \mu_{k-1}\left\|x_{k-1}-p^{*}\right\|^{2}+\left(1-\gamma_{2}\right) \nu_{k-1}\left(1-\alpha_{k-1}\right)\left\|x_{k}-x_{k-1}\right\|^{2}\right]+\mathcal{E}_{k}\left(\gamma_{1}, \gamma_{2}\right)
\end{aligned}
$$

Defining

$$
C_{k}:=\left\|x_{k}-p^{*}\right\|^{2}-\left(1+\gamma_{1}\right) \mu_{k-1}\left\|x_{k-1}-p^{*}\right\|^{2}+\left(1-\gamma_{2}\right) \nu_{k-1}\left(1-\alpha_{k-1}\right)\left\|x_{k}-x_{k-1}\right\|^{2}
$$

this reads

$$
\begin{equation*}
C_{k+1} \leq\left(1+\gamma_{1}\right) Q_{k} C_{k}+\mathcal{E}_{k}\left(\gamma_{1}, \gamma_{2}\right) \tag{18}
\end{equation*}
$$

We can now use Lemma A. 4 with $\Omega_{k}=C_{k}, \omega_{k}=\left\|x_{k}-p^{*}\right\|^{2}, b=\left(1+\gamma_{1}\right) M<1$, $a_{k}=\left(1+\gamma_{1}\right) Q_{k}$, $a=\left(1+\gamma_{1}\right) Q<1$ and $d_{k}=\mathcal{E}_{k}\left(\gamma_{1}, \gamma_{2}\right)$, to deduce that $\sum\left\|x_{k}-p^{*}\right\|^{2}<+\infty$, and so $\left\|x_{k}-p^{*}\right\|^{2}$ converges to 0 .

In the absence of perturbations $\left(\varepsilon_{k} \equiv \rho_{k} \equiv \theta_{k} \equiv 0\right)$, the sequence $x_{k}$ converges linearly to $p^{*}$. Indeed, in that case, $\mathcal{E}_{k}\left(\gamma_{1}, \gamma_{2}\right) \equiv 0$, and we can take $\gamma_{1}=0$, so that 18 reduces to $C_{k+1} \leq Q_{k} C_{k}$. Using Lemma A.4 with $\Omega_{k}=C_{k}, a_{k}=Q_{k}, a=Q<1$ and $d_{k} \equiv 0$, we see that $\left[C_{k+1}\right]_{+} \leq Q^{k}\left[C_{1}\right]_{+}=Q^{k}\left\|x_{1}-p^{*}\right\|^{2}$. Using the definition of $C_{k}$ and iterating, one obtains

$$
\left\|x_{k+1}-p^{*}\right\|^{2} \leq M\left\|x_{k}-p^{*}\right\|^{2}+Q^{k}\left\|x_{1}-p^{*}\right\|^{2} \leq \cdots \leq\left[\sum_{i=0}^{k} M^{i} Q^{k-i}\right]\left\|x_{1}-p^{*}\right\|^{2}=\frac{Q^{k+1}-M^{k+1}}{Q-M}\left\|x_{1}-p^{*}\right\|^{2}
$$

From (10), we see that $\mu_{k} \leq Q_{k}+(1-\Lambda)(A-1)$ for all $k \geq 1$, whence $Q-M \geq(1-\Lambda)(1-A)>0$, and the conclusion follows.

Remark 2.5 In the context of Theorem 2.2, set $D_{k}=\min _{j=1, \ldots, k}\left\|x_{j}-p^{*}\right\|^{2}$, for $k \geq 1$. Then

$$
k D_{k} \leq \sum_{j=1}^{k} D_{j} \leq \sum_{j=1}^{k}\left\|x_{j}-p^{*}\right\|^{2} \leq \frac{1}{\left(1-\left(1+\gamma_{1}\right) M\right)\left(1-\left(1+\gamma_{1}\right) Q\right)}\left[2\left\|x_{1}-p^{*}\right\|^{2}+\sum_{k=1}^{\infty} \mathcal{E}_{k}\left(\gamma_{1}, \gamma_{2}\right)\right]
$$

and so $D_{k}=\mathcal{O}\left(\frac{1}{k}\right)$. Moreover, since the sequence $\left(D_{k}\right)$ is nonincreasing and belongs to $\ell^{1}(\mathbb{R})$, we have $\lim _{k \rightarrow \infty} k D_{k}=0$. In other words, $D_{k}=o\left(\frac{1}{k}\right)$ as $k \rightarrow \infty$, even in the presence of $\ell^{2}$ perturbations.

## 3 Discussion and Implications

3.1 The Relationships Between the Parameters

To simplify the exposition and fix the ideas, let us restrict ourselves to the case of constant parameters, namely $\alpha_{k} \equiv \alpha, \beta_{k} \equiv \beta$ and $\lambda_{k} \equiv \lambda$. Inequality (7) is reduced to

$$
\lambda(1-\lambda) \alpha(1+\alpha)+\lambda^{2} \beta(1+\beta)+(1-\lambda) \alpha(1-\alpha)-(1-\lambda)(1-\alpha)<0
$$

In other words,

$$
(\beta-\alpha)(1+\alpha+\beta) \lambda^{2}+\left(1-\alpha+2 \alpha^{2}\right) \lambda-(1-\alpha)^{2}<0 .
$$

For $\beta=0$ (Heavy Ball), this gives $(1-\lambda)\left(\alpha(1+\alpha) \lambda-(1-\alpha)^{2}\right)<0$. Since $\lambda \leq 1$, this means that

$$
\lambda<\lambda_{H B}(\alpha):=\frac{(1-\alpha)^{2}}{\alpha(1+\alpha)}
$$

The right-hand side is greater than 1 if $\alpha<1 / 3$, so there is no constraint on $\lambda$ in those cases!
For $\alpha=\beta$ (Nesterov), the coefficient in the second-order term disappears, and we are left with

$$
\lambda<\lambda_{N}(\alpha):=\frac{(1-\alpha)^{2}}{1-\alpha+2 \alpha^{2}} .
$$

The right hand side decreases from 1 to 0 when $\alpha$ goes from 0 to 1 .
For $\alpha=0$ (Reflected), we get $(1+\beta \lambda)((1+\beta) \lambda-1)<0$, which is nothing more than

$$
\lambda<\lambda_{R}(\beta):=\frac{1}{1+\beta},
$$

which decreases from 1 to $1 / 2$ as $\beta$ goes from 0 to 1 .
The functions $\lambda_{H B}, \lambda_{N}$ and $\lambda_{R}$ are depicted in Figure 1.


Fig. 1 Upper bounds on $\lambda$ for Heavy-Ball (left), Nesterov (center) and Reflected (right) acceleration.

Extending by continuity, the constraint can be written explicitly in the general case as

$$
\lambda<\lambda(\alpha, \beta):=\frac{\sqrt{(1-3 \alpha)^{2}+4 \beta(1+\beta)(1-\alpha)^{2}}-1+\alpha-2 \alpha^{2}}{2(\beta-\alpha)(1+\alpha+\beta)} .
$$

The function $(\alpha, \beta) \mapsto \lambda(\alpha, \beta)$ is shown in Figure 2


Fig. 2 Upper bounds on $\lambda$ for general inertia as a function of $(\alpha, \beta)$.

### 3.2 Our Results in Perspective

Convergence of inertial methods has been studied by a number of researchers in different, and mostly less general contexts. We discuss here how the results established above relate to previously known ones.

### 3.2.1 Exact Methods

Several special cases of (11) in the unperturbed case $\varepsilon_{k} \equiv \rho_{k} \equiv \theta_{k} \equiv 0$ have already been studied, namely:

- Nesterov's acceleration corresponds to $\alpha_{k}=\beta_{k}$. Weak convergence has been established in [34 for the forwardbackward method, assuming square-summability of the residuals. This hypothesis was proved unnecessary in [28, and convergence was proved under hypotheses equivalent to ours in the constant case. Also, 10, Theorem 5], [54, Theorem 3.1] and [21, Proposition 3.1 and Theorem 3.1], show weak convergence under hypotheses on the parameters that are similar, but more involved. Indeed, the author of [21] remarks that these conditions are too complicated to determine an upper bound for the inertial sequence in a simple way, even if the coefficient $\lambda_{k}$ is known. Moreover, in the case of $\lambda_{k} \equiv 0.5$, they are undesirably restrictiv@ ${ }^{1}$ The said hypotheses were simplified in 30, Theorem 2.1], but are still more restrictive than ours. All of the above consider $T_{k} \equiv T$,

[^1]with $T$ nonexpansive. The case of a family of operators was studied in [36. Theorems 3.1 and 3.2], both in the nonexpansive and in the firmly quasi-nonexpansive cases, but also assuming a summability condition on the residuals, which we have proved, based on the arguments in [39, to be unnecessary, even under perturbations. On a different note, Nesterov's acceleration has also been added to algorithms of extragradient type 55, Theorems 3.1 and 3.2].

- The case $\beta_{k} \equiv 0$ (Heavy Ball momentum), was studied in [1, 20, where convergence is obtained assuming square-summability and boundedness of the residuals, respectively, both impractical hypotheses. This was solved in [22, Theorem 1], where convergence is proved under assumptions similar to ours.
- Reflected acceleration, which corresponds to $\alpha_{k} \equiv 0$, was studied in [16, Theorem 4] and [15, Theorem 5.4], under slightly stronger assumptions on the parameters. The very particular case $\beta_{k} \equiv 1$ was analysed in [29, Theorem 3.1]. On the other hand, [40, Proposition 2.1] includes an additional projection step. Weak convergence is obtained for Lipschitz pseudo-contrative mappings, and strong convergence for Lipschitz strongly monotone mappings with monotonicity constant strictly larger than 1.
- In the remaining cases (although still considering $\varepsilon_{k} \equiv \rho_{k} \equiv \theta_{k} \equiv 0$ and $T_{k} \equiv T$ ), weak convergence of Algorithm (1] was established in [16, Theorem 1] and [15, Theorem 5.1], assuming that $\left(\lambda_{k}\right)$ is constant, both $\left(\alpha_{k}\right)$ and $\left(\beta_{k}\right)$ are nondecreasing, and an additional condition (in line with [10, 54, 21), which the authors qualify as complicated and restrictive, in [15]. An online selection of the relaxation parameters is studied in [17, Theorem 3]. Much stronger hypotheses (on the parameters, the operator and the residuals) are used in [24, Theorem 2]. An application to three-operator splitting is given in [57, Theorem 1], under ad hoc assumptions. Finally, a multi-step inertial Krasnoselskii-Mann algorithm is studied in [18, Theorem 4.1], but also assuming summability of the residuals.


### 3.2.2 Perturbed Algorithms

For Nesterov's acceleration, convergence under $\ell^{1}$ perturbations in the Krasnoselskii-Mann step is proved in [13, Theorem 3.1]. However, they assume the sequence $\left(x_{k}\right)$ to be bounded, which is impractical and, as we show, unnecessary. Similar results were obtained earlier in 31, Theorems 3.5 and 5.1], assuming both that the generated sequence is bounded and that the residuals are square-summable. An inexact version of FISTA was analyzed in [4, Theorem 5.1] without any boundedness hypotheses, but assuming that the perturbations satisfy the summability condition $\sum k\left\|\varepsilon_{k}\right\|<+\infty$, which is stronger than ours. Relative error conditions have been accounted for in [46, Theorem 3.1], [3, Theorem 3.6] and [2, Theorem 2.5, 3.3 and 4.4], as well as [23, Theorems 3.2 and 3.3], although the latter is concerned with alternated inertia. Other approaches include [7, Algorithm 1], as well as an inexact multilayer FISTA [33, Algorithm 2.1] and an inexact accelerated forwardbackward algorithm [56, Theorem 3.2], where the summability conditions on the perturbations are taylored to the corresponding methods.

### 3.3 Operators Not Sharing a Fixed Point

Our results can also be applied when $\bigcap_{k \geq 1} \operatorname{Fix}\left(T_{k}\right)=\emptyset$, if instead we are interested in the Kuratowski lower limit of the family $\left(\operatorname{Fix}\left(T_{k}\right)\right)$. This set, which we denote by $F_{\infty}$, consists of all $p_{\infty} \in \mathcal{H}$ for which there is a sequence $\left(p_{k}\right)$, such that $p_{k} \in \operatorname{Fix}\left(T_{k}\right)$ for all $k \geq 1$, and $p_{k} \rightarrow p_{\infty}$.
To this end, first fix $p_{\infty} \in F_{\infty}$, and set $p_{k}=\operatorname{Proj}_{\operatorname{Fix}\left(T_{k}\right)} p_{\infty}$. For each $k$, define $\tilde{T}_{k}: \mathcal{H} \rightarrow \mathcal{H}$ by

$$
\begin{equation*}
\tilde{T}_{k} x=T_{k}\left(x+p_{k}-p_{\infty}\right)-p_{k}+p_{\infty} \tag{19}
\end{equation*}
$$

Clearly, $p_{\infty} \in \tilde{F}:=\bigcap_{k \geq 1} \operatorname{Fix}\left(\tilde{T}_{k}\right)$, so $\operatorname{Fix}\left(\tilde{T}_{k}\right) \neq \emptyset$, and $\tilde{p}_{k} \in \operatorname{Fix}\left(\tilde{T}_{k}\right)$ if, and only if, $\tilde{p}_{k}+p_{k}-p_{\infty} \in \operatorname{Fix}\left(T_{k}\right)$. Since $T_{k}$ is quasi-nonexpansive, for each $x \in \mathcal{H}$, we have

$$
\left\|\tilde{T}_{k} x-\tilde{p}_{k}\right\|=\left\|T_{k}\left(x+p_{k}-p_{\infty}\right)-\left(\tilde{p}_{k}+p_{k}-p_{\infty}\right)\right\| \leq\left\|\left(x+p_{k}-p_{\infty}\right)-\left(\tilde{p}_{k}+p_{k}-p_{\infty}\right)\right\|=\left\|x-\tilde{p}_{k}\right\|,
$$

and so, $\tilde{T}_{k}$ is quasi-nonexpansive, as well. Quasi-contractivity is also inherited by $\tilde{T}_{k}$ from $T_{k}$.
By setting $\tilde{x}_{k}=x_{k}-p_{k-1}+p_{\infty}, \tilde{y}_{k}=y_{k}-p_{k}+p_{\infty}$, and $\tilde{z}_{k}=z_{k}-p_{k}+p_{\infty}$, Algorithm (1) becomes

$$
\left\{\begin{array}{llll}
\tilde{y}_{k} & =\tilde{x}_{k}+\alpha_{k}\left(\tilde{x}_{k}-\tilde{x}_{k-1}\right)+\tilde{\varepsilon}_{k}, & \text { where } & \tilde{\varepsilon}_{k}:=p_{k-1}-p_{k}+\alpha_{k}\left(p_{k-1}-p_{k-2}\right)+\varepsilon_{k} \\
\tilde{z}_{k} & =\tilde{x}_{k}+\beta_{k}\left(\tilde{x}_{k}-\tilde{x}_{k-1}\right)+\tilde{\rho}_{k}, & \text { where } & \tilde{\rho}_{k}:=p_{k-1}-p_{k}+\beta_{k}\left(p_{k-1}-p_{k-2}\right)+\rho_{k} \\
\tilde{x}_{k+1} & =\left(1-\lambda_{k}\right) \tilde{y}_{k}+\lambda_{k} \tilde{T}_{k} \tilde{z}_{k}+\theta_{k} . & &
\end{array}\right.
$$

If $\left(\varepsilon_{k}\right),\left(\rho_{k}\right),\left(p_{k}-p_{k-1}\right) \in \ell^{p}(\mathcal{H})$, then also $\left(\tilde{\varepsilon}_{k}\right),\left(\tilde{\rho}_{k}\right) \in \ell^{p}(\mathcal{H})$.

Remark 3.1 It is neither necessary to know $p_{\infty}$ and the sequence $\left(p_{k}\right)$, nor to construct the operators $\tilde{T}_{k}$ and the auxiliary variables $\tilde{x}_{k}, \tilde{y}_{k}$ or $\tilde{z}_{k}$. These are merely artifacts to prove convergence.

Proposition 2.1 shows that $\lim _{k \rightarrow \infty}\left\|\tilde{x}_{k}-\tilde{x}_{k-1}\right\|=\lim _{k \rightarrow \infty}\left\|\tilde{T}_{k} \tilde{z}_{k}-\tilde{y}_{k}\right\|=0$, and $\lim _{k \rightarrow \infty}\left\|\tilde{x}_{k}-p_{\infty}\right\|$ exists. As a consequence, $\lim _{k \rightarrow \infty}\left\|x_{k}-x_{k-1}\right\|=\lim _{k \rightarrow \infty}\left\|T_{k} z_{k}-z_{k}\right\|=0$ (because $\lim _{k \rightarrow \infty}\left\|z_{k}-y_{k}\right\|=0$ ), and $\lim _{k \rightarrow \infty}\left\|x_{k}-p_{\infty}\right\|$ exists. This is true for each $p_{\infty} \in F_{\infty}$.

Let us say that $\left(T_{k}\right)$ nicely approximates $F_{\infty}$ if $u_{k} \rightharpoonup u$ and $T_{k} u_{k}-u_{k} \rightarrow 0$ together imply $u \in F_{\infty}$.
In $\mathcal{H}=\mathbb{R}^{N}$, this holds if there is a strictly increasing continuous function $\Phi: \mathbb{R} \rightarrow \mathbb{R}$ such that $\Phi(0)=0$ and

$$
\operatorname{dist}\left(z, \operatorname{Fix}\left(T_{k}\right)\right) \leq \Phi\left(\left\|z-T_{k} z\right\|\right)
$$

for every $k \geq 1$, and $z \in \mathcal{H}$. This is similar to the error bound in 35, and can also be understood as the family $\left(\varphi_{k}\right)$ of functions, defined by $\varphi_{k}(z)=\left\|z-T_{k} z\right\|$, having a common residual function $\Phi$ (see [9, Section 2.4]).
Proceeding as in the proof of Theorem 2.1, we obtain:
Proposition 3.1 Let $T_{k}: \mathcal{H} \rightarrow \mathcal{H}$ be a family of quasi-nonexpansive operators that nicely approximates $F_{\infty} \neq \emptyset$. Let Hypothesis 2.1 and Inequality (7) hold, and assume the error sequences $\left(\varepsilon_{k}\right),\left(\rho_{k}\right)$, and $\left(\theta_{k}\right)$ belong to $\ell^{1}(\mathcal{H})$. Assume moreover that there exists a sequence $\left(p_{k}\right)$ with $p_{k} \in \operatorname{Fix}\left(T_{k}\right)$ and $\left(p_{k}-p_{k-1}\right) \in \ell^{1}(\mathcal{H})$. If $\left(x_{k}, y_{k}, z_{k}\right)$ is generated by Algorithm (1), then $\left(x_{k}, y_{k}, z_{k}\right)$ converges weakly to some $\left(p^{*}, p^{*}, p^{*}\right)$, with $p^{*} \in F_{\infty}$.

The preceding discussion also allows us to prove the following:
Proposition 3.2 Let $T_{k}: \mathcal{H} \rightarrow \mathcal{H}$ be a family of $q_{k}$-quasi-contractive operators with $q_{k} \leq q<1$, and such that $\operatorname{Fix}\left(T_{k}\right)=\left\{p_{k}\right\}$, with $p_{k} \rightarrow p^{*}$ and $\left(p_{k}-p_{k-1}\right) \in \ell^{2}(\mathcal{H})$. Let Hypothesis 2.1 and Inequality 11) hold, and assume the error sequences $\left(\varepsilon_{k}\right),\left(\rho_{k}\right)$, and $\left(\theta_{k}\right)$ belong to $\ell^{2}(\mathcal{H})$. If $\left(x_{k}, y_{k}, z_{k}\right)$ is generated by Algorithm (1), then $\left(x_{k}, y_{k}, z_{k}\right)$ converges strongly to $\left(p^{*}, p^{*}, p^{*}\right)$. Moreover, $\sum_{k=1}^{\infty}\left\|x_{k}-p^{*}\right\|^{2}<\infty$.

## 4 Numerical Results

In this section, we illustrate how the different popular acceleration schemes behave in two examples. In Section 4.1, we look into the image inpainting problem, using the three operator scheme. Secondly, in Section 4.2, we consider a Nash-Cournot oligopolistic equilibrium model in electricity markets.

The experiments are implemented in Python 3.11.5, running on a laptop with Intel Quad-Core i7-1068NG7 at 2.3 GHz and 16 GB of RAM.

### 4.1 Image Inpainting Problem

For $A, B: \mathcal{H} \rightrightarrows \mathcal{H}$ maximally monotone operators and $C: \mathcal{H} \rightarrow \mathcal{H}$ a $\tau$-cocoercive operator, we aim to find $\hat{x} \in \mathcal{H}$ such that

$$
\begin{equation*}
\hat{x} \in \operatorname{Zer}(A+B+C) \tag{20}
\end{equation*}
$$

Such a scheme is called a three-operator splitting scheme [14], and is equivalent to finding $\bigcap_{k \geq 1} \operatorname{Fix}\left(T_{k}\right)$, where $T_{k}$ is defined as

$$
T_{k}:=I-J_{\rho_{k} B}+J_{\rho_{k} A} \circ\left(2 J_{\rho_{k} B}-I-\rho_{k} C \circ J_{\rho_{k} B}\right) .
$$

Indeed, $J_{\rho_{k} B}\left(\operatorname{Fix}\left(T_{k}\right)\right)=\operatorname{Zer}(A+B+C)$, and the operator $T_{k}$ is nonexpansive when $\left(\rho_{k}\right) \subset(0,2 \tau)$. As such, Algorithm 1 converges under the given conditions.

Consider the image inpainting problem: We represent an image $X$ of $M$ by $N$ pixels by a tensor in $\mathcal{H}:=$ $[0,1]^{M \times N \times 3}$, in which the three layers represent the red, green and blue colour channels. Let $\Omega$ be an element of $\{0,1\}^{M \times N}$ such that $\Omega_{i j}=0$ indicates that the pixel at position $(i, j)$, on all colour channels, has been damaged. Denote by $\mathcal{A}$ the linear operator that maps an image to an image whose elements in $\Omega$ have been erased. More precisely,

$$
\mathcal{A}: \mathcal{H} \rightarrow \mathcal{H}, \quad X \mapsto \tilde{X}, \quad \text { where } \tilde{X}_{i j k}=\Omega_{i j} \cdot X_{i j k}
$$

The operator $\mathcal{A}$ is a self-adjoint bounded projection map with operator norm 1 . We denote the damaged image by $X_{\text {corrupt }}=\mathcal{A} X$. The objective is to recover an image from $X_{\text {corrupt }}$ that mainly overlaps on the points where $\Omega_{i j}=1$, and which looks better to the eye, which is obtained by adding the regularization $\left\|X_{(1)}\right\|_{*}+\left\|X_{(2)}\right\|_{*}$,
where $X_{(1)}:=\left[\begin{array}{lll}X_{. .1} & X_{. .2} & X_{. .3}\end{array}\right], X_{(2)}:=\left[\begin{array}{lll}X_{. .1}^{T} & X_{. .2}^{T} & X_{. .3}^{T}\end{array}\right]^{T}$ and $\|\cdot\|_{*}$ denotes the nuclear norm. The image inpainting problem is

$$
\begin{equation*}
\min _{X \in \mathcal{H}}\left\{\frac{1}{2}\left\|\mathcal{A} X-X_{\text {corrupt }}\right\|^{2}+\sigma\left\|X_{(1)}\right\|_{*}+\sigma\left\|X_{(2)}\right\|_{*}\right\} \tag{21}
\end{equation*}
$$

where $\sigma>0$ is a regularisation parameter. This problem can be described by 20). To this end, first write $f(X)=\sigma\left\|X_{(1)}\right\|_{*}, g(X)=\sigma\left\|X_{(2)}\right\|_{*}, h(X)=\frac{1}{2}\left\|X-X_{\text {corrupt }}\right\|^{2}$ and $L=\mathcal{A}$. Then, set $A:=\partial f, B:=\partial g$, both maximally monotone, and $C:=\nabla(h \circ L)$, which is $\tau /\|L\|_{\mathrm{op}}$-cocoercive.

The image to be inpainted has dimensions $512 \times 512$ pixels. We select a regularisation parameter of $\sigma=0.5$, a tolerance of $\varepsilon=10^{-3}$, and the error function $\mathcal{R}: \mathcal{H} \times \mathcal{H} \rightarrow \mathbb{R}_{+}$defined by

$$
\begin{equation*}
\mathcal{R}\left(X_{k}, X_{k-1}\right)=\frac{\left\|X_{k}-X_{k-1}\right\|}{\left\|X_{k-1}\right\|} . \tag{22}
\end{equation*}
$$

We corrupt the images randomly, with a certain percentage of pixels erased. To ensure the termination of the algorithm, we enforce a maximal number of iterations of 100 , after which we consider that the algorithm did not converge. We always set $X_{0}=X_{1}=X_{\text {corrupt }}$.

For simplicity, we set $\rho_{k} \equiv \rho \in(0,2)$ and $\lambda_{k} \equiv \lambda \in(0,1)$, and add no perturbations (other than possible rounding errors by the machine). We run multiple versions of the algorithm, corresponding to different inertial schemes: no inertia, Nesterov, Heavy Ball, and reflected. In each case, we pick $\alpha$ and $\beta$ such that Inequality 77 is tight, and then select

$$
\alpha_{k}=\left(1-\frac{1}{k}\right) \alpha, \quad \beta_{k}=\left(1-\frac{1}{k}\right) \beta .
$$

## The Tests

First, we compare the evolution of the number of iterations and the execution time required by our algorithms to inpaint a randomly corrupted image, as a function of the percentage of pixels erased, whilst fixing the step size $\rho=1$ and the relaxation parameter $\lambda=0.5$. The results are shown in Figure 3 As could be expected, we observe an overall increasing trend. The Heavy Ball acceleration performs overall the best, and is capable of restoring the image with close to $80 \%$ of its pixels erased in the given number of iterations, whereas the non-inertial version only is when at most $50 \%$ are erased.


Fig. 3 Number of iterations and execution time for different ratios of erased pixels, with $\rho=1$ and $\lambda=0.5$.

Next, we fix the relaxation parameter $\lambda=0.5$ and randomly corrupt $50 \%$ of the pixels in the image. We iterate over representative values of the step size $\rho \in(0,2)$. The results are shown in Figure 4 Similar observations as for the percentage with respect to the comparison of the different versions may be made. Additionally, we notice that a larger value of $\rho$ accelerates the convergence.


Fig. 4 Number of iterations and execution time for $\lambda=0.5$ and a ratio of erased pixels of $50 \%$, as a function of the step size $\rho$.

Finally, visual results for each version of the algorithm are shown in Figure 5, and the convergence rates in Figure 6. Here, we considered a corrupted image with $50 \%$ of erased pixels, regularisation parameter $\sigma=0.5$, step size $\rho=1.8$, and relaxation parameter $\lambda=0.8$.


Fig. 5 Inpainted image with $\lambda=0.8, \rho=1.8$, and $\sigma=0.5$.


Fig. 6 Convergence plots of the residuals of the iterations. $F$ is the objective function to be minimised, and $X^{*}$ and $F^{*}$ represent the minimiser and minimal value of $F$, respectively.

### 4.2 Nash-Cournot Equilibrium Model

We now consider a Nash-Cournot oligopolistic equilibrium model in electricity production markets 12. We consider $m$ companies, and denote by $x_{i}$ the power generated by company $i$. The generation price for company $i$ is $p_{i}(s)=\gamma-\beta_{i} \cdot s$, where $s=\sum_{i=1}^{m} x_{i}$. The profit made by company $i$ is $f_{i}(x)=p_{i}(s) x_{i}-c_{i}\left(x_{i}\right)$, where $c_{i}\left(x_{i}\right)$ is the cost to generate $x_{i}$ by company $i$. We denote $C_{i}$ the strategy set of company $i$ so that $x_{i} \in C_{i}$, and define the strategy profile set by $C=C_{1} \times \cdots \times C_{m}$.
In Cournot competition, no firms cooperate or collude each company seeks to maximise their profit and assume the remaining firms do the same. A point $\hat{x} \in C$ is a Nash equilibrium if, for all $i=1, \ldots, m$,

$$
f_{i}(\hat{x})=\max _{x_{i} \in C_{i}} f_{i}\left(\hat{x}\left[x_{i}\right]\right)
$$

where $\hat{x}\left[x_{i}\right]$ represents the vector $\hat{x}$ whose $i$ th component has been replaced by the entry $x_{i}$. This means that, under strategy profile $\hat{x}$, no single firm benefits from deviating from the strategy $\hat{x}$.
We define the Nikaido-Isoda [43] function $f: C \times C \rightarrow \mathbb{R}$ by $f(x, y)=\sum_{i=1}^{m}\left(f_{i}(x)-f_{i}\left(x\left[y_{i}\right]\right)\right)$. We may now write the above problem as finding $\hat{x} \in C$ such that $f(\hat{x}, x) \geq 0$ for all $x \in C$. Assuming the cost functions $c_{i}$ are convex and differentiable, this can be rewritten as 60]

$$
\begin{equation*}
\langle F(\hat{x}), x-\hat{x}\rangle \geq 0 \quad \forall x \in C \tag{23}
\end{equation*}
$$

where $F(x)=B x-\Gamma+\nabla \phi(x)$ with

$$
\Gamma:=(\gamma, \cdots, \gamma)^{T}, \quad \tilde{B}:=\left(\begin{array}{cccc}
\beta_{1} & 0 & \cdots & 0 \\
0 & \beta_{2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \beta_{m}
\end{array}\right), \quad B:=\left(\begin{array}{cccc}
0 & \beta_{1} & \cdots & \beta_{1} \\
\beta_{2} & 0 & \cdots & \beta_{2} \\
\vdots & \vdots & \ddots & \vdots \\
\beta_{m} & \beta_{m} & \cdots & 0
\end{array}\right), \quad \phi(x):=x^{T} \tilde{B} x+\sum_{i=1}^{m} c_{i}\left(x_{i}\right) .
$$

Variational inequality problems such as Problem (23) where $C$ is a nonempty, closed and convex set and $F$ is monotone and $L$-Lipschitz have been extensively studied [58, 37, 27, 61, 59, 19]. The simplest iterative procedure to solve the above variational inequality is through the projected gradient method, namely

$$
x_{k+1}=P_{C}\left(x_{n}-\rho F\left(x_{n}\right)\right),
$$

where $P_{C}: \mathcal{H} \rightarrow C$ represents the projection onto $C$. By writing $T_{n} \equiv T=P_{C}(I-\rho F)$, we obtain a family of nonexpansive operators whose fixed points represent a solution to Problem (23), provided that the step size $\rho$ satisfies $0<\rho<2 / L$ [58. We notice that the method by Malitsky [37] is a reflected acceleration of the previous, with parameter $\beta_{n} \equiv 1$.

We shall assume the cost functions are quadratic, namely of the form

$$
c_{i}\left(x_{i}\right)=\frac{1}{2} p_{i} x_{i}^{2}+q_{i} x_{i}
$$

where $p_{i}>0$ such that $L=\left\|B-p^{T} I\right\|$, where $p=\left(p_{1}, \ldots, p_{m}\right)^{T}$. The parameters $\beta_{i}, p_{i}, q_{i}$ are selected uniformly at random in the intervals $(0,1],[1,3]$ and $[1,3]$ respectively, and we assume $C_{i}=[1,40]$, for all $1 \leq i \leq m$. We set $m=8, \gamma=200$ and $\rho=1 / L$. We set a stopping criteria based on the error function given by 22), and select a tolerance of $\varepsilon=10^{-4}$ and a maximum number of iterations of 400 .

As in the previous example, we run multiple versions of the algorithm, corresponding to the different types of inertia, no perturbations and $\alpha_{k}, \beta_{k}$ chosen as before.

## The Tests

We run the algorithm for various values of the relaxation parameter $\lambda \in(0,1)$. We observe convergence for all the selected values of $\lambda$, and faster convergence for all methods as $\lambda \approx 1$. The Heavy Ball acceleration produces the best results, and the required number of iterations are roughly identical for $\lambda \geq 0.2$. The results are depicted in Figure 7



Fig. 7 Variation of the relaxation parameter $\lambda$ for $\rho=1 / L$.

We fix the relaxation parameter to be $\lambda=0.5$, and execute the algorithm for various step-sizes $\rho \in(0,2 / L)$. The convergence results are plotted in Figure 8 .


Fig. 8 Variation of the step size $\rho \in(0,2 / L)$ for $\lambda=0.5$.

Figure 9 shows convergence rates of the residual quantities, using the parameters $\rho=\frac{2}{L}$ and $\lambda=0.8$, observed favorable throughout the previous two experiments. As expected, we do observe linear convergence asymptotically.



Fig. 9 Convergence plots of the residuals for $\rho=2 / L$ and $\lambda=0.8$.

## A Appendix

The following properties of the norm were used repeatedly in Section 2 The first one is a generalized parallelogram identity:
Lemma A. 1 For every $u, v \in \mathcal{H}$ and $\zeta \in \mathbb{R}$, we have

$$
\|u+\zeta v\|^{2}=(1+\zeta)\|u\|^{2}+\zeta(1+\zeta)\|v\|^{2}-\zeta\|u-v\|^{2} .
$$

Proof It suffices to add the identities

$$
\begin{aligned}
\|u+\zeta v\|^{2} & =\|u\|^{2}+\zeta^{2}\|v\|^{2}+2 \zeta\langle u, v\rangle \\
\zeta\|u-v\|^{2} & =\zeta\|u\|^{2}+\zeta\|v\|^{2}-2 \zeta\langle u, v\rangle
\end{aligned}
$$

and rearrange the terms.

The next one is a direct consequence of Cauchy-Schwarz and Young's inequalities:
Lemma A. 2 For every $u, v \in \mathcal{H}$ and $\gamma>0$, we have

$$
(1-\gamma)\|u\|^{2}+\left(1-\frac{1}{\gamma}\right)\|v\|^{2} \leq\|u \pm v\|^{2} \leq(1+\gamma)\|u\|^{2}+\left(1+\frac{1}{\gamma}\right)\|v\|^{2}
$$

Proof We first bound

$$
\left|\|u \pm v\|^{2}-\|u\|^{2}-\|v\|^{2}\right|=2|\langle u, v\rangle| \leq 2(\sqrt{\gamma}\|u\|)\left(\frac{1}{\sqrt{\gamma}}\|v\|\right) \leq \gamma\|u\|^{2}+\frac{1}{\gamma}\|v\|^{2},
$$

and then rewrite without the absolute value.

We now provide two elementary but not so standard results on real sequences that have been used in Section 2 The first one is an extension of [4, Lemma 5.14].

Lemma A. 3 Let $\left(\zeta_{k}\right)$ be a nonnegative sequence such that

$$
\begin{equation*}
\zeta_{j+1}^{2}-M \zeta_{j}^{2} \leq C+\sum_{k=1}^{j} \sum_{i=0}^{k+1} e_{k, i} \zeta_{i} \tag{24}
\end{equation*}
$$

where $C \geq 0,0 \leq M<1$ and $e_{k, i} \geq 0$, with $D:=\sum_{k=1}^{\infty} \sum_{i=0}^{k+1} e_{k, i}<\infty$ for each $i$. Then, $\left(\zeta_{j}\right)$ is bounded.
Proof Set $Z_{j}=\max _{i=1, \ldots j} \zeta_{i}$. Take $n \geq 1$. For every $j \leq n, 24$ gives

$$
\zeta_{j+1}^{2} \leq M Z_{n}^{2}+C+Z_{n+1} \sum_{k=1}^{j} \sum_{i=0}^{k+1} e_{k, i} \leq M Z_{n+1}^{2}+C+D Z_{n+1}
$$

Since the right-hand side does not depend on $j$, we may take the maximum for $j=1, \ldots, n$, and rearrange the terms, to obtain

$$
(1-M) Z_{n+1}^{2}-D Z_{n+1}-C \leq 0
$$

which implies $\left(\zeta_{j}\right)$ is bounded.
Now, write $[\omega]_{+}=\max \{0, \omega\}$ for $\omega \in \mathbb{R}$. The following result is a straightforward extension of [36, Lemma 2.2], a result that was actually established much earlier, embedded in the proof of [1 Theorem 2.1].

Lemma A. 4 Let $\left(a_{k}\right)$ and $\left(d_{k}\right)$ be nonnegative sequences such that $a_{k} \leq a<1$ for all $k \geq 0$, and $\sum_{k=0}^{\infty} d_{k}<+\infty$. Consider a real sequence $\left(\Omega_{k}\right)$ such that

$$
\Omega_{k+1} \leq a_{k} \Omega_{k}+d_{k}
$$

for all $k \geq 0$. Then $\sum_{k=1}^{\infty}\left[\Omega_{k}\right]_{+}$is convergent. If, moreover, $d_{k} \equiv 0$, then $\left[\Omega_{k+1}\right]_{+} \leq a^{k}\left[\Omega_{1}\right]_{+}$. Either way, if $\Omega_{k} \geq \omega_{k}-b \omega_{k-1}$ for all $k \geq 0$, where $b \in[0,1]$ and $\left(\omega_{k}\right)$ is nonnegative, then $\left(\omega_{k}\right)$ is convergent. If, moreover, $b<1$, then $\sum_{k=0}^{\infty} \omega_{k}<+\infty$.
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