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#### Abstract

Nonconvex, nonlinear cost functions arise naturally in physical inverse problems and machine learning. The alternating direction method of multipliers (ADMM) has seen extensive use in these applications, despite exhibiting uncertain convergence behavior in many practical nonconvex settings, and struggling with general nonlinear constraints. In contrast, filter methods have proved effective in enforcing convergence for sequential quadratic programming methods and interior point methods with feasibility criteria. We develop an ADMM-filter method for highly nonlinear and nonconvex problems. We show convergence under mild assumptions for several types of coordinate descent schemes, and demonstrate our algorithm on nonnegative matrix factorization and completion problems in imaging and chemical spectrum analysis.
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## 1 Introduction

We address the nonlinear multiblock optimization problem

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathbb{R}^{n}} f(\mathbf{x}) \quad \text { s.t. } \mathbf{c}(\mathbf{x})=\mathbf{0}, \mathbf{x} \in \mathcal{X} \tag{1}
\end{equation*}
$$

where $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $\mathbf{c}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ are twice continuously differentiable, $\mathcal{X} \subseteq \mathbb{R}^{n}$ is a set comprising simple bounds defined by the Cartesian product $\mathcal{X} \equiv \mathcal{X}_{1} \times \mathcal{X}_{2} \times \ldots \times \mathcal{X}_{p}$, and $\mathbf{x}$ can be decomposed into $p$ blocks $\mathbf{x}:=\left[x_{1} ; \ldots ; x_{p}\right] \in \mathbb{R}^{n}$ where $x_{i} \in \mathbb{R}^{n_{i}}$ and $n=\sum_{i=1}^{p} n_{i}$. The assumption that $f$ and $\mathbf{c}$ be twice continuously differentiable is common in filter methods [50] but has not been extended to block-separable variables for that algorithm class. Because we utilize the multiblock structure in an augmented Lagrangian context, we can view the algorithm we propose as an alternating direction method of multipliers (ADMM)-like algorithm. We employ recent advances in splitting and filter methods to prove convergence for this filter-guided ADMMlike algorithm. The contribution is threefold: (1) we show filter methods can accommodate multiblock, nonconvex, nonlinear cost functions; (2) we show that ADMM methods can converge with nonlinear constraints when guided by filters; and (3) we demonstrate our ADMM-filter method on numerical examples with nonlinear constraints, which can also correct bad initial guesses for the augmented Lagrangian penalty parameter.

### 1.1 Background

ADMM is an extremely popular splitting method first introduced in [18] and later proposed as a method for variational problems in [26, 28]. The basic structure and elementary convergence properties for 2-block ADMM with convex $f_{1}, f_{2}$ and linear $\mathbf{c}$ are summarized in $[10,20]$ along with numerous applications of ADMM such as power system state estimation, principle component analysis, tensor completion, and robust graphical LASSO. The classical 2-block ADMM [18, 28, 40] is typically applied as

$$
\begin{equation*}
\min _{\mathbf{x}:=\left[x_{1} ; x_{2}\right] \in \mathcal{X}} f(\mathbf{x}):=f_{1}\left(x_{1}\right)+f_{2}\left(x_{2}\right) \quad \text { s.t. } \quad \mathbf{c}(\mathbf{x}):=A_{1} x_{1}+A_{2} x_{2}-\mathbf{b}=\mathbf{0} \tag{2}
\end{equation*}
$$

with linear constraints, or $\mathbf{c}(\mathbf{x})=\mathbf{A x}-\mathbf{b}$. The feasible sets, $\mathcal{X}$ and $\left\{\mathbf{x} \mid A_{1} x_{1}+\right.$ $\left.A_{2} x_{2}=\mathbf{b}\right\}$, are typically closed convex sets; additionally $f_{1}, f_{2}$ are convex, possibly nonsmooth functions with a nonempty solution set. Recent developments [27, 32, 52] have extended ADMM convergence to multiblock, nonconvex objective functions:

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} f(\mathbf{x}) \quad \text { s.t. } \mathbf{A x}=\mathbf{b} \tag{3}
\end{equation*}
$$

for $A_{0} x_{0}+\ldots+A_{p} x_{p}=\mathbf{A x}$. In [32,52], additional structure on $f$ is often assumed, such as block-decomposable regularizers $f(\mathbf{x})=h(\mathbf{x})+\sum_{i=1}^{p} g_{i}\left(x_{i}\right)$ for $h$ smooth and $g_{i}$ possibly nonsmooth or nonconvex. The basic routine, given in Algorithm 1 with iterates $\mathbf{x}^{(k)}$ (see Section 1.2 for a definition of the
notation used), minimizes the augmented Lagrangian for (3) in each block with a given penalty parameter $\rho$ :

$$
\begin{equation*}
\mathcal{L}_{\rho}(\mathbf{x}, \mathbf{y})=f(\mathbf{x})+\mathbf{y}^{T}(\mathbf{A} \mathbf{x}-\mathbf{b})+\frac{\rho}{2}\|\mathbf{A} \mathbf{x}-\mathbf{b}\|^{2} . \tag{4}
\end{equation*}
$$

Note that our formulation (1) is more general than (3) in the admission of

```
Algorithm 1: Basic ADMM p-block splitting for (3)
    Data: function \(f\), matrix \(\mathbf{A}\), vector \(\mathbf{b}\), augmented Lagrangian parameter \(\rho>0\),
        and initial \(\mathbf{x}^{(0)}, \mathbf{y}^{(0)}\)
    Result: \(\mathbf{x} \leftarrow \arg \min _{\mathbf{x}} f(\mathbf{x})\) s.t. \(\mathbf{A x}=\mathbf{b}\) in (3)
    for \(k=0,1, \ldots\) do
        for \(i=1, \ldots, p\) do
            \(x_{i}^{(k+1)}=\arg \min _{x_{i}} \mathcal{L}_{\rho}\left(\left[\mathbf{x}_{1}^{(k)} ; \ldots x_{i}^{(k)} ; \ldots \mathbf{x}_{p}^{(k)}\right], \mathbf{y}^{(k)}\right)\)
        \(\mathbf{y}^{(k+1)}=\mathbf{y}^{(k)}+\rho\left(\mathbf{A} \mathbf{x}^{(k+1)}-\mathbf{b}\right)\)
```

nonlinear constraints $c(\mathbf{x})$. To the best of our knowledge, ADMM with wholly nonlinear constraints does not exist in the literature.

The 2-block problem is significantly different from the $p$-block problem for $p>2$, even for a convex objective $f$. For example, ADMM diverges for any $\rho$ when $p=3$ blocks and $f_{1}, f_{2}, f_{3} \equiv 0$ [11]. However, 3 -block ADMM can converge when $f_{3}$ is strongly convex with condition number $\kappa \in[1,1.0798)$ [39]. Davis and Yin [15] create a three-operator splitting algorithm that converges without strong convexity assumptions. Such operator-splitting perspectives for ADMM and its variations are discussed in [19] as well as the original ADMM texts [18]. For $p>3$, when $f_{1}, \ldots, f_{p}$ are all strongly convex and $\rho>0$ is sufficiently small, then multiblock ADMM is convergent [31]. Similar results can be seen in [35-38]. Multiblock ADMM convergence has been demonstrated through variants such as proximal ADMM [9], linearized ADMM [12, 16, 47, 56], and proximal Jacobi ADMM [16, 48, 51].

Convergence for nonconvex and possibly nonsmooth $f(\mathbf{x})$ with structure $h(\mathbf{x})+\sum_{i=0}^{p} g_{i}\left(x_{i}\right)$ is shown in [52], with applications in optimization and machine learning [57, 58]. The objective assumptions are $f(\mathbf{x})$ prox-regular; $h(\mathbf{x})$ Lipschitz differentiable; and either (1) $g_{0}$ is lower semi-continuous and $g_{i}\left(x_{i}\right)$ is restricted prox-regular for $i=1, \ldots, p$ or (2) bounded subdifferentials $\mathbf{d} \in \partial g_{0}\left(x_{0}\right)$ and $g_{i}\left(x_{i}\right)$ are continuous and piecewise linear. Additional assumptions include coercivity of the objective over the feasible set, prox-regularity [45], constraints on the image of $A_{i}$ for $i=1, \ldots, p$, and existence of Lipschitz subminimization paths. Under these assumptions, Wang et al. [52] show that Algorithm 1 with $p$ blocks converges for sufficiently large $\rho$ (with lower bound based on restricted prox-regularity parameter) for any starting point $(\mathbf{x}, \mathbf{y})$, and generates a bounded sequence with at least one limit point that is a stationary point for the augmented Lagrangian (4). If (4) is a Kurdyka-Łojasiewicz function (see [2]), then it converges globally to the unique limit point.

More recently, the authors in [32] consider (1) with regularized structure

$$
\min _{\mathbf{x}, z} f(\mathbf{x})+\sum_{i=1}^{p} g_{i}\left(x_{i}\right)+h(z) \quad \text { s.t. } \quad \sum_{i=1}^{p} A_{i} x_{i}+\mathbf{B z}=\mathbf{b}
$$

where $h$ is differentiable, $f$ is a nonconvex nonsmooth function, and $g_{i}$ are proper lower semi-continuous functions. The Kurdyka-Lojasiewicz property is used to prove global convergence of their ADMM routine with inertial updates on the primal variables. When no inertial terms are used, the algorithm reduces to ADMM that employs minimization-majorization principles in each block update. In contrast to our work, [32] and [52] have more lax assumptions (which may be unverifiable a priori) on $f$ but still require $\mathbf{c}$ to be linear. The closest ADMM routine for nonlinear c is presented in [27], which allows for the constraints to be multiaffine under a large set of assumptions on $f$, similar to [52]. An example of multiaffine ADMM comes from [30], which extends the nonconvex formulation to include bilinearly constrained optimization problems in the form of nonnegative matrix factorization (NMF). We presently generalize this to fully nonlinear $\mathbf{c}(\mathbf{x})$.

Filter methods provide an alternative to penalty methods as a way to solve nonconvex optimization problems [23]. First proposed by [21] and generalized to sequential quadratic programming methods in [22], filter methods view the objective and constraint violation as a biobjective optimization problem that jointly minimizes $f$ and $\|\mathbf{c}\|$. More recently, filter methods have been employed to force convergence of augmented Lagrangian methods for nonlinear optimization [50]; this work's algorithm restores feasibility when necessary and does not require forcing sequences for first-order error for the same conditions as our setting (1). The filter provides a mechanism to enforce feasibility via restoration and penalty parameter increases similar to [25], where a minimum $\rho_{\min }>0$ is established that depends on the eigenvalues of the Hessian of the objective and the singular values of the Jacobian. We utilize the filter's feasibility enforcement to extend ADMM's problem class to nonlinear constraints. To the best of our knowledge, the multiblock structure of our routine has not been extended to this analysis.

### 1.2 Notation

We denote $\mathbb{R}$ as the real number set, $\mathbb{R}_{+}$as the positive real numbers; other sets are represented by calligraphic letters, such as $\mathcal{X}$. The cardinality of sets is represented by $|\cdot|$. We use $\|\cdot\|$ to denote the Euclidean norm. The symbol $\rho$ is the penalty parameter; $p$ is the number of blocks. The letter $i$ is typically used to represent blocks, whereas $j, k$ represent filter/inner iteration and optimal/outer iteration indices, respectively. We use bold face (e.g., $\mathbf{x}, \mathbf{y}, \mathbf{A}$ ) to represent block vectors and matrices, unbolded type for individual blocks (e.g., $\mathbf{x}=\left[x_{1} ; \ldots ; x_{p}\right]$ ). We let $\mathbf{x}_{<i}:=\left[x_{1} ; \ldots ; x_{i-1}\right] \in \mathbb{R}^{n_{1}+n_{1}+\ldots+n_{i-1}}$ and $\mathbf{x}_{>i}:=\left[x_{i+1} ; \ldots ; x_{p}\right] \in \mathbb{R}^{n_{i+1}+\ldots+n_{p}}$ with $\mathbf{x}_{<1}$ and $\mathbf{x}_{>p}$ being null variables. If
$\mathcal{A} \subseteq \mathbb{R}^{n}$ and $\mathbf{x} \in \mathbb{R}^{n}$, then $\operatorname{dist}(\mathbf{x} ; \mathcal{A})=\inf \{\|\mathbf{a}-\mathbf{x}\| \mid \mathbf{a} \in \mathcal{A}\}$ is the Euclidean distance from $\mathbf{x}$ to $\mathcal{A}$. If $\mathcal{A}$ is closed and convex, $\operatorname{proj}_{\mathcal{A}}(\mathbf{x})$ denotes the unique projection of $\mathbf{x}$ onto $\mathcal{A}$. The symbol $\mathcal{F}$ denotes with filter, while $\mathcal{L}_{\rho}$ signifies the augmented Lagrangian with parameter $\rho$. The gradient of a function is always taken with respect to $\mathbf{x}$ and is denoted $\nabla \mathcal{L}$. The gradient of a particular block is given by $\nabla_{i} \mathcal{L} \in \mathbb{R}^{n_{i}}$. The Greek letters $\eta$ and $\omega$ represent the feasibility of the nonlinear program and the first-order error, respectively. Slightly modified notation for the block coordinate descent section is described separately in Section 4.

### 1.3 Roadmap

In Section 2, we introduce filters as an algorithm method and state our algorithm. Section 3 states the filter convergence as in [50], leaving out sufficient decrease. Section 4 proves the aforementioned sufficient decrease of block updates needed by the filter. Section 5 demonstrates our algorithm on two test cases: nonnegative matrix factorization and its completion variant. Section 6 demonstrates a highly nonlinear example where we reconstruct chemical spectra intensities.

## 2 Filters for Augmented Lagrangians

Recall that we wish to solve (1) via the Lagrangian and augmented Lagrangian

$$
\begin{equation*}
\mathcal{L}(\mathbf{x}, \mathbf{y})=f(\mathbf{x})-\mathbf{y}^{T} \mathbf{c}(\mathbf{x}), \quad \mathcal{L}_{\rho}(\mathbf{x}, \mathbf{y})=\mathcal{L}(\mathbf{x}, \mathbf{y})+\frac{\rho}{2}\|\mathbf{c}(\mathbf{x})\|^{2} . \tag{5}
\end{equation*}
$$

where $\mathbf{y} \in \mathbb{R}^{m}$ is a vector of the Lagrange multipliers associated with $\mathbf{c}(\mathbf{x})=\mathbf{0}$. The augmented Lagrangian more closely enforces feasibility by penalizing the constraint violation scaled by some parameter $\rho>0$. If we designate iterations via $k$ for penalty parameter $\rho^{(k)}$ and multipliers $\mathbf{y}^{(k)}$, minimizing $\mathcal{L}_{\rho^{(k)}}\left(\mathbf{x}, \mathbf{y}^{(k)}\right)$ over $\mathbf{x} \in \mathcal{X}$ yields the simply constrained subproblem

$$
\begin{equation*}
\min _{\mathbf{x} \in \mathcal{X}} \mathcal{L}_{\rho^{(k)}}\left(\mathbf{x}, \mathbf{y}^{(k)}\right) \tag{6}
\end{equation*}
$$

whose solution may not be unique. A basic augmented Lagrangian scheme takes steps in $\mathbf{x}$ and $\mathbf{y}$, approximately solving (6) with bounds $\mathcal{X}$ to obtain $\mathbf{x}^{(k+1)}$, and then either updating the multipliers $\mathbf{y}$ via the first-order update

$$
\begin{equation*}
\mathbf{y}^{(k+1)}=\mathbf{y}^{(k)}-\rho^{(k)} \mathbf{c}\left(\mathbf{x}^{(k+1)}\right) \tag{7}
\end{equation*}
$$

or keeping $\mathbf{y}^{(k+1)}=\mathbf{y}^{(k)}$ and increasing $\rho^{(k)}$ [25]. Augmented Lagrangian algorithms have experienced renewed interest in recent years as they have demonstrated desirable scalability properties [13, 14]. They also enjoy satisfactory convergence theory when $\mathrm{x} \in \mathcal{X}$, where $\mathcal{X}$ are simple bounds, that is, where $\mathbf{l} \leq \mathbf{x} \leq \mathbf{u}[50]$. The feasible set in (1), $\mathcal{X} \subseteq \mathbb{R}^{n}$, is assumed to admit a
well-defined projection since $\mathcal{X}$ is nonempty, closed, and convex. Simple bound constraints $\mathcal{X}=\{\mathbf{x}: \mathbf{l} \leq \mathbf{x} \leq \mathbf{u}\}$ have the projection

$$
\begin{equation*}
[\underset{\mathcal{X}}{\operatorname{proj}(\mathbf{x})}]_{i}=\min \left\{\max \left\{l_{i}, x_{i}\right\}, u_{i}\right\}, \quad i=1, \ldots, n . \tag{8}
\end{equation*}
$$

Simple restriction operators also fit within this framework. For $\mathcal{S} \subset\{1,2, \ldots, n\}$ be the set of observed entries, then a sampling operator $\mathcal{A}_{S}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ with elementwise action admits

$$
\mathcal{A}_{\mathcal{S}}(\mathbf{x})=\operatorname{proj}_{\mathcal{X}_{\mathcal{S}}}(\mathbf{x})=\left\{\begin{array}{lc}
x_{i}, \quad i \in \mathcal{S}  \tag{9}\\
0 & \text { otherwise }
\end{array}\right.
$$

where $\mathcal{X}_{\mathcal{S}}$ is defined by:

$$
\mathcal{X}_{\mathcal{S}}=\left\{x_{i}: l_{i} \leq x_{i} \leq u_{i}\right\}_{i=1, \ldots, n}, \quad \text { with } \quad\left\{\begin{array}{l}
l_{i}=-\infty, u_{i}=\infty, \quad i \in \mathcal{S} \\
l_{i}=u_{i}=0, \quad i \notin \mathcal{S}
\end{array}\right.
$$

This relationship is utilized in Section 5 when we employ completion on the set of observed image entries.

### 2.1 Optimality, Feasibility, and Filters

The first-order optimality and feasibility conditions of (1) for a local minimum $\mathbf{x}^{*}$ can be expressed by

$$
\begin{align*}
\operatorname{proj}_{\mathcal{X}}\left(\mathrm{x}^{*}-\nabla \mathcal{L}_{\rho}\left(\mathrm{x}^{*}, \mathbf{y}\right)\right) & =\mathrm{x}^{*}  \tag{10a}\\
\mathbf{c}\left(\mathrm{x}^{*}\right) & =\mathbf{0} \tag{10b}
\end{align*}
$$

where $\nabla \mathcal{L}_{\rho}(\mathbf{x}, \mathbf{y})$ is the gradient with respect to $\mathbf{x}$. Let the sequences $\eta^{(k)}$ and $\omega_{\rho}^{(k)}$ be measures of optimality and feasibility from (10),

$$
\begin{align*}
\eta(\mathbf{x}) & :=\|\mathbf{c}(\mathbf{x})\|  \tag{11a}\\
\omega_{\rho}(\mathbf{x}, \mathbf{y}) & :=\left\|\underset{\mathcal{X}}{\operatorname{proj}}\left(\mathbf{x}-\nabla \mathcal{L}_{\rho}(\mathbf{x}, \mathbf{y})\right)-\mathbf{x}\right\| . \tag{11b}
\end{align*}
$$

We note that $\omega_{0}(\mathbf{x}, \mathbf{y})$ is the dual feasibility error of the problem (1). We use $\omega_{0}$ because (7) implies that $\nabla \mathcal{L}\left(\mathbf{x}^{(k+1)}, \mathbf{y}^{(k+1)}\right)=\nabla \mathcal{L}_{\rho^{(k)}}\left(\mathbf{x}^{(k+1)}, \mathbf{y}^{(k)}\right)$ and hence from [50] we observe that $\omega_{0}\left(\mathbf{x}^{(k+1)}, \mathbf{y}^{(k+1)}\right)=\omega_{\rho^{(k)}}\left(\mathbf{x}^{(k+1)}, \mathbf{y}^{(k)}\right)$, which is the dual feasibility error of (6). The augmented Lagrangian filter, denoted $\mathcal{F}$, monitors the dual infeasibility error of the original problem while solving (6).

Definition 2.1 (Augmented Lagrangian Filter and Acceptance) A filter $\mathcal{F}$ is a list of pairs $\left(\eta^{(l)}, \omega^{(l)}\right):=\left(\eta\left(\mathbf{x}^{(l)}\right), \omega_{0}\left(\mathbf{x}^{(l)}, \mathbf{y}^{(l)}\right)\right)$ such that no pair dominates another pair; i.e., there exist no pairs $\left(\eta^{(l)}, \omega^{(l)}\right),\left(\eta^{(k)}, \omega^{(k)}\right), l \neq k$ such that $\eta^{(l)} \leq \eta^{(k)}$ and $\omega^{(l)} \leq \omega^{(k)}$. A point $(\mathbf{x}, \mathbf{y})$ is acceptable to the filter $\mathcal{F}$ iff for $0<\gamma, \beta<1$,

$$
\begin{equation*}
\eta(\mathbf{x}) \leq \beta \eta^{(l)} \quad \text { or } \quad \omega_{0}(\mathbf{x}, \mathbf{y}) \leq \omega^{(l)}-\gamma \eta(\mathbf{x}), \forall\left(\eta^{(l)}, \omega^{(l)}\right) \in \mathcal{F} . \tag{12}
\end{equation*}
$$

The mechanism of the filter forces new updates to either (i) push $\eta(\mathbf{x}) \rightarrow 0$ or (ii) push $\omega_{0}(\mathbf{x}, \mathbf{y}) \rightarrow 0$ and $\eta(\mathbf{x}) \rightarrow 0$, guaranteeing a feasible if not also first-order optimal solution. Per the conclusions in [50], the filter envelope parameters ensure both that iterates do not accumulate at points where $\eta>0$. Additionally, the multipliers need not remain bounded and our convergence proof assumes that there are no feasible points at infinity.

### 2.2 ADMM-Filter Algorithm

We extend [50, Algorithm 2] to block descent primal updates, which yields an ADMM-like scheme. Within this algorithm, we use two primary iteration notations: $k$ for outer/optimal iterations and $j$ for inner/filter iterations. The outer ( $k$-indexed) iterations are used to test first-order optimality, feasibility, and overall convergence denoted by $\mathbf{x}^{(k)}$. The inner ( $j$-indexed) iterations taken within the filter until we reach filter acceptability as defined in Definition 2.1 are denoted by $\mathbf{x}^{(j)}$. Our ADMM-Filter method, formally described in Algorithm 2, can apply multiple forms of block descent. Line 6 of Algorithm 2 chooses a descent direction that obtains sufficient decrease as defined by

$$
\begin{equation*}
\Delta \mathcal{L}_{\rho^{(k)}}^{(j)}:=\mathcal{L}_{\rho^{(k)}}\left(\mathbf{x}^{(j)}, \mathbf{y}^{(k)}\right)-\mathcal{L}_{\rho^{(k)}}\left(\mathbf{x}^{(j+1)}, \mathbf{y}^{(k)}\right) \geq \sigma \omega_{\rho^{(k)}}\left(\mathbf{x}^{(j)}, \mathbf{y}^{(k)}\right) \tag{13}
\end{equation*}
$$

for $\sigma \in(0,1]$. We detail ways of achieving this decrease in Section 4. Briefly, (13) can be satisfied by selecting the single block projected gradient step from $\mathbf{x}^{(j)}$ which yields the largest predicted decrease of the augmented Lagrangian. Another method is to simply run one cycle of projected gradient decent in each block, or, as in ADMM, minimize in each block. Unless we are stationary in every block, such a descent direction will exist for at least one block. In Sections 5 and 6 , we utilize cyclic block projected gradient descent for early filter iterations and cyclic minimization for later iterations; empirically, we find this improves performance as similar progress can be made earlier in the filter iteration at a cheaper cost. The filter step is used to gauge whether the decrease from (13) yielded by the primal block-coordinate descent step successfully makes progress toward first-order optimality and feasibility. If not, we check restoration conditions [50, Eqs. (3.15) and (3.16)]:

$$
\begin{gather*}
\eta(\mathbf{x})=\eta\left(\mathbf{x}^{(j+1)}\right) \geq \beta U  \tag{14a}\\
\omega_{\rho^{(k)}}\left(\mathbf{x}^{(j+1)}, \mathbf{y}^{(k)}\right) \leq \epsilon \quad \text { and } \quad \eta\left(\mathbf{x}^{(j+1)}\right) \geq \beta \eta_{\min } \tag{14b}
\end{gather*}
$$

which, if satisfied, trigger a restoration phase that either: (i) finds a feasible point and increases the penalty parameter, or (ii) minimizes the constraints and terminates. We use the penalty parameter update scheme

$$
\begin{equation*}
\zeta=\max \left(1.1,\left(\eta^{(j)}\right)^{2} / \Delta \mathcal{L}_{\rho^{(k)}}^{(j)}\right), \tag{15}
\end{equation*}
$$

where $\left(\eta^{(j)}\right)^{2} / \Delta \mathcal{L}_{\rho^{(k)}}^{(j)}$ is motivated by [50, Lemma 6 and Equation 4.2]; it is and aggressive scaling which exhibits the best performance when $\rho^{(k)}$ is poor,
i.e. too small. We stop when the first-order error (11b) and feasibility (11a) are less than some $\epsilon \in(0,1)$

$$
\begin{equation*}
\omega_{0}\left(\mathbf{x}^{(k)}, \mathbf{y}^{(k)}\right)<\epsilon \quad \text { and } \quad \eta\left(\mathbf{x}^{(k)}\right)<\epsilon \tag{16}
\end{equation*}
$$

```
Algorithm 2: ADMM-F for (1)
    Data: Functions \(f\) and \(\mathbf{c},\left(\mathbf{x}^{(0)}, \mathbf{y}^{(0)}\right), \rho^{(0)}\), and \(k \leftarrow 0\).
    while \(\left(\mathbf{x}^{(k)}, \mathbf{y}^{(k)}\right)\) not optimal according to (16) do
        \(j \leftarrow 0\), Restflag \(\leftarrow 0 ;\)
        Declare temporary variable: \(\mathbf{x}^{(j)} \leftarrow \mathbf{x}^{(k)}\);
        while \(\left(\eta^{(j)}, \omega^{(j)}\right)\) not acceptable to \(\mathcal{F}_{k}\) do
            if \(j=0\) then
                Find \(\mathbf{x}^{(j+1)}\) to satisfy (13) // sufficient-decrease step
            else
                    for \(i=1, \ldots, p / / \mathrm{min}\) each of \(p\) blocks
                    do
                    \(x_{i}^{(j+1)} \leftarrow \arg \min _{x_{i} \in \mathcal{X}_{i}} \mathcal{L}_{\rho^{(k)}}\left(\left[\mathbf{x}_{<i}^{(j+1)} ; x_{i} ; \mathbf{x}_{>i}^{(j)}\right], \mathbf{y}^{(k)}\right) ;\)
            \(j \leftarrow j+1 ;\)
        if Restoration condition (14) holds then
            Restflag \(\leftarrow 1\);
            Find \(\mathbf{x}^{(j+1)}\) s.t. \(\left(\eta^{(j+1)}, \omega^{(j+1)}\right) \in \mathcal{F}_{k}\), // exits Filter
            or \(\mathbf{x}^{(j+1)} \leftarrow \arg \min _{\mathbf{x} \in \mathcal{X}}\|\mathbf{c}(\mathbf{x})\|^{2} / /\) terminates algorithm
            \(j \leftarrow j+1 ;\)
        else
            Compute \(\omega_{\rho^{(k)}}\left(\mathbf{x}^{(j)}, \mathbf{y}^{(k)}\right), \eta\left(\mathbf{x}^{(j)}, \mathbf{y}^{(k)}\right) ;\)
        Update: \(\left(\mathbf{x}^{(k+1)}, \mathbf{y}^{(k+1)}\right) \leftarrow\left(\mathbf{x}^{(j)}, \mathbf{y}^{(k)}-\rho^{(k)} \mathbf{c}\left(\mathbf{x}^{(j)}\right)\right)\);
        if \(\eta^{(k)}>0\) then
            Update: \(\left(\eta^{(k)}, \omega^{(k)}\right) \leftarrow\left(\omega_{0}\left(\mathbf{x}^{(k+1)}, \mathbf{y}^{(k+1)}\right), \eta\left(\mathbf{x}^{(k+1)}, \mathbf{y}^{(k+1)}\right)\right)\);
            \(\mathcal{F}_{k+1} \leftarrow\left\{\left(\eta^{(k)}, \omega^{(k)}\right)\right\} \cup \mathcal{F}_{k}\), ensuring \(\eta_{\ell}>0 \forall \ell \in \mathcal{F}_{k+1} ;\)
        if Restflag \(=1\) then
            Increase Penalty \(\rho^{(k+1)} \leftarrow \zeta \rho^{(k)}\) for \(\zeta\) defined in (15);
        \(k \leftarrow k+1 ;\)
```


## 3 Global Convergence Proof

We make the following assumption from [50].
Problem Assumption 3.1 (Differentiability and Set Compactness)
Assume that $f$ and $\mathbf{c}$ in (1) are twice continuously differentiable, and the constraint norm satisfies $\|\mathbf{c}(\mathbf{x})\| \rightarrow \infty$ as $\|\mathbf{x}\| \rightarrow \infty$.

Problem Assumption 3.1 implies that $f, \mathbf{c}$, and their derivatives are bounded for all iterates, and that our iterates remain in a compact set, which can be replaced by optimizing over finite bounds $\mathbf{l} \leq \mathbf{x} \leq \mathbf{u}$. Algorithm 2 has three distinct outcomes (see [50]):

1. there exists an infinite sequence of restoration phase iterates $\mathbf{x}^{\left(k_{\ell}\right)}$, indexed by $\mathcal{R}:=\left\{k_{1}, k_{2}, \ldots\right\}$, whose limit point $\mathbf{x}^{*}:=\lim _{\ell \rightarrow \infty} \mathbf{x}^{\left(k_{\ell}\right)}$ minimizes the constraint violation, satisfying $\eta\left(\mathrm{x}^{*}\right)>0$;
2. there exists an infinite sequence of successful major iterates $\mathbf{x}^{\left(k_{l}\right)}$, indexed by $\mathcal{S}:=\left\{k_{1}, k_{2}, \ldots\right\}$, and the linear independence constraint qualification (LICQ) fails to hold at the limit $\mathbf{x}^{*}:=\lim _{\ell \rightarrow \infty} \mathbf{x}^{\left(k_{\ell}\right)}$, which is a Fritz-John (FJ) point of (1);
3. there exists an infinite sequence of successful major iterates $\mathbf{x}^{\left(k_{l}\right)}$, indexed by $\mathcal{S}:=\left\{k_{1}, k_{2}, \ldots\right\}$, and LICQ holds at the limit $\mathbf{x}^{*}:=\lim _{\ell \rightarrow \infty} \mathbf{x}^{\left(k_{\ell}\right)}$, which is a Karush-Kuhn-Tucker (KKT) point of (1).
The entire proof for filter convergence for the setting (1) is given in [50], which we briefly summarize here. We have from [50, Lemma 2 and 3] that $\mathbf{x}^{(k)}$ and $\mathbf{x}^{(j)}$ remain in a compact set, and there exists a neighborhood around $(\eta, \omega)=(0,0)$ that does not contain any filter entries. [50, Lemma 4] proves that filter iterations are finite, while [50, Lemma 5 and Lemma 6] imply that $\eta_{k} \rightarrow 0$ and $\omega_{k} \rightarrow 0$ for an infinite number of outer/optimal iterations with $\rho^{(k)}<\infty$. The result in [50, Lemma 7] proves that when $\rho^{(k)} \rightarrow \infty$, any limit point $\mathbf{x}^{(k)} \rightarrow x^{*}$ is a FJ point, and a KKT point if the LICQ holds. It may be possible to extend the setting of (1) to $f, \mathbf{c}$ Lipschitz continuous by showing [24, Theorem 2.5] can work for such function settings; we leave this for future work. Our context is the same as [50] but with a block coordinate sufficient decrease condition instead of a single step [50, Lemma 6]. Therefore, it remains to prove that block coordinate descent steps satisfy (13); this is shown next in Section 4. With that result in hand, we cite below the proof of convergence for Algorithm 2.
Theorem 3.1 ([50, Theorem 1]) Under Problem Assumption 3.1, either (i) Algorithm 2 terminates after a finite number of iterations at a KKT point, (i.e., for some finite $k, \mathbf{x}^{(k)}$ is a first-order stationary point with $\eta\left(\mathbf{x}^{(k)}\right)=0$ and $\omega_{0}\left(\mathbf{x}^{(k)}, \mathbf{y}^{(k)}\right)=0$ ), or (ii) there exists an infinite sequence of iterates $\mathbf{x}^{(k)}$ and any limit point $\mathbf{x}^{(k)} \rightarrow \mathbf{x}^{*}$ that satisfy one of the following:
4. The penalty parameter is updated finitely often, and $\mathbf{x}^{*}$ is a KKT point.
5. There exists an infinite sequence of restoration steps at which the penalty parameter is updated. If $\mathbf{x}^{*}$ satisfies the LICQ, it is a KKT point; otherwise, it is an FJ point.
6. The restoration phase converges to a minimum of the constraint violation.

## 4 Sufficient Decrease with Block Coordinate Descent

Our goal now is to explore efficient coordinate descent update rules that satisfy sufficient decrease (13) for Line 6 of Algorithm 2. Coordinate-descent [17,
$42,43]$ and block coordinate descent $[8,29,41,42,44]$ have a rich body of literature, with many recent advancements made in nonconvex variants. We utilize basic concepts from [5, 7, 42] to prove that we attain (13).

To avoid difficult subscript notation in our proof, we make several concessions by following the style of [5]. We shorten $\mathcal{L}\left(\mathbf{x}^{(j)}\right):=\mathcal{L}_{\rho^{(k)}}\left(\mathbf{x}^{(j)}, \mathbf{y}^{(k)}\right)$ as $\mathbf{y}$ and $\rho$ are not being altered. We also define the selection matrices $\boldsymbol{E}_{i} \in \mathbb{R}^{n \times n_{i}}$, $i=1, \ldots, p$ for which $\left[\boldsymbol{E}_{1}, \boldsymbol{E}_{2}, \ldots, \boldsymbol{E}_{p}\right]=\boldsymbol{I}_{n}$. Our block notation can then also be written as $x_{i}^{(j)}=\boldsymbol{E}_{i}^{T} \mathbf{x}^{(j)}$ for all $i$, and $\mathbf{x}^{(j)}=\sum_{i=1}^{p} \boldsymbol{E}_{i} x_{i}^{(j)}$. The partial block derivatives $\nabla_{i} \mathcal{L}(\mathbf{x})=\boldsymbol{E}_{i}^{T} \nabla \mathcal{L}(\mathbf{x}) \in \mathbb{R}^{n_{i}}$ denote the gradient of $\mathcal{L}$ with respect to the $x_{i}$. The gradient $\nabla_{i} \mathcal{L}\left(\mathbf{x}^{(j)}\right)$ takes in the whole vector because $\mathcal{L}(\cdot)$ can be nonlinear, but the block-selection and projection onto $\mathcal{X}_{i}$ is separable. We establish sufficient decrease in multiple ways: (1) via taking the "maximal" projected-gradient (PG) step that yields the largest decrease on the Lagrangian, (2) cyclically taking PG steps through all the blocks, and (3) minimizing in all the blocks.

### 4.1 Maximally Projected Gradient Descent Direction

We use the concept of sufficient decrease with PG descent as in [42, Section 9.3]. Throughout this subsection, we define the primal variable updated in the $i$ th block to be $\mathbf{x}_{i}^{(j+1)}=\left[\mathbf{x}_{<i}^{(j)}, x_{i}^{(j+1)}, \mathbf{x}_{>i}^{(j)}\right]$. We also need to enunciate some basic aspects of the block-separable functions and projection operators.
Definition 4.1 (Block-Lipschitz Continuity: [5, Lemma 3.2]) Suppose that $\mathcal{L}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a continuously differentiable function over $\mathbb{R}^{n}$ that is block-Lipschitz in the $i$ th component:

$$
\left\|\nabla_{i} \mathcal{L}\left(\mathbf{x}^{(j)}\right)-\nabla_{i} \mathcal{L}\left(\mathbf{x}_{i}^{(j+1)}\right)\right\| \leq L_{i}\left\|x_{i}^{(j+1)}-x^{(j)}\right\|
$$

for block-Lipschitz constant $L_{i}>0$. Because $\mathcal{L}(\cdot)$ is continuously differentiable, we have the global upper bound for blocks that differ only up to the $i$-component:

$$
\begin{equation*}
\mathcal{L}\left(\mathbf{x}_{i}^{(j+1)}\right) \leq \mathcal{L}\left(\mathbf{x}^{(j)}\right)+\nabla_{i} \mathcal{L}\left(\mathbf{x}^{(j)}\right)^{T}\left(x_{i}^{(j+1)}-x^{(j)}\right)+\frac{L_{i}}{2}\left\|x_{i}^{(j+1)}-x^{(j)}\right\|^{2} \tag{17}
\end{equation*}
$$

Since $f$ and $\mathbf{c}$ are twice continuously differentiable, $\mathcal{L}(\cdot)$ is also twice continuously differentiable. Note that (17) can easily be extended to show that $\mathcal{L}(\cdot)$ is Lipschitz continuous with constant $L=\sum_{i=1}^{p} L_{i}$. We now define the PG step taken via backtracking Armijo line search along the projection arc

$$
\begin{equation*}
x_{i}^{(j+1)} \leftarrow \underset{\mathcal{X}_{i}}{\operatorname{proj}}\left(x_{i}^{(j)}-\alpha_{i} \nabla_{i} \mathcal{L}\left(\mathbf{x}^{(j)}\right)\right) \tag{18a}
\end{equation*}
$$

and the resulting direction in component $x_{i}$

$$
\begin{equation*}
d_{i}\left(\mathbf{x}^{(j)}, \alpha_{i}\right):=\underset{\mathcal{X}_{i}}{\operatorname{proj}}\left(x_{i}^{(j)}-\alpha_{i} \nabla_{i} \mathcal{L}\left(\mathbf{x}^{(j)}\right)\right)-x_{i}^{(j)}=x_{i}^{(j+1)}-x_{i}^{(j)} \tag{18b}
\end{equation*}
$$

to be the block update and block step (with $d_{i} \in \mathbb{R}^{n_{i}}$ ). Note that these directions are all taken from the initial point $\mathbf{x}^{(j)}$. [7, Proposition 3.3.3] guarantees that $\forall \mathbf{x} \in \mathcal{X}, \exists \alpha_{i}^{\max }>0$ such that (20) is satisfied $\forall \alpha_{i} \in\left[0, \alpha_{i}^{\max }\right]$. In practice, we do not compute $\alpha_{i}^{\max }$; we instead start with $\alpha_{i}=1$ and backtrack. The $i$ th block vector updates are

$$
\begin{equation*}
\mathbf{x}_{i}^{(j+1)}:=\mathbf{x}^{(j)}+\boldsymbol{E}_{i} d_{i}\left(\mathbf{x}^{(j)}, \alpha_{i}\right) \tag{19}
\end{equation*}
$$

A block is "stationary" when $d_{i}\left(\mathbf{x}^{(j)}, \alpha_{i}\right)=0$, and the backtracking line search satisfies

$$
\begin{equation*}
\mathcal{L}\left(\mathbf{x}^{(j)}\right)-\mathcal{L}\left(\mathbf{x}_{i}^{(j+1)}\right) \geq-\sigma \nabla_{i} \mathcal{L}\left(\mathbf{x}^{(j)}\right)^{T} d_{i}\left(\mathbf{x}^{(j)}, \alpha_{i}\right) \tag{20}
\end{equation*}
$$

for some $\sigma \in(0,1)[3,7]$. Monotonicity of the projection operator [3, Theorem 3.14] allows us to show

$$
\begin{equation*}
\left\|d_{i}\left(\mathbf{x}^{(j)}, \alpha_{i}\right)\right\|^{2} \leq-\alpha_{i} \nabla_{i} \mathcal{L}\left(\mathbf{x}^{(j)}\right)^{T} d_{i}\left(\mathbf{x}^{(j)}, \alpha_{i}\right), \tag{21}
\end{equation*}
$$

which we can use in conjunction with (20) to get the lower bound

$$
\begin{equation*}
\mathcal{L}\left(\mathbf{x}_{i}^{(j)}\right)-\mathcal{L}\left(\mathbf{x}_{i}^{(j+1)}\right) \geq \frac{\sigma}{\alpha_{i}}\left\|d_{i}\left(\mathbf{x}^{(j)}, \alpha_{i}\right)\right\|^{2} . \tag{22}
\end{equation*}
$$

To ensure these updates are bounded, we need to show $\alpha_{i}>0$.
Proposition 4.1 (Projected Gradient Stepsize Bound) For nonstationary blocks, the stepsize $\alpha_{i}$ produced by the Armijo line search step given by (20) is bounded away from zero.

Proof Since $\mathcal{L}(\cdot)$ is Lipschitz continuous, then $\forall \alpha_{i}$ (17) with (21) yields

$$
\mathcal{L}\left(\mathbf{x}_{i}^{(j+1)}\right)-\mathcal{L}\left(\mathbf{x}^{(j)}\right) \leq\left(\frac{L_{i}}{2}-\frac{1}{\alpha_{i}}\right)\left\|d_{i}\left(\mathbf{x}^{(j)}, \alpha_{i}\right)\right\|^{2}
$$

Subtracting the negation of (22) from the above establishes

$$
0 \leq\left\|d_{i}\left(\mathbf{x}^{(j)}, \alpha_{i}\right)\right\|^{2}\left(\frac{L_{i}}{2}-\frac{1}{\alpha_{i}}+\frac{\sigma}{\alpha_{i}}\right) \quad \text { or } \quad 0<\frac{2(1-\sigma)}{L_{i}} \leq \alpha_{i},
$$

as $L_{i}>0$ by definition and we choose $\sigma \in(0,1)$.
Finally, we have the following lemma from [4, Theorem 10.9] that

$$
\begin{align*}
\alpha_{2}^{-1}\left\|d_{i}\left(\mathbf{x}^{(j)}, \alpha_{2}\right)\right\| & \geq \alpha_{1}^{-1}\left\|d_{i}\left(\mathbf{x}^{(j)}, \alpha_{1}\right)\right\|, \\
\left\|d_{i}\left(\mathbf{x}^{(j)}, \alpha_{2}\right)\right\| & \leq\left\|d_{i}\left(\mathbf{x}^{(j)}, \alpha_{1}\right)\right\| \tag{23}
\end{align*}
$$

for $\alpha_{1} \geq \alpha_{2}$. To prove sufficient decrease (13), we first define the set of directions yielded by block PG. Let the set $\mathcal{E}$ consist of the generalized gradient (or scaled PG step)

$$
\mathcal{E}=\left\{i=1, \ldots, p \mid \alpha_{i}^{-1} \boldsymbol{E}_{i} d_{i}\left(\mathbf{x}^{(j)}, \alpha_{i}\right)\right\}
$$

Unless we are stationary, at least one direction $\xi \in \mathcal{E}$ will yield

$$
\begin{equation*}
\cos \theta=\frac{-\sigma \nabla \mathcal{L}\left(\mathbf{x}^{(j)}\right)^{T} \xi}{\left\|\nabla \mathcal{L}\left(\mathbf{x}^{(j)}\right)\right\|\|\xi\|} \geq \frac{-\sigma \nabla \mathcal{L}\left(\mathbf{x}^{(j)}\right)^{T} \xi}{L \sum_{i=1}^{p}\left\|\xi_{i}\right\|}>\delta>0 \tag{24}
\end{equation*}
$$

We therefore select $\xi \in \mathcal{E}$ as in [42, Section 9.3]

$$
\begin{equation*}
\kappa(\mathcal{E}):=\min _{v \in \mathbb{R}^{n}} \max _{\xi \in \mathcal{E}} \frac{v^{T} \xi}{\|v\|\|\xi\|} \geq \delta \tag{25}
\end{equation*}
$$

However, $v \equiv \nabla \mathcal{L}\left(\mathbf{x}^{(j)}\right)$ is fixed in our case; we are simply maximizing over the directions $\xi \in \mathcal{E}$. We now show that picking the block PG step that produces the largest decrease satisfies sufficient decrease criteria (13).

Lemma 4.1 [Largest Block PG Step Satisfies Sufficient Decrease] Let $\left\{\mathbf{x}^{(j)}\right\}_{j \geq 0}$ be the sequence generated by taking the projected gradient step (18) and direction $\xi \in \mathcal{E}$ that satisfies (25) such that $\mathbf{x}^{(j+1)} \equiv \mathbf{x}_{i}^{(j+1)}=\mathbf{x}^{(j)}+\alpha_{i} \xi$ from (19). Then for every $j=0,1,2, \ldots$,

$$
\begin{equation*}
\mathcal{L}\left(\mathbf{x}^{(j)}\right)-\mathcal{L}\left(\mathbf{x}^{(j+1)}\right) \geq \tilde{\sigma} \omega_{\rho^{(k)}}\left(\mathbf{x}^{(j)}, \mathbf{y}^{(k)}\right) \tag{26}
\end{equation*}
$$

for $\tilde{\sigma} \in(0,1)$.
Proof From the Armijo descent criteria (20) and our angle criteria (24),

$$
\begin{aligned}
\mathcal{L}\left(\mathbf{x}^{(j)}\right)-\mathcal{L}\left(\mathbf{x}^{(j+1)}\right) & \geq-\sigma \nabla \mathcal{L}\left(\mathbf{x}^{(j)}\right)^{T} \boldsymbol{E}_{i} d_{i}\left(\mathbf{x}^{(j)}, \alpha_{i}\right) \\
& \geq \sigma \alpha_{i} \delta L\left(\sum_{\ell=1}^{p} \alpha_{\ell}^{-1}\left\|d_{\ell}\left(\mathbf{x}^{(j)}, \alpha_{\ell}\right)\right\|\right) \\
& \geq \sigma \alpha_{i} \delta L\left(\sum_{\ell=1}^{p}\left\|\operatorname{proj}_{\mathcal{X}_{\ell}}\left(x_{\ell}^{(j)}-\nabla_{\ell} \mathcal{L}\left(\mathbf{x}^{(j)}\right)\right)-x_{\ell}^{(j)}\right\|\right) \\
& \geq \sigma \alpha_{i} \delta L \omega_{\rho^{(k)}}\left(\mathbf{x}^{(j)}, \mathbf{y}^{(k)}\right)
\end{aligned}
$$

where we used our lower bound on $\cos \theta$ and $\|\xi\|$ for $\xi \in \mathcal{E}$, and (23) respectively. Since $\sigma \delta L \alpha_{i} \geq 2 \delta \sigma(1-\sigma)=\tilde{\sigma}$ from Proposition 4.1, we have that $\tilde{\sigma} \in(0, .5)$ as $\delta \leq 1$.

Therefore, simply taking the block projected gradient step that maximizes (24) on our augmented Lagrangian will yield sufficient decrease needed for [50, Lemma 6] and Theorem 3.1. Note that we do not require knowledge of the constant in front of $\omega_{\rho^{(k)}}\left(\mathbf{x}^{(j)}, \mathbf{y}^{(k)}\right)$; this proof shows that such a strictly positive constant exists based on the Armijo line search criteria and Lipschitz constants of $\mathcal{L}(\cdot)$.
4.2 Cyclic Projected Gradient Descent

We can use similar methodology to show that one cycle of unique block coordinate PG descent yields sufficient decrease. First, we need to update our notation to reflect the changing nature of $\mathbf{x}^{(j)}$; define the primal variable updated up to the $i$ th block as $\mathbf{x}_{i}^{(j)}=\left[\mathbf{x}_{<i}^{(j+1)}, x_{i}^{(j)}, \mathbf{x}_{>i}^{(j)}\right]$. The block vector and step updates are given by

$$
\begin{align*}
\mathbf{x}_{i+1}^{(j)} & :=\mathbf{x}_{i}^{(j)}+\boldsymbol{E}_{i} d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)  \tag{27a}\\
\mathbf{x}^{(j+1)} & :=\mathbf{x}^{(j)}+\sum_{i=1}^{p} \boldsymbol{E}_{i} d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right) \tag{27b}
\end{align*}
$$

where $d_{i}\left(\mathbf{x}^{(j)}, \alpha_{i}\right)$ now satisfies the Armijo descent condition

$$
\begin{equation*}
\mathcal{L}\left(\mathbf{x}^{(j)}\right)-\mathcal{L}\left(\mathbf{x}_{i+1}^{(j)}\right) \geq-\sigma \nabla_{i} \mathcal{L}\left(\mathbf{x}_{i}^{(j)}\right)^{T} d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right) \tag{28}
\end{equation*}
$$

Similar to Section 4.1, the same block-Lipschitz continuous property holds Definition 4.1 for different Lipschitz constants, as does Proposition 4.1 for new $\alpha_{i}$. Since every $d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)$ is a descent direction for the $i$ th block, $\cos (\theta) \geq 0$ as given by (24). Because we are not stationary, at least one of these directions will be nonzero.

Lemma 4.2 [Cyclic Block PG Step Satisfies Sufficient Decrease] Let $\left\{\mathbf{x}^{(j)}\right\}_{j \geq 0}$ be the sequence generated by cycling through PG steps (27). Then for every $j=0,1,2, \ldots$,

$$
\begin{equation*}
\mathcal{L}\left(\mathbf{x}^{(j)}\right)-\mathcal{L}\left(\mathbf{x}^{(j+1)}\right) \geq \tilde{\sigma} \omega_{\rho^{(k)}}\left(\mathbf{x}^{(j)}, \mathbf{y}^{(k)}\right) \tag{29}
\end{equation*}
$$

for $\tilde{\sigma} \in(0,1)$
Proof Since we are cycling through blocks, we define each $i$ th PG step satisfies (28) and also produces an angle

$$
\cos \theta=\frac{-\sigma \nabla \mathcal{L}\left(\mathbf{x}_{i}^{(j)}\right)^{T} \boldsymbol{E}_{i} d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)}{\left\|\nabla \mathcal{L}\left(\mathbf{x}_{i}^{(j)}\right)\right\|\left\|d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)\right\|} \geq \frac{-\sigma \nabla_{i} \mathcal{L}\left(\mathbf{x}_{i}^{(j)}\right)^{T} d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)}{L\left\|d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)\right\|} \geq \delta_{i} \geq 0 .
$$

Because we are not stationary, there exists at least one block where $\delta_{i}>0$. For each $i$, we have that

$$
\begin{aligned}
\mathcal{L}\left(\mathbf{x}_{i}^{(j)}\right)-\mathcal{L}\left(\mathbf{x}_{i+1}^{(j)}\right) & \geq-\sigma \nabla \mathcal{L}\left(\mathbf{x}_{i}^{(j)}\right)^{T} \boldsymbol{E}_{i}^{T} d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right) \\
& \geq \sigma L \delta_{i} \alpha_{i}\left(\alpha_{i}^{-1}\left\|d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)\right\|\right) .
\end{aligned}
$$

Summing over $i=1, \ldots, p$, we have that

$$
\begin{equation*}
\mathcal{L}\left(\mathbf{x}^{(j)}\right)-\mathcal{L}\left(\mathbf{x}^{(j+1)}\right) \geq \sigma L \sum_{i=1}^{p} \frac{\delta_{i} \alpha_{i}}{\alpha_{i}}\left\|d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)\right\| \tag{30}
\end{equation*}
$$

Utilizing a similar proof technique as in [5, Lemma 3.3], we have that for all $i=1, \ldots, p$,

$$
\begin{aligned}
&\left\|d_{i}\left(\mathbf{x}^{(j)}, \alpha_{i}\right)\right\| \leq\left\|d_{i}\left(\mathbf{x}^{(j)}, \alpha_{i}\right)-d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)\right\|+\left\|d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)\right\| \\
& \leq\left\|\operatorname{proj}_{\mathcal{X}_{i}}\left(x_{i}^{(j)}-\alpha_{i} \nabla_{i} \mathcal{L}\left(\mathbf{x}^{(j)}\right)\right)-\operatorname{proj}_{\mathcal{X}_{i}}\left(x_{i}^{(j)}-\alpha_{i} \nabla_{i} \mathcal{L}\left(\mathbf{x}_{i}^{(j)}\right)\right)\right\| \\
& \ldots+\left\|d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)\right\| \\
& \leq\left\|x_{i}^{(j)}-x_{i}^{(j)}+\alpha_{i}\left(\nabla_{i} \mathcal{L}\left(\mathbf{x}_{i}^{(j)}\right)-\nabla_{i} \mathcal{L}\left(\mathbf{x}^{(j)}\right)\right)\right\|+\left\|d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)\right\| \\
& \leq\left\|\nabla_{i} \mathcal{L}\left(\mathbf{x}^{(j)}\right)-\nabla_{i} \mathcal{L}\left(\mathbf{x}_{i}^{(j)}\right)\right\|+\left\|d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)\right\| \\
& \leq\left\|\nabla \mathcal{L}\left(\mathbf{x}^{(j)}\right)-\nabla \mathcal{L}\left(\mathbf{x}_{i}^{(j)}\right)\right\|+\left\|d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)\right\|,
\end{aligned}
$$

where we use the Cauchy-Schwarz inequality and nonexpansivity of the projection operator, noting that $\alpha_{i} \leq 1$. We can use Lipschitz continuity to further reduce the inequality to the sum of the steps

$$
\begin{aligned}
\left\|d_{i}\left(\mathbf{x}^{(j)}, \alpha_{i}\right)\right\| & \leq L\left\|\mathbf{x}^{(j)}-\mathbf{x}_{i}^{(j)}\right\|+\left\|d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)\right\| \\
& \leq L\left\|\sum_{l=1}^{i} \boldsymbol{E}_{l} d_{l}\left(\mathbf{x}_{l}^{(j)}, \alpha_{\ell}\right)\right\|+\left\|d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)\right\| \\
& \leq L\left(\sum_{l=1}^{i}\left\|\boldsymbol{E}_{l} d_{l}\left(\mathbf{x}_{l}^{(j)}, \alpha_{\ell}\right)\right\|\right)+\left\|d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)\right\|,
\end{aligned}
$$

again utilizing the Cauchy-Schwarz inequality and (27). Simplifying, we get

$$
\begin{equation*}
\left\|d_{i}\left(\mathbf{x}^{(j)}, \alpha_{i}\right)\right\| \leq L\left(\sum_{l=1}^{i}\left\|d_{l}\left(\mathbf{x}_{l}^{(j)}, \alpha_{\ell}\right)\right\|\right)+\left\|d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)\right\| \tag{31}
\end{equation*}
$$

Now we sum (31) over $p$ with the necessary coefficients

$$
\begin{aligned}
\sum_{i=1}^{p} \frac{\delta_{i} \alpha_{i}}{\alpha_{i}}\left\|d_{i}\left(\mathbf{x}^{(j)}, \alpha_{i}\right)\right\| & \leq \sum_{i=1}^{p} \frac{\delta_{i} \alpha_{i}}{\alpha_{i}}(1+(p+1-i) L)\left\|d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)\right\| \\
& \leq(1+L(p+1)) \sum_{i=1}^{p} \frac{\delta_{i} \alpha_{i}}{\alpha_{i}}\left\|d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)\right\|
\end{aligned}
$$

where the latter inequality comes from (23). We can combine this with (30)

$$
\begin{aligned}
\mathcal{L}\left(\mathbf{x}^{(j)}\right)-\mathcal{L}\left(\mathbf{x}^{(j+1)}\right) & \geq \sigma L \sum_{i=1}^{p} \frac{\delta_{i} \alpha_{i}}{\alpha_{i}}\left\|d_{i}\left(\mathbf{x}_{i}^{(j)}, \alpha_{i}\right)\right\| \\
& \geq \frac{\sigma L}{1+L(p+1)} \sum_{i=1}^{p} \frac{\delta_{i} \alpha_{i}}{\alpha_{i}}\left\|d_{i}\left(\mathbf{x}^{(j)}, \alpha_{i}\right)\right\| \\
& \geq \frac{\sigma L}{1+L(p+1)} \sum_{i=1}^{p} \delta_{i} \alpha_{i}\left\|\operatorname{proj}_{\mathcal{X}_{i}}\left(x_{i}-\nabla_{i} \mathcal{L}\left(\mathbf{x}^{(j)}\right)\right)-x_{i}\right\| \\
& \geq \frac{\sigma L \delta}{1+L(p+1)} \omega_{\rho^{(k)}}\left(\mathbf{x}^{(j)}, \mathbf{y}^{(k)}\right)
\end{aligned}
$$

where, assuming we are not at a stationary point,

$$
0<\delta \leq \frac{\left(\sum_{i=1}^{p} \delta_{i} \alpha_{i}\left\|d_{i}\left(\mathbf{x}^{(j)}, 1\right)\right\|\right)}{\left(\sum_{i=1}^{p}\left\|d_{i}\left(\mathbf{x}^{(j)}, 1\right)\right\|\right)}
$$

i.e. a value less than the fraction of PG steps not stationary (as $\delta_{i}$ may be zero for some blocks and $\delta_{i}, \alpha_{i} \leq 1$ by definition). If $\delta_{i}=0$ for all $i$, then we are at a stationary point. Similar to Lemma 4.1,

$$
\frac{\sigma L \delta}{1+L(p+1)} \geq \frac{2 \delta \sigma(1-\sigma)}{1+L(p+1)}=\tilde{\sigma}
$$

which again shows $\tilde{\sigma} \in(0, .5)$ for the maximum $\delta=1$ and denominator greater than 1. Plugging this in yields (30).

### 4.3 Cyclic Minimization

If one wants to minimize in each coordinate, modifying Lemma 4.1 requires the method of choice to satisfy block sufficient decrease, akin to what the line search directly gives in (22). Examples of such may be with [49, 54], L-BFGS [46], or trust-region methods; these will also suffice in Line 10 of Algorithm 2. In fact, we assume that any algorithm used to produce a minimum satisfies some notion of sufficient decrease as in (13), but for each block:

$$
\begin{equation*}
\mathcal{L}\left(\mathbf{x}_{i}^{(j)}\right)-\mathcal{L}\left(\mathbf{x}_{i+1}^{(j)}\right) \geq \sigma\left\|\operatorname{proj}_{\mathcal{X}_{i}}\left(x_{i}^{(j)}-\nabla \mathcal{L}\left(\mathbf{x}_{i}^{(j)}\right)\right)-x_{i}^{(j)}\right\| \geq 0 . \tag{32}
\end{equation*}
$$

Now, we utilize the update rule

$$
\begin{align*}
& x_{i}^{(j+1)} \in \underset{x \in \mathcal{X}_{i}}{\arg \min } \mathcal{L}\left(\left[\mathbf{x}_{i<}^{(j+1)}, x, \mathbf{x}_{>i}^{(j)}\right]\right),  \tag{33a}\\
& \mathbf{x}^{(j+1)}:=\sum_{i=1}^{p} \boldsymbol{E}_{i} x_{i}^{(j+1)}=\mathbf{x}^{(j)}+\sum_{i=1}^{p} \boldsymbol{E}_{i}\left(x_{i}^{(j+1)}-x_{i}^{j}\right), \tag{33b}
\end{align*}
$$

where again $\mathbf{x}_{i}^{(j)}$ is represents the primal variables updated up to the $i$ th block $\mathbf{x}_{i}^{(j)}=\left[\mathbf{x}_{<i}^{(j+1)}, x_{i}^{(j)}, \mathbf{x}_{i>}^{(j)}\right]$ with $\mathbf{x}_{i+1}^{(j)}=\left[\mathbf{x}_{<i}^{(j+1)}, x_{i}^{(j+1)}, \mathbf{x}_{i>}^{(j)}\right]$. From this, one can prove sufficient decrease in the same manner as Lemma 4.2.

Lemma 4.3 [Cyclic Block Minimization] Let $\left\{\mathbf{x}^{(j)}\right\}_{j \geq 0}$ be the sequence generated by cycling through minimizing in each coordinate in (33) such that (32) holds. Then for every $j=0,1,2, \ldots$,

$$
\begin{equation*}
\mathcal{L}\left(\mathbf{x}^{(j)}\right)-\mathcal{L}\left(\mathbf{x}^{(j+1)}\right) \geq \tilde{\sigma} \omega_{\rho^{(k)}}\left(\mathbf{x}^{(j)}, \mathbf{y}^{(k)}\right) \tag{34}
\end{equation*}
$$

Proof Cycling through the block yields

$$
\begin{align*}
\mathcal{L}\left(\mathbf{x}^{(j)}\right)-\mathcal{L}\left(\mathbf{x}^{(j+1)}\right) & \geq \sigma \sum_{i=1}^{p}\left\|\operatorname{proj}_{\mathcal{X}_{i}}\left(x_{i}^{(j)}-\nabla_{i} \mathcal{L}\left(\mathbf{x}_{i}^{(j)}\right)\right)-x_{i}^{(j)}\right\| \\
& \geq \sigma \sum_{i=1}^{p}\left\|\operatorname{proj}_{\mathcal{X}_{i}}\left(x_{i}^{(j)}-\alpha_{i} \nabla_{i} \mathcal{L}\left(\mathbf{x}_{i}^{(j)}\right)\right)-x_{i}^{(j)}\right\| . \tag{35}
\end{align*}
$$

where $\alpha_{i} \leq 1$ is an Armijo linesearch parameter and last inequality results from (23) in each block. Let $\bar{x}_{i}=\operatorname{proj}_{\mathcal{X}_{i}}\left(x_{i}^{(j)}-\alpha_{i} \nabla_{i} \mathcal{L}\left(\mathbf{x}_{i}^{(j)}\right)\right)$. Using the same tricks as Lemma 4.2, we have

$$
\begin{aligned}
\left\|\operatorname{proj}_{\mathcal{X}_{i}}\left(x_{i}^{(j)}-\alpha_{i} \nabla_{i} \mathcal{L}\left(\mathbf{x}^{(j)}\right)\right)-x_{i}^{(j)}\right\| & \leq L\left\|\mathbf{x}^{(j)}-\mathbf{x}_{i}^{(j)}\right\|+\left\|\bar{x}_{i}-x_{i}^{(j)}\right\| \\
& \leq L \sum_{\ell=1}^{i-1}\left\|x_{\ell}^{(j)}-x_{\ell}^{(j+1)}\right\|+\left\|\bar{x}_{i}-x_{i}^{(j)}\right\|
\end{aligned}
$$

If $\left\|x_{\ell}^{(j)}-x_{\ell}^{(j+1)}\right\| \leq\left\|\bar{x}_{\ell}-x_{\ell}^{(j)}\right\|$ (i.e. the distance to the minima is less than the sufficient decrease condition for each block), then we can simplify the RHS by replacing $x_{\ell}^{(j+1)}$ with $\bar{x}_{\ell}$. Otherwise, note that because $\bar{x}_{\ell}-x_{\ell}^{(j)}$ and $x_{\ell}^{(j+1)}-x_{\ell}^{(j)}$ are descent directions by assumption (32), we can form a triangle between the three points; set the lengths of vectors $a=\left\|x_{\ell}^{(j)}-\bar{x}_{\ell}\right\|, b=$ $\left\|x_{\ell}^{(j+1)}-\bar{x}_{\ell}\right\|$, and $c=\left\|x_{\ell}^{(j+1)}-x_{\ell}^{(j)}\right\|$, with $\theta_{a}, \theta_{b}, \theta_{c}$ the angles between $b-c$, $a-c$, and $a-b$ respectively (i.e. $\theta_{a}$ faces $a$, etc.). We have that from the sine rule, $\frac{c}{\sin \theta_{c}}=\frac{a}{\sin \theta_{a}}$, or

$$
\frac{\sin \theta_{c}}{\sin \theta_{a}}\left\|x_{\ell}^{(j)}-\bar{x}_{\ell}\right\|=\kappa_{\ell}\left\|x_{\ell}^{(j)}-\bar{x}_{\ell}\right\|=\left\|x_{\ell}^{(j+1)}-x_{\ell}^{(j)}\right\|
$$

which is guaranteed to be greater than zero unless we are stationary. Hence,

$$
\left\|\operatorname{proj}_{\mathcal{X}_{i}}\left(x_{i}^{(j)}-\alpha_{i} \nabla_{i} \mathcal{L}\left(\mathbf{x}^{(j)}\right)\right)-x_{i}^{(j)}\right\| \leq L \sum_{\ell=1}^{i-1}\left(\kappa_{\ell}\left\|\bar{x}_{\ell}-x_{\ell}^{(j)}\right\|\right)+\left\|\bar{x}_{i}-x_{i}^{(j)}\right\|
$$

Proceeding in a similar manner as Lemma 4.2, we have

$$
\begin{aligned}
\sum_{i=1}^{p}\left\|\underset{\mathcal{X}_{i}}{\operatorname{proj}}\left(x_{i}^{(j)}-\alpha_{i} \nabla_{i} \mathcal{L}\left(\mathbf{x}^{(j)}\right)\right)-x_{i}^{(j)}\right\| & \leq \sum_{i=1}^{p}\left\|\bar{x}_{i}-x_{i}^{(j)}\right\|+L \sum_{\ell=1}^{i-1} \kappa_{\ell}\left\|\bar{x}_{\ell}-x_{\ell}^{(j)}\right\| \\
& =\sum_{i=1}^{p}\left(1+(p-i) L \kappa_{i}\right)\left\|\bar{x}_{i}-x_{i}^{(j)}\right\| \\
& \leq\left(1+L p \kappa_{\max }\right) \sum_{i=1}^{p}\left\|\bar{x}_{i}-x_{i}^{(j)}\right\|
\end{aligned}
$$

where $\kappa_{\max }=\max _{i=1, \ldots, p} \kappa_{i}$ the maximum angle ratio. We acquire (34) by plugging the above into (35)

$$
\begin{aligned}
\mathcal{L}\left(\mathbf{x}^{(j)}\right)-\mathcal{L}\left(\mathbf{x}^{(j+1)}\right) & \geq \frac{\sigma}{1+L p \kappa_{\max }} \sum_{i=1}^{p} \frac{\alpha_{i}}{\alpha_{i}}\left\|\operatorname{proj}_{\mathcal{X}_{i}}\left(x_{i}^{(j)}-\alpha_{i} \nabla_{i} \mathcal{L}\left(\mathbf{x}^{(j)}\right)\right)-x_{i}^{(j)}\right\| \\
& \geq \frac{\sigma}{1+L p \kappa_{\max }} \sum_{i=1}^{p} \alpha_{i}\left\|\operatorname{proj}_{\mathcal{X}_{i}}\left(x_{i}^{(j)}-\nabla_{i} \mathcal{L}\left(\mathbf{x}^{(j)}\right)\right)-x_{i}^{(j)}\right\| \\
& \geq \frac{\sigma \delta}{1+L p \kappa_{\max }}\left\|\sum_{i=1}^{p} \operatorname{proj}_{\mathcal{X}_{i}}\left(x_{i}^{(j)}-\nabla_{i} \mathcal{L}\left(\mathbf{x}^{(j)}\right)\right)-x_{i}^{(j)}\right\| \\
& \geq \tilde{\sigma} \omega_{\rho^{(k)}\left(\mathbf{x}^{(j)}, \mathbf{y}^{(k)}\right)}
\end{aligned}
$$

where, similar to lemma 4.2,

$$
0<\delta \leq \frac{\left(\sum_{i=1}^{p} \alpha_{i}\left\|d_{i}\left(\mathbf{x}^{(j)}, 1\right)\right\|\right)}{\left(\sum_{i=1}^{p}\left\|d_{i}\left(\mathbf{x}^{(j)}, 1\right)\right\|\right)} \leq 1
$$

and $\tilde{\sigma}=\frac{\sigma \delta}{1+L p \kappa_{\max }}<1$ for $\sigma \in(0,1)$.
Remark 4.1 We offer several schemes, all of which achieve the decrease required by the filter; one can be flexible in utilizing these throughout any part of the filter loop. While Lemma 4.3 is perhaps the closest to "true" ADMM, we see numerically that such a scheme is slow, especially early in the algorithm; this may stem from the nature of running ADMM on a nonconvex problem. In the numerical experiments below, we find that using Lemma 4.2 for (13) in 6 of Algorithm 2 results in the fastest convergence. We leave explorations into acceleration for future work.

## 5 Nonconvex Bilinear Optimization: Nonnegative Matrix Factorization and Completion

The well-known nonnegative matrix factorization and completion (NMF/C) problem extracts two factors $X \in \mathbb{R}^{N \times K}, Y \in \mathbb{R}^{K \times Q}$ from a potentially restricted observation or data matrix $M \in \mathbb{R}^{N \times Q}$. The most popular form [33]
of this problem is given by

$$
\begin{equation*}
\min _{X, Y} \frac{1}{2}\left\|\mathcal{A}_{\mathcal{S}}(X Y-M)\right\|_{F}^{2} \quad \text { s.t. } X, Y \geq \mathbf{0} \tag{36}
\end{equation*}
$$

where $\mathcal{S} \subset\{1,2, \ldots, n\}$ contains the indices of known entries and $\mathcal{A}_{S}$ (recall (9)) denotes the projection onto the observed set $S$. Here, the two factors $X, Y$ have rank $K \ll \min (Q, N)$, and both $X, Y \geq \mathbf{0}$. NMF/C has many practical applications, such as text mining, pattern discovery, bioinformatics, and clustering (see, e.g., $[6,30,33,34]$ ). Plenty of algorithms have been proposed for NMF/C; ADMM applied to NMF has been described by [10], with more specialized algorithms developed in $[1,27,32,52]$. While, (36) is nonconvex, introducing $Z \in \mathbb{R}^{N \times Q}$ and $W \in \mathbb{R}^{N \times Q}$ and setting $Z=X Y$ as a constraint transforms each block update of the augmented Lagrangian into a simple convex problem, at the expense of increased dimensionality and bilinear constraints:

$$
\begin{equation*}
\min _{X, Y, Z, W} \frac{1}{2}\|Z-W\|_{F}^{2} \quad \text { s.t. } X, Y \geq \mathbf{0}, Z=X Y, \mathcal{A}_{S}(W-M)=\mathbf{0}, \tag{37}
\end{equation*}
$$

where $W=M$ if $\mathcal{S} \equiv\{1, \ldots, n\}$. An ADMM approach for (36) was given by [10], and a bilinear approach was given in [30]. The authors of [30] show that their scheme produces iterates that converge for $\rho>1$, ensuring satisfaction of the primal gap in the limit. Our algorithm convergence framework encompasses this result; if the initialization of the penalty parameter does not necessitate restoration, our algorithm may default to standard ADMM, depending on filter acceptance. Our numerical experiments show that Algorithm 2 can also update poor $\rho$ initializations.

### 5.1 ADMM-Filter Restoration-step Details for NMF

Problem (37) elicits the $\eta$ and $\omega$ definitions

$$
\begin{equation*}
\eta(\mathbf{x}):=\|Z-X Y\|_{F}, \text { and } \omega_{\rho}(\mathbf{x}, \mathbf{y}):=\left\|\underset{\mathcal{X}}{\operatorname{proj}}\left(\mathbf{x}-\nabla \mathcal{L}_{\rho^{(k)}}(\mathbf{x}, \mathbf{y})\right)-\mathbf{x}\right\|_{F} \tag{38}
\end{equation*}
$$

Since the process of feasibility restoration in Algorithm 2 is flexible, we define a linesearch routine adapted for NMF/C that exploits the structure of (37) and prove that it always produces a feasible point. Restoration is triggered by conditions (14a) and (14b), where either $\eta^{(j)}=\left\|Z^{(j+1)}-X^{(j+1)} Y^{(j+1)}\right\| \geq$ $U_{\mathrm{NMF}}:=\max \left(\omega_{\min } / \gamma, \beta \eta_{\min }\right)$, or $\omega_{\min } \leq \epsilon$ and $\eta^{(j)}>\beta \eta_{\min }$. As in [50], $\omega_{\min }:=\min \left\{\omega^{(l)}:\left(\eta^{(l)}, \omega^{(l)}\right) \in \mathcal{F}\right\}$, with $\eta_{\text {min }}$ being the corresponding $\eta$ value. Assume that $Z^{(j+1)} \neq X^{(j+1)} Y^{(j+1)}$ is infeasible, not filter acceptable, and this iteration invokes the feasibility restoration phase. The potential $Z$ update $\tilde{Z}=X^{(j+1)} Y^{(j+1)}$ is feasible and filter acceptable as $\eta^{(j)}$ would equal zero (note the filter does not accept $\eta=0$ points). Our "new" restoration filter points is a function of $\alpha$ along direction $\mathbf{d}=\left[\mathbf{0} ; \mathbf{0} ;\left(\tilde{Z}-Z^{(j+1)}\right)\right]$

$$
\mathbf{x}^{(j+1)}(\alpha)=\mathbf{x}^{(j+1)}+\alpha \mathbf{d}=\left[X^{(j+1)} ; Y^{(j+1)} ; Z^{(j+1)}+\alpha\left(\tilde{Z}-Z^{(j+1)}\right)\right]
$$

such that our feasibility is now

$$
\begin{equation*}
\eta\left(\mathbf{x}^{(j+1)}(\alpha)\right):=\left\|Z^{(j+1)}-\alpha\left(\tilde{Z}-Z^{(j+1)}\right)-X^{(j+1)} Y^{(j+1)}\right\|_{F} \tag{39}
\end{equation*}
$$

and likewise for first-order error $\omega_{\rho^{(k)}}\left(\mathbf{x}^{(j+1)}(\alpha)\right.$.
Lemma 5.1 (Existence of a Filter Acceptable Point for NMF with Bilinear Constraints) At a filter-unacceptable point given in Algorithm 2 and $\eta\left(\mathbf{x}^{(j+1)}(\alpha)\right)$ given by (39), there exists an $\alpha \in(0,1)$ such that $\mathbf{x}^{(j+1)}(\alpha)$ is a filter-acceptable point.

Proof By definition of $\eta$ in (39) and $\mathbf{c}\left(\mathbf{x}^{(j+1)}\right)=Z^{(j+1)}-X^{(j+1)} Y^{(j+1)}$, we have that the feasibility is a continuous function and $\eta=0$ if and only if $Z^{(j+1)}=X^{(j+1)} Y^{(j+1)}$. The feasibility metric $\eta\left(\mathbf{x}^{(j+1)}(\alpha)\right)$ is monotonically decreasing as $\alpha \in[0,1]$ increases from 0 to 1 , as

$$
\frac{\partial}{\partial \alpha}\|Z+\alpha(X Y-Z)-X Y\|_{F}=(\alpha-1) \frac{\|X Y-Z\|_{F}^{2}}{\|(\alpha-1)(X Y-Z)\|_{F}} \leq 0
$$

with $\eta\left(\mathbf{x}^{(j+1)}(1)\right)=0$. Note $\alpha=1(\eta=0)$ points are not added to the filter; we instead wish to select the smallest $\alpha$ that provides filter acceptability, because other choices may be far from the current iterate. When $\alpha=0$, we are not feasible or filter acceptable by (14a) and (14b). By the intermediate value theorem and monotonicity of $\eta$, there exists an $\alpha^{*} \in(0,1)$ such that $\eta\left(\mathbf{x}^{(j+1)}\left(\alpha^{*}\right)\right)=\beta \eta^{*}>0$. Since $\eta\left(\mathbf{x}^{(j+1)}\left(\alpha^{*}+\varepsilon\right)\right)<\beta \eta^{*}, \forall \varepsilon \in\left(0,1-\alpha^{*}\right]$, our linesearch is guaranteed to create a filter acceptable point if we choose any $\alpha>\alpha^{*}$.

Such an $\alpha$ would yield $\eta^{(j)}<\beta \eta^{*}$, where $\eta^{*}$ is the smallest $\eta$ such that $(\eta, \omega) \in$ $\mathcal{F}$. We run a bisection method on $\eta\left(\mathbf{x}^{(j+1)}(\alpha)\right)$ until we reach filter acceptance guaranteed by Lemma 5.1.


Fig. 1 NMF/C solution for Sylvester with full and $50 \%$ coverage; $X Y$ distinctions are minimal.

### 5.2 NMF/C Numerical Results

While Problem (37) allows for simultaneous $(X, Z),(Y, W)$ updates, we separate them for our experiments as we saw no significant performance benefits either way. Our data matrix is the image $M \in \mathbb{R}^{225 \times 225}$ in Figure 1a with added noise from $\mathcal{N}(0, .01)$, and the solution is $X \in \mathbb{R}^{225 \times 45}, Y \in \mathbb{R}^{45 \times 225}$. Our goal is to recapitulate it with 5 times the compression in matrix rank, with $100 \%$ coverage and $50 \%$ coverage (i.e. $50 \%$ missing pixels). We start our algorithm at a random point satisfying the bounds $X^{(0)}, Y^{(0)} \geq \mathbf{0}, W^{(0)}=\mathcal{A}_{\mathcal{S}}(M)$, and $Z^{(0)}=\mathbf{0}$ with $\beta=.9, \gamma=1-\beta, \epsilon=10^{-1}$. The first-order restoration switching condition (14b) is triggered when $\omega_{0} \leq 10^{-3}$. The initial penalty parameter is set to be $\rho^{(0)}=1.1$ from [30]. We allow for a maximum of 200 outer iterations and 200 inner iterations, but note that neither are attained in this experiment. The block minimization utilizes L-BFGS via MinConf_SPG [46], with a maximum of 100 iterations and optimality criteria of $10^{-5}$. The algorithm exits when the relative first-order error and feasibility are less than $10^{-3}$ and the absolute first-order error and feasibility are less than 1 . The compressed reconstruction of the chosen image is given in Figure 1. Figure 2 displays augmented Lagrangian decrease, and the total filter entries with blue being earlier entries and yellow being late iteration entries; observe that Figure 2c depicts the filter guiding the iterates toward the origin. We also note that the $\rho$ value did not change.

Next, we conduct a study to examine how Algorithm 2 picks up on poor initial penalty parameters. We initialized the algorithm seven times with the same initial conditions as above but seven different penalty parameters: $\rho^{(0)} \in$ $\left\{10^{-3}, 10^{-2}, 10^{-1}, 1,10^{1}, 10^{2}, 10^{3}\right\}$. From [30], we expect $\rho^{(0)}>1$ to be sufficient. We see from Figure 3a that Algorithm 2 has been able pick up that $\rho^{(0)}=\left\{10^{-3}, 10^{-2}\right\}$ were very poor initial guesses for both coverages, triggering early restoration. From Figure 3b we can see that $\rho^{(0)}=10^{-1}$ performed well in minimizing the augmented Lagrangian; it was not theoretically guaranteed to converge in the ADMM algorithm presented in [30]. These results indicate that Algorithm 2 can successfully identify insufficient penalty parameters and can converge with poor $\rho$ choices. One downside is the length of time needed to determine insufficient penalty parameter values; addressing this downside remains future work.

## 6 Chemical Spectrum Analysis

The NMF / C example can be modified to solve a more complex physical problem, namely finding distributions of chemicals that occur in measured spectrum analysis. We employ a simplified analysis and assume that each chemical concentration follows a Gaussian distribution, and ascertain the nonnegative combination of Gaussians that reproduce the spectra data by framing the problem through the nonlinear NMFC lens.


Fig. 2 Descent and filter stats for Sylvester with full and $50 \%$ coverage; there are two and one points in the final filter, respectively. Blue points are earlier, yellow points are later entries.

We let $\mu_{k}$ and $\sigma_{k}$ be the mean and standard deviation of the $k$ th Gaussian, respectively, with $\mu$ and $\sigma$ the vectors of all $K$ Gaussian moments. The intensity function $\hat{I}(w, c ; \mu, \sigma)$ is a function of wave number $w$, concentration $c$, and the Gaussian moments. Given $m=22$ number of concentrations and scaled wavenumbers $w_{i}=1, \ldots 1750$, we have a data matrix $M=[\hat{I}(w, c, \mu, \sigma)] \in \mathbb{R}^{1750 \times 22}$. We note here that this $K$ does not necessarily perform the function of a compression variable; rather, it is indicative of the number of chemical peaks. Each chemical peak is centered around a (scaled) wavenumber, which may span from $n=0, \ldots, 1750$; these make up the spectra. The number of chemicals are within a particular sample may be unknown, and therefore $K$ may be greater than the rank of the data matrix.

Instead of the nominal static matrix variables $X, Y, Z$ and data matrix $M$, these are now nonlinear functions dependent on wave numbers $w$ and concentrations $c$, and moments $\mu$ and $\sigma$. Our intensity function is reformulated as a summation of coefficients based on concentration $Y_{k, \ell}=f_{k}\left(c_{\ell}\right)$ affecting our Gaussians dependent on wavenumber $g_{k}\left(w_{i}, \mu_{k}, \sigma_{k}\right)=\exp \left(-\frac{1}{2}\left(\frac{w_{i}-\mu_{k}}{\sigma_{k}}\right)^{2}\right)$ :

$$
\begin{equation*}
\hat{I}\left(w_{i}, c_{\ell}, \mu, \sigma\right)=\sum_{k=1}^{K} \exp \left(-\frac{1}{2}\left(\frac{w_{i}-\mu_{k}}{\sigma_{k}}\right)^{2}\right) Y_{k, \ell}=X_{i,:} Y_{:, \ell} \tag{40}
\end{equation*}
$$



Fig. 3 Convergence metrics for different $\rho$ initializations for full and $50 \%$ coverage.

We seek to represent $[\hat{I}(w, c, \mu, \sigma)]=X(\mu, \sigma) Y$ as in (40) and the observed intensity data by $M \in \mathbb{R}^{m \times n}$. We withhold $10 \%$ of the data for testing, constructing the NMFC problem

$$
\begin{equation*}
\min _{\mu, \sigma, Y, Z}\left\|\mathcal{A}_{\mathcal{S}}(M-Z)\right\|^{2} \quad \text { s.t. } \quad \sigma, Y \geq 0, Z=X(\mu, \sigma) Y \tag{41}
\end{equation*}
$$

where again $X(\mu, \sigma) \in \mathbb{R}^{m \times K}$ are the Gaussians, $Y \in \mathbb{R}^{K \times n}$ are the weights, and $\mathcal{S}$ is a random index containing $90 \%$ of total concentrations. We start with $K=22, m=22, n=1750$. The intensity $M$ data is given by Figure 4a. We use MinConf_SPG[46] with optimality $10^{-5}$ and maximum iterations are 1000. We utilize the same algorithmic parameters as in the NMF/C examples with maximum outer iteration of 1000 and maximum filter iteration of 100 . Our absolute stopping tolerances of $\epsilon=10^{-1}$ and our initial penalty parameter is $\rho^{(0)}=4.0$ for all experiments. Our naive $K$ initialization spaces $\mu$ evenly throughout the $n$ spectra and all $\sigma=n / K$. We initially set $Y=\mathbf{0}$ and warmstart (41) with $Y \leftarrow \arg \min _{Y \geq 0}\|X(\mu, \sigma) Y-M\|_{F}^{2}$.

The solution for this initialization with $K=22$ is given in Figure 4b with absolute difference in Figure 4c, in which we observe that the reconstruction captures the data fairly accurately, with more error where the intensity peaks are located. We can improve upon the naive initialization performance by instead conducting a parameter sweep to determine the most effective $K$. Starting from $K=5$, we minimize and incrementally increase $K$ by putting a new Gaussian mean at the location of highest error obtained from the previous value of $K$. We run the experiments for $K=\{5, \ldots, 33\}$, and again plot $K=22$ in Figure 4. Figures 4 d and 4 e depict the results, which show


Fig. 4 Spectra reconstruction via Algorithm 2 with 22 Gaussians. All graphs are wavelength (x-axis) by concentration (y-axis) by intensity (z-axis).
improvement in capturing wavelength where the signal is the strongest. To further illustrate how the Gaussian distributions create the intensity and for comparison between naive and sequential initializations, Figures 5a and 5b take a 2 D view of Figures 4 b and 4 d along the $y$-axis and also plot the recovered Gaussian moments along the wavelength to see where they align with the intensity. From this, we can observe how the different initializations allow for different moment drifts across the spectra. The mean-squared error in

Figure 5c shows that fit improves as $K$ increases, but such improvement is marginal past $K>22$.


Fig. 5 Figures 5a and 5b show 2D spectra plotted with distributions along the wavelength axis along with their respective mean given by the solid line; intensity, $\hat{I}$ is on the $y$-axis. We additionally plot naive initialization as dotted lines to show Gaussian moment drift. Figure 5c the mean-squared error value per number of Gaussians

## 7 Conclusion

We present a convergent fully block-separable ADMM-filter algorithm that solves difficult constrained nonconvex problems. We demonstrated algorithm effectiveness on highly nonlinear objectives in the NMF/C realm. In addition to showing convergence for ADMM, we depicted the filter's ability to correct poor initial penalty parameter choices. Next steps entail generalizing Section 4 to nonsmooth regularizers and subsequently generalizing the filter convergence proof. Additionally, current methodology allows only for $\rho$ increases, but some work has been done in penalty parameter "acceleration" [53, 55]; we leave this examination for future work.
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