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1 Introduction

Multiobjective fractional programming (MFP) represents a crucial model in operations research, finding widespread applications in fields such as computer vision, portfolio opti-
mization, management science, image processing, and communications. Various works have investigated and utilized MFP problems, including those in [1,2,3,4,5,6,7,8,9,10]. Due to the nonsmooth nature of the functions involved in realistic MFP problems, practical challenges emerged in fields like economics, decision theory, optimal control, scheduling, machine learning, engineering, and game theory. As a result, MFPs have been extensively examined using subdifferentials and directional derivatives, as evident from the studies in [11,12,13,14,15,16]. Within the optimization theory of MFP, duality theory and optimality conditions constitute fundamental areas of study. Recent research has been attempting to identify both first- and second-order characterizations for efficient points of MFP problems, leveraging a range of first- and second-order directional derivatives.

First- and second-order characterizations for a local weak efficient solution of NMFP were derived in [17] by generalized derivatives as the first- and second-order approximations of the involving functions. Khanh and Tung [18] investigated the first-order Karush-Kuhn-Tucker (KKT) conditions for a local Borwein-type proper efficient solution of nonsmooth semi-infinite multiobjective programming by a Mangasarian-Fromovitz regularity condition. Su and Hang [19] applied Hadamard directional derivative to establish a first-order quotient rule and derived first-order conditions for local weak efficient solutions of NMFP. They also derived, in [20], second-order conditions for strict local efficient solutions of MFP by utilizing second-order Páles-Zeidan-type upper directional derivative. The duality results and first-order sufficient optimality conditions for single-objective fractional programming problems were obtained under the \((F,\alpha,\rho,d)\)-convexity assumption in [21]. Further, in [22], the results proposed in [21] were extended for smooth multiobjective fractional programming problems under a convexity assumption. In [23], a notion of \((C,\alpha,\rho,d)\)-convexity was introduced and applied to investigate the first-order sufficient optimality conditions and duality for nonsmooth minimax fractional programming problems. The first-order optimality conditions and duality for nondifferentiable MFP problems were also explored in [24]. Very recently, in [25], duality results and optimality conditions for \(E\)-minimax fractional programming were investigated assuming the \(E\)-invexity of the involved functions, and applied to multiobjective optimization.

To the best of the authors’ knowledge, only very few results exist concerning the second-order duality and second-order strong necessary optimality conditions for N-MFPs. This study focuses specifically on the realm of Borwein-type proper efficient solutions for NMFP problems, which are known to be more potent than (weak) efficient solutions. By leveraging the Clarke directional derivative and second-order Páles-Zeidan generalized directional derivative, we aim to explore second-order characterizations of Borwein-type proper efficient solutions and report second-order Mond-Weir duality theory for NMFP problems involving both equality and inequality constraints. Notably, our investigation considers the locally Lipschitz continuous functions rather than those that are Fréchet differentiable.

Towards deriving second-order duality results and strong optimality conditions, we propose a \textit{generalized second-order Abadie-type regularity condition} (GSOARC) with the help of Páles-Zeidan second-order generalized directional derivatives, which do not require the continuous Fréchet differentiability and existence of second-order directional derivatives of all involved functions that were a requirement in [26]. The first- and second-order strong KKT optimality conditions for Borwein proper efficient solutions of NMFP problems are reported under mild conditions. We show that the GSOARC cannot be relaxed to the generalized second-order Guignard-type regularity condition in obtaining the derived second-order strong optimality conditions. Furthermore, sufficient optimality conditions for NMFP are
derived under a generalized second-order convexity assumption. Additionally, the Mond-Weir-type second-order duality results for NMFP are derived. The weak, strong, and converse duality results between NMFP and its second-order dual problem are identified under some suitable conditions.

The rest of the paper is demonstrated as follows. In Section 2, we recollect some basic notions and present quotient calculus for locally Lipschitz functions. We introduce a GSOARC and investigate the first- and second-order strong KKT conditions for a Borwein-type properly efficient solution of NMFP in Section 3. Subsequently, second-order sufficient optimality conditions are presented in Section 4 under some second-order generalized convexity assumptions. In Section 5, the second-order Mond-Weir-type second-order duality results for NMFP are derived. The weak, strong, and converse duality results between NMFP and its second-order dual problem are identified under some suitable conditions.

Finally, we give the conclusions in Section 6.

2 Preliminaries

Let \( Z \) be a real reflexive Banach space with the norm \( \| \cdot \| \), and \( U \) be a nonempty open subset of \( Z \). For \( A \subseteq Z \), its closure, topological interior, and convex hull are denoted by \( \text{cl} A \), \( \text{int} A \), and \( \text{co} A \), respectively. Let \( Z^* \) be the topological dual space of \( Z \), and \( \langle \cdot, \cdot \rangle \) denote the coupling between \( Z^* \) and \( Z \). We denote the nonnegative orthant and positive orthant of \( \mathbb{R}^n \) by \( \mathbb{R}^n_+ \) and \( \mathbb{R}^n_{++} \), respectively. Let

\[
F := (F_1, F_2, \ldots, F_p)^\top : Z \to \mathbb{R}^p, \\
f := (f_1, f_2, \ldots, f_p)^\top : Z \to \mathbb{R}^p, \\
g := (g_1, g_2, \ldots, g_m)^\top : Z \to \mathbb{R}^m \\
\text{and } h := (h_1, h_2, \ldots, h_l)^\top : Z \to \mathbb{R}^l
\]

be vector-valued functions, and let \( F(x) \in \mathbb{R}^p_+ \) and \( F(x) := \left( \frac{f_1(x)}{F_1(x)}, \frac{f_2(x)}{F_2(x)}, \ldots, \frac{f_p(x)}{F_p(x)} \right)^\top \) for all \( x \in U \), where the superscript \( \top \) denotes the transpose. For \( x = (x_1, x_2, \ldots, x_p)^\top \) and \( y = (y_1, y_2, \ldots, y_p)^\top \in \mathbb{R}^p \), we undertake the following conventional notations:

\[
x = y \iff x_i = y_i, \; i = 1, 2, \ldots, p, \\
x \leq y \iff x - y \in -\mathbb{R}^p_+, \\
x \leq y \iff x - y \in -\mathbb{R}^p_+ \setminus \{0\}, \\
x < y \iff x - y \in -\mathbb{R}^p_{++}, \\
z = x \ast y \iff z = (x_1y_1, x_2y_2, \ldots, x_py_p)^\top \\
\text{and } w = x \ast y \iff w = x_1y_1 + x_2y_2 + \cdots + x_py_p.
\]

The relations \( y \geq x \), \( y \geq x \), and \( y > x \) simply mean \( x \leq y \), \( x \leq y \) and \( x < y \), respectively. For brevity, we use the following notations:

\[
I := \{1, 2, \ldots, p\}, \; J := \{1, 2, \ldots, m\}, \; K := \{1, 2, \ldots, l\}
\]

and for each \( x \in U \), we denote

\[
\left( \frac{f_i}{F_i} \right)(x) := \frac{f_i(x)}{F_i(x)}, \; \left( \frac{f_i}{F_i} \right) := \frac{f_i(x)}{F_i(x)} \; \text{for } i \in I \\
\text{and } \left( \frac{1}{F_i} \right)(x) := \left( \frac{1}{F_1(x)}, \frac{1}{F_2(x)}, \ldots, \frac{1}{F_p(x)} \right)^\top.
\]
In this study, we focus on the first- and second-order Borwein proper optimality and second-order Mond-Weir duality of the following nonsmooth multiobjective fractional programming problem:

\[
\begin{align*}
\text{(NMFP)} \quad \min & \quad \frac{f(x)}{F(x)} \\
\text{s.t.} & \quad g(x) \leq 0, \quad h(x) = 0, \quad x \in U.
\end{align*}
\]

The set of all feasible points of NMFP is denoted by \(X\), i.e.,

\[
X := \{x \in U : g(x) \leq 0, \quad h(x) = 0\}.
\]

We also consider the following parametric problem associated with NMFP:

\[
\begin{align*}
\text{(s-MFP)} \quad \min & \quad (f - s \ast F)(x) \\
\text{s.t.} & \quad g(x) \leq 0, \quad h(x) = 0, \quad x \in U,
\end{align*}
\]

where \(s := (s_1, s_2, \ldots, s_p) \in \mathbb{R}^p\) and \((f - s \ast F)(x) = f(x) - s \ast F(x)\).

We next recall some standard definitions [19] and well-known results, which will be useful later.

**Definition 2.1** An element \(x_0 \in X\) is said to be

(i) a Pareto efficient solution of NMFP iff, there is no \(x \in X\) such that

\[
\left(\frac{f}{F}\right)(x) \leq \left(\frac{f}{F}\right)(x_0).
\]

(ii) weak efficient solution of NMFP iff, there is no \(x \in X\) such that

\[
\left(\frac{f}{F}\right)(x) < \left(\frac{f}{F}\right)(x_0).
\]

Similarly, one can define (weak) Pareto efficient solutions of s-MFP by substituting \((f - s \ast F)\) for \(\left(\frac{f}{F}\right)\).

The following result shows an equivalence between the (weak) efficient solutions of NMFP and s-MFP.

**Lemma 2.1** A feasible solution \(x_0 \in X\) is a (weak) Pareto efficient solution of NMFP if and only if it is a (weak) Pareto efficient solution of s-MFP, where \(s := \frac{f(x_0)}{F(x_0)}\).

**Proof** A proof for \(x_0\) being a weak Pareto point is given in [19, Proposition 1]. For a proof of \(x_0\) being a Pareto efficient point, we observe for any \(x \in U\) with \(x \neq x_0\) that

\[
\left(\frac{f}{F}\right)(x) - \left(\frac{f}{F}\right)(x_0) \not\in -\mathbb{R}_+^p \setminus \{0\} \iff \left(\frac{f}{F}\right)(x) - \frac{f(x_0)}{F(x_0)} \not\in -\mathbb{R}_+^p \setminus \{0\} \iff \frac{1}{F(x)}(f(x) - s \ast F(x)) \not\in -\mathbb{R}_+^p \setminus \{0\} \iff f(x) - s \ast F(x) \not\in -\mathbb{R}_+^p \setminus \{0\} \text{ because } \mathbb{R}_+^p \text{ is a cone and } F(x) \in \mathbb{R}_+^p \iff (f - s \ast F)(x) \not\leq (f - s \ast F)(x_0).
\]

Hence, the result follows. The proof is completed.
Definition 2.2 [27] A function $\vartheta : U \to \mathbb{R}$ is said to be Gâteaux differentiable at $x_0 \in U$ in a direction $v_0 \in Z$ iff, the limit

$$\lim_{t \to 0^+} \frac{\vartheta(x_0 + tv_0) - \vartheta(x_0)}{t}$$

exists. If the limit exists, it is denoted by $\vartheta'(x_0; v_0)$ and called the Gâteaux derivative of $\vartheta$ at $x_0$ along the direction $v_0$.

Let $x_0 \in U$. If $\vartheta'(x_0; v)$ exists for any $v \in Z$ and there is a continuous linear function $\vartheta^G(x_0) : Z \to \mathbb{R}$ such that

$$\vartheta'(x_0; v) = \langle \vartheta^G(x_0), v \rangle$$

for each $v \in Z$,

then we say that $\vartheta^G(x_0)$ is the Gâteaux derivative of $\vartheta$ at $x_0$.

A vector-valued function $\vartheta := (\vartheta_1, \vartheta_2, \ldots, \vartheta_p)^T : U \to \mathbb{R}^p$ is called Gâteaux differentiable at $x_0 \in U$ if its components $\vartheta_i, i \in I$, are Gâteaux differentiable at $x_0$.

Remark 2.1 (i) In some instances, as discussed in [5], the limit described in (4) can be alternatively expressed with $t \to 0$. However, for consistency with other definitions of directional derivatives, we use the one-sided limit in this paper.

(ii) It cannot be generally concluded that $\vartheta$ is continuous at $x$ even if $\vartheta$ is Gâteaux differentiable at $x$.

(iii) If $\vartheta$ is Fréchet differentiable at $x_0$, then $\vartheta$ is Gâteaux differentiable at $x_0$ and $\nabla \vartheta(x_0) = \vartheta^G(x_0)$, where $\nabla \vartheta(x_0)$ is the Fréchet derivative of $\vartheta$ at $x_0$.

Definition 2.3 [27] Let $\vartheta : U \to \mathbb{R}$ be a real-valued function and $x_0 \in U$.

(i) The (Clarke) generalized directional derivative of $\vartheta$ at $x_0 \in U$ in the direction $v_0 \in Z$ is defined by

$$\vartheta^D(x_0; v_0) := \limsup_{y \to x_0, \; t \to 0^+} \frac{\vartheta(y_0 + tv_0) - \vartheta(y_0)}{t}.$$ 

(ii) $\vartheta$ is said to be regular in the sense of Clarke at $x_0$ if $\vartheta^D(x_0; v)$ exists and $\vartheta^D(x_0; v) = \vartheta^G(x_0; v)$ holds for all $v \in Z$.

For any given $x_0 \in X$, with regard to the problem (1), we denote

$$J(x_0) := \{j \in J : g_j(x_0) = 0\}, \; J(x_0, v) := \{j \in J(x_0) : g_j^0(x_0; v) = 0\},$$

and

$$Q := \{x \in Z : g(x) \leq 0, \; h(x) = 0, \; f(x) \leq_C s * F(x)\},$$

where $s = \left( \frac{1}{n} \right)(x_0)$ and $g_j^0(x_0; v)$ is the Clarke directional derivative (Definition 2.3) of $g_j$ at $x_0$ in the direction $v \in Z$.

Definition 2.4 [5, 27] Let $X$ and $Q$ be as in (2) and (5), respectively, and $X \neq \emptyset$.

(i) The contingent cone of $X$ at $x_0 \in X$ is defined by

$$T(X, x_0) := \{d \in Z : \exists t_k \to 0^+, \exists d_k \to d \text{ such that } x_0 + t_kd_k \in X, \forall k \in \mathbb{N}\}.$$
(ii) The linearizing cone of $Q$ at $x_0 \in X$ is defined by
\[
C(Q, x_0) := \left\{ d \in \mathbb{R}^n : \left( \frac{d}{\|d\|} \right), (x_0; d) \leq 0, \quad i \in I, \quad g_i(x_0; d) \leq 0, \quad j \in J(x_0), \quad h_k(x_0; d) = 0, \quad k \in K \right\}.
\]
The set $T(X, x_0)$ is a nonempty and closed cone with $0 \in T(X, x_0)$. It is well-known that if $x_0 \in \text{cl}X_1 \subseteq \text{cl}X_2 \subseteq X$, then $T(X_1, x_0) \subseteq T(X_2, x_0)$; see e.g., [5].

**Definition 2.5** A vector $v \in Z$ is called a critical point at $x_0 \in X$ iff
\[
v \in T(X, x_0) \cap C(Q, x_0).
\]
We denote the set of all critical points at $x_0 \in X$ by $D(x_0)$, i.e.,
\[
D(x_0) := \{ v \in Z : v \in T(X, x_0) \cap C(Q, x_0) \}.
\]

**Definition 2.6** [28,29] Let $\vartheta : U \to \mathbb{R}$ be a function and $x_0 \in U$.

(i) The second-order directional derivative of $\vartheta$ at $x_0$ in the direction $v_0 \in Z$ is defined by
\[
\vartheta''(x_0; v_0) := \lim_{t \to 0^+} \frac{\vartheta(x_0 + tv_0) - \vartheta(x_0) - t \vartheta'(x_0; v_0)}{\frac{1}{2} t^2}, \quad \text{provided limit exists.}
\]

(ii) The Páles-Žeidan second-order generalized directional derivative of $\vartheta$ at $x_0$ in the direction $v_0 \in Z$ is defined by
\[
\vartheta^{oo}(x_0; v_0) := \limsup_{t \to 0^+} \frac{\vartheta(x_0 + tv_0) - \vartheta(x_0) - t \vartheta''(x_0; v_0)}{\frac{1}{2} t^2}.
\]

**Remark 2.2** [29]

(i) If $\vartheta$ is twice Fréchet differentiable at $x_0$, then
\[
\langle \nabla^2 \vartheta(x_0) v, v \rangle = \vartheta''(x_0; v) = \vartheta^{oo}(x_0; v), \quad \forall \ v \in Z.
\]

(ii) If $\vartheta'(x_0; v_0) = \vartheta'(x_0; v_0)$ and $\vartheta''(x_0; v_0)$ exists, then $\vartheta''(x_0; v_0) = \vartheta^{oo}(x_0; v_0)$. Besides, for any $\beta > 0$, $(\beta \vartheta)'(x_0; v_0) = \beta \vartheta'(x_0; v_0)$, $(\beta \vartheta)''(x_0; v_0) = \beta \vartheta'(x_0; v_0)$, $(\beta \vartheta)'\vartheta''(x_0; v_0) = \beta \vartheta''(x_0; v_0)$ and $(\beta \vartheta)^{oo}(x_0; v_0) = \beta \vartheta^{oo}(x_0; v_0)$.

**Definition 2.7** [27] A function $\vartheta : U \to \mathbb{R}$ is called locally Lipschitz continuous at $x_0 \in U$ if there exists a neighborhood $V(x_0)$ and a positive constant $L(x_0)$ such that
\[
|\vartheta(y) - \vartheta(z)| \leq L(x_0) \|y - z\|, \quad \forall \ y, z \in V(x_0) \cap U.
\]
The function $\vartheta$ is called locally Lipschitz continuous on $U$ if it is locally Lipschitz continuous at every $x \in U$. In particular, if the positive constant $L(x)$ is independent of $x \in U$, then $\vartheta$ is called Lipschitz continuous on $U$.

**Definition 2.8** [27] Let $\vartheta : U \to \mathbb{R}$ be locally Lipschitz continuous on $U$. The Clarke subdifferential of $\vartheta$ at $x_0 \in U$ is defined by
\[
\partial \vartheta(x_0) := \{ \xi \in Z^* : \langle \xi, v \rangle \leq \vartheta'(x_0; v), \quad \forall \ v \in Z \}.
\]

**Lemma 2.2** [30] Let $\vartheta : U \to \mathbb{R}$ be locally Lipschitz continuous at $x_0 \in U$. Then there exists a constant $L_0 > 0$ such that $\|\xi\| \leq L_0$ for arbitrary $\xi \in \partial \vartheta(x_0)$. 

Remark 2.3 (i) The existence of $\vartheta^2(x_0; v_0)$ does not necessarily imply the existence of $\vartheta'(x_0; v_0)$, and even if $\vartheta'(x_0; v_0)$ exists, they may not be equal. However, if $\vartheta$ is a continuously Fréchet differentiable function at $x_0$ and the Fréchet derivative is $\nabla \vartheta(x_0)$, then it is regular in the sense of Clarke, i.e.,

$$
\vartheta'(x_0; v_0) = \langle \nabla \vartheta(x_0), v_0 \rangle = \langle \vartheta'_G(x_0), v_0 \rangle.
$$

(ii) If $\vartheta$ is locally Lipschitz continuous on $U$, then $\vartheta^2(x; v)$ exists (finite) for any $x \in U$ and $v \in Z$, which implies that $\partial \vartheta(x)$ is compact. Besides, if $\vartheta_1, \vartheta_2 : U \to \mathbb{R}$ are locally Lipschitz continuous and regular in the sense of Clarke at $x_0 \in U$ and $\vartheta_2(x) \neq 0$ for all $x \in U$, then $\frac{\vartheta_1}{\vartheta_2} : U \to \mathbb{R}$ is regular in the sense of Clarke at $x_0 \in U$, i.e., for each $v \in Z$,

$$
\left(\frac{\vartheta_1}{\vartheta_2}\right)^{\circ} (x_0; v) = \left(\frac{\vartheta_1}{\vartheta_2}\right)'(x_0; v) = \frac{\vartheta_1'(x_0; v)}{\vartheta_2(x_0)} - \frac{\vartheta_1(x_0)}{\vartheta_2^2(x_0)} \vartheta'_2(x_0; v).
$$

Next, before we end the section, we present chain rules of quotient functions involving locally Lipschitz functions in terms of generalized directional derivatives.

Proposition 2.1 Let $\vartheta_1$ and $\vartheta_2$ be two real-valued locally Lipschitz continuous functions on $U$ with $\vartheta_2$ being positive-valued. For any $x_0 \in U$, $v \in Z$ and $\beta \in \mathbb{R}_+$, the following are true:

(i) $\vartheta_1 - \beta \vartheta_2$ and $\frac{\vartheta_1}{\vartheta_2}$ are locally Lipschitz continuous on $U$;

   If, in addition, $\vartheta_2$ is Gateaux differentiable at $x_0$ with Gateaux derivative $\vartheta'_G(x_0)$, then

(ii) $\left(\frac{\vartheta_1}{\vartheta_2}\right)^{\circ} (x_0; v) = \frac{1}{\vartheta_2(x_0)} \left[ \vartheta_1^G(x_0; v) - \left(\frac{\vartheta_1(x_0)}{\vartheta_2(x_0)}\right) \vartheta'_G(x_0; v) \right]$;

(iii) $(\vartheta_1 - \beta \vartheta_2)^{\circ}(x_0; v) = \vartheta_1^G(x_0; v) - \beta \vartheta'_G(x_0; v)$;

   Moreover, if $\vartheta_2^G(x_0; v)$ exists, then

(iv) $\left(\frac{\vartheta_1}{\vartheta_2}\right)^{\circ\circ} (x_0; v) = \frac{1}{\vartheta_2^2(x_0)} \left[ \vartheta_1^{G^2}(x_0; v) - \frac{\vartheta_1(x_0)}{\vartheta_2^2(x_0)} \vartheta'_G(x_0; v) \right]$;

(v) $(\vartheta_1 - \beta \vartheta_2)^{\circ\circ}(x_0; v) = \vartheta_1^{G^2}(x_0; v) - \beta \vartheta'_G^2(x_0; v)$.

Remark 2.4 In the chain rules for quotient functions involving locally Lipschitz functions presented in [20], the function $\vartheta_2$ is taken to be strictly differentiable on $U$ in the sense of Clarke. In comparison, Proposition 2.1 just assumed the existence of the Gateaux derivative $\vartheta'_G(x_0)$. Although in finite-dimensional normed spaces, the Clarke strict derivative $D_s \vartheta_2(x)$ and the Gateaux derivative $\vartheta'_G(x)$ coincide, Proposition 2.1 being in a general Banach space is a stronger result than Theorem 3.2 in [20]. Furthermore, it is worth noting that Proposition 2.1 (iv) and (v) may not be true if $\vartheta_2^G(x; v)$ is replaced by $\vartheta'_G^2(x; v)$ (see Example 2.1).

Example 2.1 Let $\vartheta_1, \vartheta_2 : \mathbb{R} \to \mathbb{R}$ be two functions as follows: $\vartheta_1(x) = x^2 + 1$ and

$$
\vartheta_2(x) = \begin{cases} 
  x^2 \sin \frac{1}{x} + 1, & \text{if } x \neq 0, \\
  1, & \text{if } x = 0.
\end{cases}
$$

It is easy to verify that both $\vartheta_1$ and $\vartheta_2$ are locally Lipschitz continuous on the open interval $U = (-1, 1)$. Also, $\vartheta_2$ is Gateaux differentiable on $U$ and its Gateaux derivative is

$$
\vartheta'_G(x) = \begin{cases} 
  2x \sin \frac{1}{x} - \cos \frac{1}{x}, & \text{if } x \neq 0; \\
  0, & \text{if } x = 0.
\end{cases}
$$
After calculation, we obtain that

\[ \vartheta_1^0(0; v) = 0, \quad \vartheta_1^{\infty}(0; v) = 2v^2, \quad \vartheta_2^0(0; v) = \vartheta_2^{\prime}(0; v) = \vartheta_2^{\prime}(0; v) = 0, \]

\[ (\vartheta_1 - \vartheta_2)^{\infty}(0; v) = 0, \quad \vartheta_2^{\infty}(0; v) = 2v^2, \quad \text{and} \quad \vartheta_2^{\infty}(0; v) \text{ does not exist.} \]

So,

\[ \frac{1}{\vartheta_2(0)} \left[ \vartheta_1^{\infty}(0; v) - \vartheta_1(0) \vartheta_2^{\infty}(0; v) \right] = 2v^2 - 2v^2 = 0 \quad (7) \]

and \( \vartheta_1^{\infty}(0; v) - \vartheta_2^{\infty}(0; v) = 0. \) However, by Definition 2.6 (ii) and Definition 2.3 (i), one has

\[ \left( \frac{\vartheta_1}{\vartheta_2} \right)^{\infty}(0; v) = 0, \quad \left( \frac{\vartheta_1}{\vartheta_2} \right)^{\infty}(0; v) = 4v^2 \quad \text{and} \quad (\vartheta_1 - \vartheta_2)^{\infty}(0; v) = 4v^2. \quad (8) \]

So, for any \( v \neq 0, \) (7) and (8) imply that

\[ \left( \frac{\vartheta_1}{\vartheta_2} \right)^{\infty}(0; v) > \frac{1}{\vartheta_2(0)} \left[ \vartheta_1^{\infty}(0; v) - \vartheta_1(0) \vartheta_2^{\infty}(0; v) \right] \]

and

\[ (\vartheta_1 - \vartheta_2)^{\infty}(0; v) > \vartheta_1^{\infty}(0; v) - \vartheta_2^{\infty}(0; v) = 0. \]

Therefore, \( \vartheta_2^0(x; v) \) cannot be replaced by \( \vartheta_1^{\infty}(x; v) \) in Proposition 2.1 (iv) and (v).

**Lemma 2.3** Let \( \vartheta_1, \vartheta_2 : U \to \mathbb{R} \) be locally Lipschitz continuous and regular in the sense of Clarke at \( x_0 \in U, \) \( \vartheta_1 \) is positive-valued, Gâteaux differentiable on \( U \) and \( \left( \frac{\vartheta_1}{\vartheta_2} \right)^{\infty}(x_0; v) \) exist in the direction \( v \in Z. \) Assume that \( x_n \to x_0, t_n \to 0^+, r_n \to r \) and \( r_n > 0 \) for all \( n \in \mathbb{N}. \) If \( w_n = \frac{x_n - x_0 - t_n v}{r_n} \to w, \) then

\[
\limsup_{n \to \infty} \left( \frac{\vartheta_1}{\vartheta_2} \right)(x_n) = \left( \frac{\vartheta_1}{\vartheta_2} \right)(x_0) - t_n \left( \frac{\vartheta_1}{\vartheta_2} \right)^{\infty}(x_0; v)
\]

\[
\leq \left( \frac{\vartheta_1}{\vartheta_2} \right)^{\infty}(x_0; w) + r \left( \frac{\vartheta_1}{\vartheta_2} \right)^{\infty}(x_0; v)
\]

\[
= \left( \frac{\vartheta_1}{\vartheta_2} \right)^{\prime}(x_0; w) + r \left( \frac{\vartheta_1}{\vartheta_2} \right)^{\infty}(x_0; v).
\]

Further, if \( \left( \frac{\vartheta_1}{\vartheta_2} \right)^{\prime}(x_0; v) \) exists in the direction \( v \in Z, \) then

\[
\limsup_{n \to \infty} \left( \frac{\vartheta_1}{\vartheta_2} \right)(x_n) - \left( \frac{\vartheta_1}{\vartheta_2} \right)(x_0) - t_n \left( \frac{\vartheta_1}{\vartheta_2} \right)^{\infty}(x_0; v) \leq \left( \frac{\vartheta_1}{\vartheta_2} \right)^{\prime}(x_0; w) + r \left( \frac{\vartheta_1}{\vartheta_2} \right)^{\prime}(x_0; v). \quad (9)
\]

**Remark 2.5** It should be pointed out that Lemma 2.3 improves Lemma 2.1 of [26] even when \( \vartheta_1 \) is continuously Fréchet differentiable at \( x_0, \) \( \vartheta_2 \) is a positive constant, and \( \vartheta_1^{\infty}(x_0; v) \) exists in the direction \( v \in Z. \) Moreover, Lemma 2.3 is reduced to Lemma 2.1 of [26] when \( \vartheta_1 \) is continuously Fréchet differentiable at \( x_0, \) \( \vartheta_2 \) is a positive constant, and \( \vartheta_1^{\infty}(x_0; v) \) exists along \( v \in Z. \)
3 Second-order strong KKT necessary conditions for NMFP

If the multipliers of all objective functions in the KKT conditions are positive, it is that the strong KKT conditions hold. The strong KKT condition basically implies that all objective functions are active at the point at which the necessary optimality conditions hold. This section introduces a generalized second-order Abadie regularity condition, which extends the second-order Abadie regularity conditions proposed in [26,33]. We further study second-order strong KKT necessary conditions that contain some new information on multipliers and imply the strong KKT necessary conditions for Borwein-type properly efficient solutions of NMFP, which is stronger than (weak) Pareto efficient solution.

To begin with, we recollect the notions of Borwein properly efficient solution, projective second-order tangent cone, and projective second-order linearizing cone.

Definition 3.1 [34,35] A point $x_0 \in X$ is said to be Borwein properly efficient solution of NMFP iff

$$T\left(\left(\frac{f}{F}\right)(X) + \mathbb{R}_+^p, \left(\frac{f}{F}\right)(x_0)\right) \cap (-\mathbb{R}_+^p) = \{0\}.$$

It is pointed out in [36] that a Borwein properly efficient solution defined in Definition 3.1 must also be a Pareto efficient solution.

Definition 3.2 [26] Let $X,Q \subseteq Z$ and $v \in Z$.

(i) The projective second-order tangent cone of $X$ at $x_0 \in X$ in the direction $v$ is defined by

$$\tilde{T}^2(X,x_0,v) = \left\{(w,r) \in Z \times \mathbb{R}_+ : \exists t_k \to 0^+, \exists r_k \to r, \exists w_k \to w \text{ such that } \frac{1}{t_k} \to 0^+, x_0 + t_kv + \frac{1}{2}t_k^2w_k \in X, \forall k \in \mathbb{N} \right\}.$$

(ii) The projective second-order linearizing cone of $Q$ at $x_0 \in X$ in the direction $v$ is defined by

$$\tilde{C}^2(Q,x_0,v) = \left\{(w,r) \in Z \times \mathbb{R}_+ : \left(\frac{1}{F}\right)_0(x_0;w) + r\left(\frac{1}{F}\right)^{\circ\circ}(x_0;v) \leq 0, i \in I, g_i^0(x_0;w) + rg_i^{\circ\circ}(x_0;v) \leq 0, j \in J(x_0,v), h_k^0(x_0;w) + rh_k^{\circ\circ}(x_0;v) = 0, k \in K \right\}.$$

The projective second-order tangent cone $\tilde{T}^2(X,x_0,0)$ has been widely applied to study optimality conditions; see [26,33,37,38,39]. Moreover, it follows from [39, Proposition 2.1] that $\tilde{T}^2(X,x_0,0) = T(X,x_0) \times \mathbb{R}_+$, and $v \notin T(X,x_0)$ implies $\tilde{T}^2(X,x_0,0) = \emptyset$.

Next, we introduce a new second-order Abadie regularity condition and a new second-order Guignard-type regular condition for NMFP.

Definition 3.3 We say that

(i) a generalized second-order Abadie-type regularity condition (GSOARC) holds at $x_0 \in X$ in the direction $v \in D(x_0)$ iff

$$\tilde{C}^2(Q,x_0,v) \subseteq \tilde{T}^2(X,x_0,v).$$

(ii) a generalized second-order Guignard-type regular condition (GSOGRC) holds at $x_0 \in X$ in the direction $v \in D(x_0)$ iff

$$\tilde{C}^2(Q,x_0,v) \subseteq \text{clco} \tilde{T}^2(X,x_0,v).$$
Remark 3.1  (i) It is easy to see that GSOGRC is a weaker regular condition than G-SOARC. If \( v = 0 \), specifically, the Páles-Zeidan second-order generalized directional derivative becomes 0, then GSOARC is reduced to a degenerate form

\[
C(Q, x_0) \subseteq T(X, x_0),
\]

as \( \tilde{C}^2(Q, x_0, 0) = C(Q, x_0) \times \mathbb{R}_+ \) and \( \tilde{T}^2(X, x_0, 0) = T(X, x_0) \times \mathbb{R}_+ \).

(ii) If all the functions involved have continuous Fréchet derivatives and the corresponding second-order directional derivatives in the direction \( v \) exist, then the GSOARC is reduced to the second-order Abadie regularity condition SOARC in [26].

(iii) In [26], SOARC was proposed by utilizing Fréchet derivatives and second-order directional derivatives. Another second-order Abadie constraint qualification in [33] was introduced in terms of Clarke generalized directional derivatives and Páles-Zeidan second-generalized directional derivatives, which did not involve the objective functions. Compared with the second-order Abadie regularity conditions in [26, 33], GSOARC is introduced in terms of Clarke generalized directional derivatives and Páles-Zeidan second-order generalized directional derivatives, which also incorporate objective functions.

Assumption 3.1  (i) For \( i \in I, j \in J, k \in K \), the functions \( f_i \), \( F_i \), \( g_j \) and \( h_k \) are locally Lipschitz continuous and regular in the sense of Clarke on \( U \), and \( f_i^{oo}(x; v) \), \( g_j^{oo}(x; v) \) and \( h_k^{oo}(x; v) \) are finite on \( U \) for all direction \( v \in Z \).

(ii) For \( i \in I \), \( F_i \)'s are Gâteaux differentiable on \( U \) with Gâteaux derivative \( F_i^{G} \), and \( F_i^{o}(x; v) \) exist on \( U \) for each direction \( v \in Z \).

Lemma 3.1  Let \( x_0 \in X \) be a Borwein properly efficient solution of NMFP, \( v \in D(x_0) \) and \( s = (s_1, s_2, \ldots, s_p) \) be defined as that in Lemma 2.1. Let Assumption 3.1 be fulfilled. Then, the following system

\[
\begin{align*}
& f_i^o(x_0; w) + r f_i^{oo}(x_0; v) - s_i((F_i^{o},G)(x_0), w) + r F_i^o(x_0; v) \leq 0, \forall i \in I, \\
& f_i^v(x_0; w) + r f_i^{ov}(x_0; v) - s_i((F_i^{o},G)(x_0), w) + r F_i^v(x_0; v) < 0, \exists i \in I, \\
& (w, r) \in \tilde{T}^2(X, x_0, v),
\end{align*}
\]

has no solution \((w, r) \in Z \times \mathbb{R}_+\).

We now derive the second-order strong KKT necessary conditions for a Borwein-type proper efficient solution of NMFP with the help of GSOARC.

Theorem 3.1  [Primal condition] Let \( x_0 \in U \) be a Borwein-properly efficient solution of NMFP and \( s = (s_1, s_2, \ldots, s_p) \) be defined as that in Lemma 2.1. Let Assumption 3.1 be fulfilled. If GSOARC holds at \( x_0 \) in the direction \( v \in D(x_0) \), then for any \( r \geq 0 \), the system

\[
\begin{align*}
& f_i^o(x_0; w) + r f_i^{oo}(x_0; v) - s_i((F_i^{o},G)(x_0), w) + r F_i^o(x_0; v) \leq 0, \forall i \in I, \\
& f_i^v(x_0; w) + r f_i^{ov}(x_0; v) - s_i((F_i^{o},G)(x_0), w) + r F_i^v(x_0; v) < 0, \exists i \in I, \\
& g_j^o(x_0; w) + r g_j^{oo}(x_0; v) \leq 0, \forall j \in J(x_0, v), \\
& h_k^o(x_0; w) + r h_k^{oo}(x_0; v) = 0, \forall k \in K,
\end{align*}
\]

is incompatible in \( w \in Z \).
Proof From Lemma 3.1, it follows that there is no \((w, r) \in Z \times \mathbb{R}^+\) such that the system (13) is consistent. Since GSOARC holds at \(x_0\) in the direction \(v\), combining (10) with Definition 3.2, for all \(r \geq 0\), the system (14) does not have a solution \(w \in Z\). The proof is completed.

Theorem 3.2 [Dual condition] Let \(x_0 \in U\) be a Borwein properly efficient solution of NMFP and \(s = (s_1, s_2, \ldots, s_p)\) be defined as stated in Lemma 2.1. Let Assumption 3.1 be fulfilled and functions \(f_i (i \in I), g_j (j \in J)\) and \(h_k (k \in K)\) be Gâteaux differentiable at \(x_0\). Assume that GSOARC holds at \(x_0\) in the direction \(v \in D(x_0)\). Then, there exist \(\lambda \in \mathbb{R}^m_{++}, \mu \in \mathbb{R}^m_{++}\), and \(\nu \in \mathbb{R}^l\) such that

\[
\begin{align*}
\sum_{i=1}^p \lambda_i& (f'_i(x_0) - s_i F'_i(x_0)) + \sum_{j=1}^m \mu_j g'_j(x_0) + \sum_{k=1}^l \nu_k h'_k(x_0) = 0, \quad (15) \\
\sum_{i=1}^p \lambda_i& (f''_i(x_0; v) - s_i F''_i(x_0; v)) + \sum_{j=1}^m \mu_j g''_j(x_0; v) + \sum_{k=1}^l \nu_k h''_k(x_0; v) \geq 0, \quad (16) \\
\lambda_i &> 0, \quad i = 1, 2, \ldots, m \quad (17) \\
\text{and} \quad \mu_j g'_j(x_0) = 0, \quad j = 1, 2, \ldots, m. \quad (18)
\end{align*}
\]

Remark 3.2 Theorem 3.2 presents a second-order strong KKT necessary conditions, which contains some new information on multipliers (18) at a Borwein properly efficient solution of the problem (1). From the proof of Theorem 3.2, we get a first-order strong KKT condition (15) at a Borwein properly efficient solution. As indicated in Remark 3.1, when \(v = 0\), GSOARC reduces to (12). In this case, while (16) is trivial, (15) and (17) remain satisfied.

Remark 3.3 (i) If for each \(i \in I, j \in J, k \in K, f_i\) and \(g_j\) are continuously Fréchet differentiable at \(x_0 \in U\) and \(F_i(x) = 1\) and \(h_k(x) = 0\) for all \(x \in U\), and \(f''_i(x_0; v), g''_j(x_0; v)\) exist for all \(i \in I, j \in J(x_0, v)\), then Theorem 4.1 and Theorem 4.2 in [26] can be deduced by Theorem 3.1 and Theorem 3.2, respectively.

(ii) If for each \(i \in I, j \in J, k \in K, f_i, g_j\) and \(h_k\) are continuously Fréchet differentiable at \(x_0 \in U\) and \(F_i(x) = 1\) for all \(x \in U\), and \(f''_i(x_0; v), h''_k(x_0; v)\) and \(g''_j(x_0; v)\) exist for all \(i \in I, j \in J(x_0, v)\), then Theorem 4.1 and Theorem 4.2 in [39] can be recovered by Theorem 3.1 and Theorem 3.2, respectively.

Corollary 3.1 Let \(x_0\) be a Borwein properly efficient solution of NMFP and \(s = (s_1, s_2, \ldots, s_p)\) be defined as that in Lemma 2.1. Let Assumption 3.1 be fulfilled and functions \(f_i (i \in I), g_j (j \in J)\) and \(h_k (k \in K)\) be Gâteaux differentiable at \(x_0\). If (12) holds at \(x_0\), then there exist vectors \(\lambda \in \mathbb{R}^m_{++}, \mu \in \mathbb{R}^m_{++}\), and \(\nu \in \mathbb{R}^l\) such that (15) and (17) hold.

Remark 3.4 It is worth noting that \(\lambda_i (f''_i(x_0) - s_i F''_i(x_0))\) is identical to \(\hat{\lambda}_i \left( \frac{f''_i}{F_i} \right) (x_0)\) by choosing \(\hat{\lambda}_i = \frac{\lambda_i}{F_i(x_0)}\) according to Proposition 2.1. Analogously, \(\lambda_i (f''_i(x_0; v) - s_i F''_i(x_0; v))\) is identical to \(\hat{\lambda}_i \left( \frac{f''_i}{F_i} \right) (x_0; v)\).

Since GSOGR is weaker than GSOARC, a natural question is whether the results presented in Theorem 3.2 hold under the GSOGR assumption. The answer is not affirmative, as evident from the following Example 3.1.

Example 3.1 Let \(p = m = 2\) and \(l = 1\). Consider the NMFP problem where the functions \(f_1, F_i, g_j, h_k : \mathbb{R}^3 \rightarrow \mathbb{R}\) are as follows:

\[
\begin{align*}
f_1(x) &= -3x_1 + x_2, \quad f_2(x) = 2x_1 - 3x_2, \quad F_1(x) = F_2(x) = 1 + x_1 + x_2, \\
g_1(x) &= -x_1, \quad g_2(x) = -x_2 \quad \text{and} \quad h(x) = x_1x_2.
\end{align*}
\]
The feasible set for this problem is

\[ X = \{ (x_1, x_2, x_3) \in \mathbb{R}^3 : x_1 \geq 0, x_2 \geq 0, x_1 x_2 = 0 \} . \]

Clearly, \( x_0 = 0 \) is a Borwein properly efficient solution for NMFP since

\[ T \left( \left( \frac{f}{F} \right) (X) + \mathbb{R}^2_+, \left( \frac{f}{F} \right) (x_0) \right) \cap (-\mathbb{R}^2_+) = \{ 0 \} . \]

By directly calculation, we obtain \( T(X, x_0) = X, s = (0, 0), \)

\[ C(Q, x_0) = \{ (v_1, v_2, v_3) \in \mathbb{R}^3 : v_1 \geq 0, v_1 \leq v_2 \leq 6v_1 \} , \]

\[ D(x_0) = T(X, x_0) \cap C(Q, x_0) = \{ (v_1, v_2, v_3) \in \mathbb{R}^3 : v_1 = v_2 = 0 \} , \]

and for arbitrary \( v \in D(x_0), \)

\[ \tilde{h}^2 (X, x_0, v) = \{ (w, s) \in \mathbb{R}^3 \times \mathbb{R} : w \in T(X, x_0), s \geq 0 \} \]

and \( \tilde{c}^2 (Q, x_0, v) = \{ (w, s) \in \mathbb{R}^3 \times \mathbb{R} : w \in C(Q, x_0), s \geq 0 \} . \)

It can be seen that GSOARC (10) is not satisfied and GSORG (11) is satisfied at \( x_0 \). We point out that the conclusion derived in Theorem 3.2 is not true under this example. Indeed, because if there exist \( \lambda_1 > 0, \lambda_2 > 0, \mu_1 \geq 0, \mu_2 \geq 0 \) and \( \nu \in \mathbb{R} \) such that (15) is fulfilled, i.e.,

\[
\lambda_1 (\nabla f_1 (x_0) - s_1 \nabla F_1 (x_0)) + \lambda_2(\nabla f_2 (x_0) - s_2 \nabla F_2 (x_0)) \\
+ \mu_1 \nabla g_1 (x_0) + \mu_2 \nabla g_2 (x_0) + \nu \nabla h (x_0) = 0,
\]

then \( \lambda_1 = -\frac{1}{3}(3\mu_1 + 2\mu_2) \leq 0 \) and \( \lambda_2 = -\frac{1}{2}\lambda_1 = -\frac{1}{2}(\mu_1 + 3\mu_2) \leq 0 \), which are contradictory to \( \lambda_1 > 0 \) and \( \lambda_2 > 0 \). Therefore, Theorem 3.2 is not true under the GSORG assumption.

4 Second-order KKT sufficient optimality conditions for NMFP

This section studies second-order sufficient optimality conditions for NMFP under second-order generalized convexity assumptions. To start with, we introduce some notions of second-order generalized convexity.

**Definition 4.1** Let \( x_0 \in X \subseteq U \). A locally Lipschitz continuous function \( \vartheta : U \rightarrow \mathbb{R} \) is said to be

(i) second-order convex at \( x_0 \) with respect to \( X \) if for any \( x \in X \) there exist \( v \in Z \setminus \{ 0 \} \) and \( w \in Z \setminus \{ 0 \} \) such that

\[
\vartheta (x) - \vartheta (x_0) \geq \vartheta^\circ (x_0; w) + \frac{1}{2} \vartheta^{\circ\circ} (x_0; v),
\]

(ii) second-order pseudoconvex at \( x_0 \) with respect to \( X \) if for any \( x \in X \) there exist \( v \in Z \setminus \{ 0 \} \) and \( w \in Z \setminus \{ 0 \} \) such that

\[
\vartheta^\circ (x_0; w) + \frac{1}{2} \vartheta^{\circ\circ} (x_0; v) \geq 0 \implies \vartheta (x) \geq \vartheta (x_0),
\]

(iii) second-order quasiconvex at \( x_0 \) with respect to \( X \) if for any \( x \in X \) there exist \( v \in Z \setminus \{ 0 \} \) and \( w \in Z \setminus \{ 0 \} \) such that

\[
\vartheta (x) \leq \vartheta (x_0) \implies \vartheta^\circ (x_0; w) + \frac{1}{2} \vartheta^{\circ\circ} (x_0; v) \leq 0,
\]
(iv) second-order infine at \(x_0\) with respect to \(X\) if for any \(x \in X\) there exist \(v \in Z \setminus \{0\}\) and \(w \in Z \setminus \{0\}\) such that

\[
\vartheta(x) - \vartheta(x_0) = \vartheta^{\circ}(x_0; w) + \frac{1}{2} \vartheta^{\circ\circ}(x_0; v).
\]

Remark 4.1 It is noteworthy that if a function \(\vartheta\) is second-order infine at \(x_0\) with respect to \(X\), then \(\vartheta\) is second-order convex at \(x_0\) with respect to \(X\). The second-order convexity of \(\vartheta\) at \(x_0\) with respect to \(X\) implies the second-order pseudoconvexity and second-order quasiconvexity of \(\vartheta\) at \(x_0\) with respect to \(X\). Besides, if \(\vartheta : U \rightarrow \mathbb{R}\) is locally Lipschitz continuous and Gâteaux differentiable at \(x_0\), and \(v = v = x - x_0\) in Definition 4.1(i)(ii)(iii), then the second-order convexity, second-order pseudoconvexity and second-order quasiconvexity of \(\vartheta\) at \(x_0\) with respect to \(X\) reduce to the corresponding second-order convexity of \(\vartheta\) at \(x_0\) introduced in [40, Definition 4.1].

Example 4.1 (i) Consider the function \(\vartheta(x) = x^2, x \in \mathbb{R}\), and \(x_0 = 0\). By direct calculation, we get \(\vartheta^{\circ}(0; w) = \nabla \vartheta(0) w = 0\) for all \(w \in \mathbb{R}\), and \(\vartheta^{\circ\circ}(0; v) = \nabla^2 \vartheta(0)v^2 = 2v^2 \geq 0\). Letting \(v = x - x_0 = x\), one has

\[
\vartheta(x) - \vartheta(x_0) = \vartheta^{\circ}(x_0; w) + \frac{1}{2} \vartheta^{\circ\circ}(x_0; v).
\]

Therefore, \(\vartheta\) is second-order infine at \(x_0\) with respect to \(\mathbb{R}\). In addition, from Remark 4.1, it is obvious that \(\vartheta\) is also second-order convex (pseudoconvex and quasiconvex) at \(x_0\) with respect to \(\mathbb{R}\).

(ii) Consider the function \(\vartheta(x) = |x|\) and \(x_0 = 0\). By direct calculation, we get \(\vartheta^{\circ}(0; w) = |w|\), and \(\vartheta^{\circ\circ}(0; v) = 0\) for all \(v \in \mathbb{R}\). Hence, for any \(x \neq 0\), letting \(w := x - x_0 = x\), we get \(\vartheta^{\circ}(x_0; w) + \frac{1}{2} \vartheta^{\circ\circ}(x_0; v) = |x|^2 > 0\) for all \(v \in \mathbb{R}\). So, \(\vartheta\) is second-order pseudoconvex at \(x_0\) with respect to \(\mathbb{R}\).

Definition 4.2 A function \(f := (f_1, f_2, \ldots, f_p)^\top : U \rightarrow \mathbb{R}^p\) is called second-order convex (respectively, pseudoconvex, quasiconvex, and infine) at \(x_0\) with respect to \(X\) if its components \(f_i, i \in I\) are second-order convex (respectively, pseudoconvex, quasiconvex, and infine) at \(x_0\) with respect to \(X\) and common \(v \in Z\) and \(w \in Z\).

By direct calculation, one easily gets the following results.

Proposition 4.1 Let \(f_1\) and \(f_2\) be two real-valued locally Lipschitz functions on \(U\) with \(f_2\) being positive, and \(x_0 \in X \subseteq U\). Suppose that for each \(x \in U\), both \(f_1^\beta(x)\) and \(f_2^\beta(x; v)\) exist. Then,

(i) for each \(\beta > 0\), \(\beta f_1\) is second-order convex (pseudoconvex, quasiconvex, or infine) at \(x_0\) with respect to \(X\) if so is \(f_1\);

(ii) \(f_1 + f_2\) is second-order convex (infine) at \(x_0\) with respect to \(X\) if so are \(f_1\) and \(f_2\) with a common \(v \in Z\) and \(w \in Z\).

For simplicity, we take the following assumption to derive second-order sufficient optimality conditions.

Assumption 4.1 All the functions involved in NMFP exhibit a form of second-order convexity in the sense of Definition 4.2 with a common \(v \in D(x_0)\) and \(w \in Z\).

Next, we present second-order sufficient optimality conditions for NMFP.
Theorem 4.1 Let \( x_0 \in X \), \( s = \frac{f(x_0)}{F(x_0)} \) and let \( f - s \ast F \) and \( g \) be second-order convex at \( x_0 \) with respect to \( X \), \( h \) be second-order affine at \( x_0 \) with respect to \( X \) and Assumptions 3.1 and 4.1 hold. Assume that there exist \( \lambda \in \mathbb{R}_{++}^p \), \( \mu \in \mathbb{R}_m^+ \) and \( \nu \in \mathbb{R}^l \) such that for all \( v \in D(x_0) \) and \( w \in \mathbb{Z} \),

\[
\lambda^T (f^\circ(x_0; w) - (s \ast F^\circ(x_0), w)) + \sum_{j=1}^m \mu_j g_j^\circ(x_0; w) + \sum_{k=1}^l \nu_k h_k^\circ(x_0; w) = 0, \tag{19}
\]

\[
\lambda^T (f^\circ(x_0; v) - s \ast F^\circ(x_0; v)) + \sum_{j=1}^m \mu_j g_j^\circ(x_0; v) + \sum_{k=1}^l \nu_k h_k^\circ(x_0; v) \geq 0 \tag{20}
\]

and \( \sum_{j=1}^m \mu_j g_j(x_0) = 0 \). \( \tag{21} \)

Then, \( x_0 \) is a Pareto efficient solution of NMFP.

Remark 4.2 From the proof of Theorem 4.1, we see that if \( \lambda \in \mathbb{R}_{++}^p \) is replaced by \( \lambda \in \mathbb{R}_{++}^p \setminus \{0\} \) and the inequality \((\geq)\) in (20) is replaced by the strict inequality \((>)\), then \( x_0 \) is a weak efficient solution of NMFP under the assumptions of Theorem 4.1.

Theorem 4.2 Let \( x_0 \in X \) and \( s = \frac{f(x_0)}{F(x_0)} \). Assume that there exist \( \lambda \in \mathbb{R}_{++}^p \), \( \mu \in \mathbb{R}_m^+ \) and \( \nu \in \mathbb{R}^l \) such that for all \( v \in D(x_0) \), \( \lambda^T (f - s \ast F) \) is second-order pseudoconvex at \( x_0 \) with respect to \( X \), \( \mu^\top g \) is second-order quasiconvex at \( x_0 \) with respect to \( X \), \( h \) is second-order affine at \( x_0 \) with respect to \( X \) and Assumptions 3.1 and 4.1 hold, then \( x_0 \) is a Pareto efficient solution of NMFP.

In the following, we exemplify Theorem 4.2.

Example 4.2 Let \( p = m = 2 \) and \( l = 1 \). Consider the NMFP problem, where the functions \( f_i, F_i, g_j, h_k : \mathbb{R}^2 \to \mathbb{R} \) are defined by

\[
\begin{align*}
  f_1(x) & := 3x_1^4 + 5x_1^2 + 6x_2^2, \quad f_2(x) := -2x_1^2, \\
  F_1(x) & := F_2(x) := x_1^2 + x_2^2 + 1, \\
  g_1(x) & := -x_1, \quad g_2(x) := -x_2 \quad \text{and} \quad h(x) := x_1^2.
\end{align*}
\]

The feasible set for the problem is \( X = \{(x_1, x_2) \in \mathbb{R}^2 : x_1 = 0, x_2 \geq 0\} \), and for \( x_0 = (0, 0) \), we get \( s = (0, 0) \) and \( D(x_0) = X \). Take \( \lambda_1 = 1, \lambda_2 = 2, \mu_1 = 1, \mu_2 = 0 \) and \( \nu = -2 \). For each \( x = (x_1, x_2) \in X \), there exist \( v = x \in D(x_0) \) and \( w = (1, 1) \) such that \( \lambda^T (f - s \ast F) \) is second-order convex (and pseudoconvex) at \( x_0 \) with respect to \( X \), \( \mu^\top g \) is second-order quasiconvex at \( x_0 \) with respect to \( X \), and \( h \) is second-order affine at \( x_0 \) with respect to \( X \). In addition, for any \( v \in D(x_0) \), we have (19)–(21). Observe that for any \( x \in X \),

\[
\frac{f(x_0)}{F(x_0)} - \frac{f(x)}{F(x)} = \left( \begin{array}{c}
  -2x_1^2 \\
  x_1^2 + x_2^2 + 1
\end{array} \right) \mathbf{1} \in \mathbb{R}^2_+ \setminus \{0\}.
\]

It thus implies that \( x_0 \) is a Pareto efficient solution of NMFP.

Remark 4.3 From the proof of Theorem 4.2, specifically beginning with (??), we can conclude that if \( \lambda \in \mathbb{R}_{++}^p \) is replaced by \( \lambda \in \mathbb{R}_{++}^p \setminus \{0\} \) in Theorem 4.2, then \( x_0 \) is a weak efficient solution of NMFP under the assumptions of Theorem 4.2.
5 Second-order duality

In this section, we study Mond-Weir-type second-order duality of NMFP. Duality results between NMFP and its second-order dual problem are established under the generalized second-order convexity assumptions. A Mond-Weir-type second-order dual problem (MWSD) of NMFP is formulated as follows:

$$\begin{align*}
\max \left( \frac{f}{F} \right) (u) \\
\text{s.t.} \quad & \lambda^T (f'_G(u) - s * F'_G(u)) + \sum_{j=1}^{m} \mu_j g'_j(u) + \sum_{k=1}^{l} \nu_k h'_k(u) = 0, \\
& \lambda^T (f^{oo}(u; v) - s * F^{oo}(u; v)) + \sum_{j=1}^{m} \mu_j g^{oo}_j(u; v) + \sum_{k=1}^{l} \nu_k h^{oo}_k(u; v) \geq 0, \quad \forall v \in D(u), \\
& \sum_{j=1}^{m} \mu_j g_j(u) + \sum_{k=1}^{l} \nu_k h_k(u) \geq 0, \\
& \sum_{i=1}^{p} \lambda_i = 1, \\
& (u, \lambda, \mu, \nu) \in U \times \mathbb{R}_{++}^p \times \mathbb{R}_{++}^m \times \mathbb{R},
\end{align*}$$

(22)

where $s = \frac{f(u)}{F(u)}$. A vector $(u, \lambda, \mu, \nu)$ satisfying all the constraints of MWSD is said to be a feasible solution of MWSD. The set of feasible solutions of MWSD is denoted by $\mathcal{F}_M$.

Throughout this section, we always assume Assumption 5.1 hold.

**Assumption 5.1**

(i) $f_i, F_i (i \in I), g_j (j \in J)$ and $h_k (k \in K)$ are all locally Lipschitz continuous, Gateaux differentiable and regular in the sense of Clarke on $U$ with Gateaux derivative $f'_i, F'_i, g'_j, G'_j$ and $h'_k, G'_k$, respectively;

(ii) For $i \in I, j \in J, k \in K, f^{oo}_i(u; v), g^{oo}_j(u; v), h^{oo}_k(u; v)$ and $F^{oo}_i(u, v)$ are all finite at each $u \in U$ for all directions $v \in \mathbb{Z}$.

We first give the weak duality between NMFP and MWSD.

**Theorem 5.1** [Weak duality] Let $x \in X$ and $(u, \lambda, \mu, \nu) \in \mathcal{F}_M$. Assume that $f - s * F$ and $g$ are second-order convex at $u$ with respect to $U$, $h$ is second-order infine at $u$ with respect to $U$ and Assumption 4.1 holds. Then,

$$\left( \frac{f}{F} \right) (x) \leq \left( \frac{f}{F} \right) (u).$$

**Theorem 5.2** [Strong duality] Let $x_0 \in X$ be a Borwein-properly efficient solution of NMFP. Assume that all conditions of Theorem 3.2 are satisfied. Then, there exist $\lambda \in \mathbb{R}_{++}^p$, $\bar{\mu} \in \mathbb{R}_{++}^m$ and $\bar{\nu} \in \mathbb{R}$ such that $(x_0, \lambda, \bar{\mu}, \bar{\nu}) \in \mathcal{F}_M$. Furthermore, if all conditions of Theorem 5.1 hold, then $(x_0, \lambda, \bar{\mu}, \bar{\nu})$ is a Pareto efficient solution of MWSD.

**Proof** From Theorem 3.2 it follows that there exists $(\bar{\lambda}, \bar{\mu}, \bar{\nu}) \in \mathbb{R}_{++}^p \times \mathbb{R}_{++}^m \times \mathbb{R}$ satisfies (15)-(17). Due to $h(x_0) = 0$, (17) yields that

$$\sum_{j=1}^{m} \bar{\mu}_j g_j(x_0) + \sum_{k=1}^{l} \bar{\nu}_k h_k(x_0) = 0.$$
With no loss of generality, we can assume that \( \sum_{i=1}^{p} \tilde{\lambda}_i = 1 \) since one can pick up \( \tilde{\lambda}_i = \frac{\lambda_i}{\sum_{i=1}^{p} \lambda_i} \) due to \( \tilde{\lambda} \in \mathbb{R}_{++}^p \). Consequently, one has \( (x_0, \tilde{\lambda}, \tilde{\mu}, \tilde{\nu}) \in F_M \). By Theorem 5.1, we obtain
\[
\left( \frac{f}{F} \right) (x_0) \nless \left( \frac{f}{F} \right) (u), \quad \forall (u, \lambda, \mu, \nu) \in F_M.
\]
It, therefore, implies that \( (x_0, \lambda, \mu, \nu) \) is a Pareto efficient solution of MWSD. The proof is completed.

**Theorem 5.3** [Converse duality] Let \( (u, \lambda, \mu, \nu) \in F_M \) be a Pareto efficient solution of MWSD with \( u \in X \). Assume that \( \lambda^\top (f - s \ast F) \) is second-order pseudoconvex at \( u \) with respect to \( U \), \( \mu^\top g \) is second-order quasiconvex at \( u \) with respect to \( U \), \( h \) is second-order affine at \( u \) with respect to \( U \) and Assumption 4.1 holds. Then \( u \) is a Pareto efficient solution of NMFP.

**Remark 5.1** If \( \lambda \in \mathbb{R}^p_+ \) is replaced by \( \lambda \in \mathbb{R}^p_+ \setminus \{0\} \) in MWSD, then we can conclude the strong duality and converse duality between the weak efficient solutions of NMFP and that of MWSD.

6 Conclusions

We have presented chain rules of quotient functions involving locally Lipschitz functions in terms of first and second-order directional derivatives, which improves that of [20,26,39]. A new second-order Abadie-type regular condition has been introduced in terms of Clarke directional derivative and Páles-Zeidan second-order directional derivative, which is different from the second-order Abadie-type regular conditions in [26,33]. Second-order strong KKT conditions for a Borwein-properly efficient solution of NMFP have been established. Based on s-MFP, second-order sufficient optimality conditions for a Pareto efficient solution of NMFP have been obtained under some generalized second-order convexity assumptions. Finally, we have proposed a Mond-Weir-type second-order dual problem of NMFP and obtained the weak, strong and converse duality results between NMFP and its second-order dual problem.

In the lines of the derived results, one can study Schaible-type second-order dual problem [22] of NMFP, and also can attempt to design algorithms of NMFP via s-MFP. The obtained results in this paper can further be extended by using Dini Hadamard-type second-order generalized directional derivatives. It is also interesting to extend the results presented in this paper to the vector case when \( \mathbb{R}^p_+ \) is replaced by a general closed convex cone.
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