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#### Abstract

We study two-stage distributionally robust optimization (DRO) problems with decisiondependent information discovery (DDID) wherein (a portion of) the uncertain parameters are revealed only if an (often costly) investment is made in the first stage. This class of problems finds many important applications in selection problems (e.g., in hiring, project portfolio optimization, or optimal sensor location). Despite the problem's wide applicability, it has not been previously studied. We propose a framework for modeling and approximately solving DRO problems with DDID. We formulate the problem as a min-max-min-max problem and adopt the popular $K$-adaptability approximation scheme, which chooses $K$ candidate recourse actions here-and-now and implements the best of those actions after the uncertain parameters that were chosen to be observed are revealed. We then present a decomposition algorithm that solves the $K$-adaptable formulation exactly. In particular, we devise a cutting plane algorithm which iteratively solves a relaxed version of the problem, evaluates the true objective value of the corresponding solution, generates valid cuts, and imposes them in the relaxed problem. For the evaluation problem, we develop a branch-and-cut algorithm that provably converges to an optimal solution. We showcase the effectiveness of our framework on the R\&D project portfolio optimization problem and the best box problem.
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## 1 Introduction

### 1.1 Background \& Motivation

Distributionally robust optimization, which optimizes for a safe action that performs best under the most adverse distribution in an ambiguity set of distributions consistent with the known information, is a popular modeling and solution paradigm for decisionmaking under uncertainty. It can be used to tackle both single-stage (see, e.g., Delage and Ye (2010), Ben-Tal et al (2013), Wiesemann et al (2014), Jiang and Guan (2016), Gao and Kleywegt (2023), Mohajerin Esfahani and Kuhn (2018)) and multi-stage (see e.g., Goh and Sim (2010), Hanasusanto and Kuhn (2018), Bertsimas et al (2019), Chen et al (2020), Yu and Shen (2022)) problems. In multi-stage problems, uncertain parameters are revealed sequentially over time, and decisions are allowed to adapt to the history of observations. Mathematically, decisions must be modeled as functions of the uncertain parameters that have been revealed by the time the decision is made.

To the best of our knowledge, all models and solutions approaches assume that the sequence in which uncertain parameters are revealed is exogenous, i.e., independent of the decision-maker's actions. However, this assumption fails to hold in many realworld applications where uncertain parameters (information) only become observable following an often costly investment and measurement decisions control the time of information discovery. We now describe some important examples of such problems involving decision-dependent information discovery.

R $8 D$ D Project Portfolio Optimization. Companies often maintain long pipelines of projects that are candidates to be undertaken (Solak et al, 2010). The return of each project is uncertain and will only be revealed if the project is completed, which often necessitates substantial resources to be expanded. Thus, the costly decisions to undertake and complete a project are measurement decisions which control the time of information discovery in this problem.

Optimal Sensor Placement for Emergency Warning. Emergency warning systems (that issue warnings about, e.g., landslides (Chu et al, 2021)) rely on information collected from sensors (about, e.g., soil moisture) to make predictions. Sensors are often costly or difficult to install (due to e.g., difficulty in accessing remote locations). The information available to help inform the warning system depends on the location of the sensors. Thus, the costly sensor placement decisions are measurement decisions that control the time of information discovery in this problem.

Selection Problems. Selection problems such as those arising in company hiring, loan approval, or bail decisions involve selecting, over time, a subset of available candidates to move to the next stage until a final selection decision is made in the last stage. The personal characteristics (e.g., qualifications, gender, race) of individuals are uncertain and only become observed progressively over time as they get selected into subsequent stages. Accordingly, the outcomes (e.g., job performance, loan repayment, recidivism) are also uncertain and only become observed for individuals who make it into the final stage. Thus, the candidate selection decisions are measurement decisions that control the time of information discovery in this problem.

In most real-world situations, the precise distribution of the uncertain parameters in such problems is unknown (e.g., the joint distribution of project returns in $\mathrm{R} \& \mathrm{D}$, joint distribution of soil characteristics at different remote locations, joint distribution of job candidates' characteristics, and corresponding job performance). Yet, basic characteristics of this joint distribution, such as first order moments may be available (e.g., through past project performance, current weather conditions, and past worker performance data). In our work, we propose to leverage such information in distributionally robust optimization problems with decision-dependent information discovery where such moment information is added explicitly as constraints in the ambiguity set.

### 1.2 Literature Review

Our work most closely relates to the literature on optimization under decisiondependent information discovery, to distributionally robust optimization with decisiondependent uncertainty sets, and to the works on the $K$-adaptability approximation to (distributionally) robust optimization. We review all of these in turn.

Decision-making problems under decision-dependent information discovery have mostly been studied in the stochastic programming literature. The majority of works assume the distribution of the uncertain parameters is discrete or require the distribution to be discretized before they can be applied, see Colvin and Maravelias (2010); Goel and Grossmann (2004, 2006); Gupta and Grossmann (2011, 2014); Apap and Grossmann (2017). Vayanos et al (2011) investigate a problem with continuous uncertain parameters and propose a conservative solution approach based on piecewise constant and piecewise linear decision rule approximations. In the robust optimization literature, Zhang and Feng (2020) derive a decision-rule approximation for multistage robust optimization with endogenous uncertainty. Paradiso et al (2022) develop an exact solution scheme based on a nested decomposition algorithm for two-stage robust optimization problems with DDID and objective uncertainty. Michel et al (2022) provide complexity analysis for robust selection problems with DDID under budgeted uncertainty.

Distributionally robust optimization with a decision-dependent ambiguity set has been studied in both static and adaptive settings. Such a framework can model the case where the distribution of the underlying random variables depends on decisions. One class of decision-dependent ambiguity set allows the moments of the distributions to depend on the decisions, see Zhang et al (2016); Luo and Mehrotra (2020); Ryu and Jiang (2019); Basciftci et al (2021), and Yu and Shen (2022). Another class allows decisions to influence the nominal or marginal distributions; see Luo and Mehrotra
(2020); Noyan et al (2022), and Doan (2021). None of the models considers the case where decisions affect the time of information discovery.

The $K$-adaptability approximation scheme, originally introduced by Bertsimas and Caramanis (2010) for two-stage robust optimization, involves selecting $K$ candidate policies here-and-now and implementing the best of these policies after the uncertain parameters are revealed. This method naturally accommodates discrete adaptive variables. Bertsimas and Caramanis (2010) study the complexity of the problem and provide an exact finite dimensional bilinear formulation for the case where $K=2$. Subramanyam et al (2020) propose a branch-and-bound algorithm to speed-up computation. For the class of problems involving only binary adaptive variables, Hanasusanto et al (2015) characterize the problem's complexity in terms of the number of secondstage policies $K$ needed to obtain an optimal solution to the original, fully adaptive problem and derive practical explicit mixed-integer linear optimization (MILO) reformulations. Buchheim and $\operatorname{Kurtz}(2017,2018)$ study the complexity of two-stage robust combinatorial optimization problems under objective uncertainty and propose efficient algorithms for the cases of polyhedral and discrete uncertainty sets, respectively. Chassein et al (2019) propose a faster algorithm for problems with budgeted uncertainty set. Hanasusanto et al (2016) adapt the $K$-adaptability approximation for binary decision variables to the case of two-stage distributionally robust optimization problems, derive explicit mixed-integer linear programming reformulations, and provide efficient methods for bounding the selection probabilities of each of the $K$ second-stage policies. Han et al (2023) provide a single-stage robust optimization reformulation for computing optimal $K$-adaptable policies with optimal partitions for a two-stage distributionally robust optimization problem with constraint uncertainty, show the reformulated problem is $\mathcal{N} \mathcal{P}$-complete, and propose a partitioning framework that results in a mixed-integer optimization problem of moderate size. Our work most closely relates to the paper of Vayanos et al (2020), wherein the authors study
a robust optimization problem with DDID and propose a conservative approximation based on $K$-adaptability. We study the more general class of distributionally robust problems with DDID.

### 1.3 Proposed Approach \& Contributions

We now summarize our proposed approach and main contributions in this paper.

1. We study two-stage distributionally robust optimization problems with decisiondependent information discovery. We formulate this class of problems as adaptive distributionally robust optimization problems that optimize over decision-rules on which we impose decision-dependent non-anticipativity constraints. We establish that this model admits an equivalent two-and-a-half stage (min-max-min$\max$ ) robust optimization reformulation and adapt the popular $K$-adaptability approach to obtain a conservative approximation. The parameter $K$, which denotes the number of candidate policies, enables us to conveniently trade-off computational complexity with solution quality.
2. We show that applying the $K$-adaptability approximation to the reformulated robust optimization problems leads to a bilinear optimization problem involving products of real-valued decision variables (see Theorem 3). For moderately sized problems, this can be solved with off-the-shelf solvers. For larger instances, we propose a decomposition algorithm that solves the problem exactly. The scheme iteratively solves a main problem with only the measurement variables and adds optimality, feasibility, and Benders-like cuts generated by an evaluation problem. We develop a provably convergent branch-and-cut algorithm to evaluate the objective with fixed measurement variables.
3. We conduct numerical experiments on stylized instances of the R\&D project portfolio optimization and best box problems that showcase the effectiveness of our approach. We show that the solutions to the $K$-adaptability approximation
can be obtained by either solving the bilinear optimization problem directly or by employing our decomposition algorithm. In the R\&D project portfolio optimization problem, the decomposition algorithm outperforms the state-of-the-art solver, finding better solutions in up to $100 \%$ more cases. We assess the value of incorporating distributional information by comparing our method to that returned by a purely robust solution. Our results show that the distributionally robust optimization solution improves the robust solution by up to $70 \%$ on average.

### 1.4 Organization of the Paper and Notations

The remainder of the paper is organized as follows. Section 2 introduces the two-stage distributionally robust optimization problem with the decision-dependent information discovery and derives an equivalent min-max-min-max robust optimization counterpart. Section 3 presents the $K$-adaptability approximation scheme, and Section 4 describes the decomposition algorithm. Section 5 conducts numerical experiments to test the performance of our approach. All proofs are relegated to the appendix.

Notation. Throughout the paper, vectors (matrices) are denoted by boldface lowercase (uppercase) letters. Uncertainty is modeled by the probability space $\left(\mathbb{R}^{k}, \mathcal{B}\left(\mathbb{R}^{k}\right), \mathbb{P}\right)$, which consists of the sample space $\mathbb{R}^{k}$, the Borel $\sigma$-algebra $\mathcal{B}\left(\mathbb{R}^{k}\right)$ and the probability measure $\mathbb{P}$, whose support we denote by $\Xi$. We let $\mathcal{L}_{N_{\xi}}^{N_{y}}$ be the space of all measurable functions from $\mathbb{R}^{N_{\xi}}$ to $\mathbb{R}^{N_{y}}$ that are bounded on compact sets. Given two vectors $\boldsymbol{x}$ and $\boldsymbol{y}$ of the same dimension, $\boldsymbol{x} \circ \boldsymbol{y}$ denotes their Hadamard product. Given two sets $\mathcal{X}$ and $\mathcal{Y}, \mathcal{X} \xrightarrow{L} \mathcal{Y}$ denotes a linear mapping from $\mathcal{X}$ to $\mathcal{Y}$. We use $\boldsymbol{A}_{i}$ and $[\boldsymbol{A}]_{i}$ to denote the $i$ th column and the $i$ th row of matrix $\boldsymbol{A}$, respectively. With a slight abuse of notations, we use the maximum and minimum operators even when the optimum may not be achieved. In such instances, these operators should be interpreted as suprema and infima, respectively

## 2 DRO with Decision-Dependent Information Discovery

In this section, we describe the two-stage distributionally robust optimization problems with decision-dependent information discovery. We propose a decision rule-based formulation for this problem and demonstrate that it is equivalent to a two-and-a-half stage min-max-min-max robust problem.

### 2.1 Decision Rule Formulation

The DRO-DDID problem minimizes the worst-case expected objective value over all distributions $\mathbb{P}$ of the uncertain parameters $\boldsymbol{\xi} \in \mathbb{R}^{N_{\xi}}$, supported on $\Xi$, and belonging to the ambiguity set $\mathcal{P}$. The ambiguity set contains plausible distributions that share certain properties that are known about the true distribution. The first-stage decisions $\boldsymbol{x} \in \mathcal{X} \subseteq \mathbb{R}^{N_{x}}$ and $\boldsymbol{w} \in \mathcal{W} \subseteq\{0,1\}^{N_{\xi}}$ are selected here-and-now, before any of the uncertain parameters $\boldsymbol{\xi} \in \Xi \subseteq \mathbb{R}^{N_{\xi}}$ are realized. The wait-and-see decisions $\boldsymbol{y}(\boldsymbol{\xi}) \in \mathcal{Y} \subseteq \mathbb{R}^{N_{y}}$ is a function of $\boldsymbol{\xi}$, which may depend on the observed portion of $\boldsymbol{\xi}$. The binary vector $\boldsymbol{w}$ collects the measurement decisions determining which components of the uncertain vector $\boldsymbol{\xi}$ to observe. Specifically, $\xi_{i}$ is revealed between the first and second stages if and only if $w_{i}=1$.

In a decision rule formulation, we choose here-and-now the value of the adaptive variable $\boldsymbol{y}$ in each realization of $\boldsymbol{\xi}$. The decision $\boldsymbol{y}$ is modeled as a function of $\boldsymbol{\xi}$ that is optimized over in the first stage. The two-stage distributionally robust problem with decision-dependent information discovery can be written mathematically using
decision rules as

$$
\left.\begin{array}{ll}
\min & \sup _{\mathbb{P} \in \mathcal{P}} \mathbb{E}_{\mathbb{P}}\left(\boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}(\boldsymbol{\xi})\right) \\
\text { s.t. } & \boldsymbol{x} \in \mathcal{X}, \boldsymbol{w} \in \mathcal{W}, \boldsymbol{y} \in \mathcal{L}_{N_{\xi}}^{N_{y}} \\
& \boldsymbol{y}(\boldsymbol{\xi}) \in \mathcal{Y}  \tag{1a}\\
& \boldsymbol{T}(\boldsymbol{\xi}) \boldsymbol{x}+\boldsymbol{V}(\boldsymbol{\xi}) \boldsymbol{w}+\boldsymbol{W}(\boldsymbol{\xi}) \boldsymbol{y}(\boldsymbol{\xi}) \leq \boldsymbol{H} \boldsymbol{\xi}
\end{array}\right\} \quad \forall \boldsymbol{\xi} \in \Xi,
$$

where $\boldsymbol{C} \in \mathbb{R}^{N_{\xi} \times N_{x}}, \boldsymbol{D} \in \mathbb{R}^{N_{\xi} \times N_{\xi}}, \boldsymbol{Q} \in \mathbb{R}^{N_{\xi} \times N_{y}}$, and $\boldsymbol{H} \in \mathbb{R}^{L \times N_{\xi}}$. We assume that the left hand-side of the constraints is linear in $\boldsymbol{\xi}$, specifically, $\boldsymbol{T}(\boldsymbol{\xi}): \Xi \xrightarrow{L}$ $\mathbb{R}^{L \times N_{x}}, \boldsymbol{V}(\boldsymbol{\xi}): \Xi \xrightarrow{L} \mathbb{R}^{L \times N_{\xi}}, \boldsymbol{W}(\boldsymbol{\xi}): \Xi \xrightarrow{L} \mathbb{R}^{L \times N_{y}}$. We can account for affine dependencies on $\boldsymbol{\xi}$ by introducing an auxiliary uncertain parameter $\xi_{N_{\xi}+1}$ restricted to equal one.

The last set of constraints, which is a decision-dependent non-anticipativity constraint, enforces that $\boldsymbol{y}(\cdot)$ can only depend on the observed uncertain parameters. Given two realizations $\boldsymbol{\xi}$ and $\boldsymbol{\xi}^{\prime}$, the equality $\boldsymbol{w} \circ \boldsymbol{\xi}=\boldsymbol{w} \circ \boldsymbol{\xi}^{\prime}$ holds if and only if the observed portions of the two realizations are the same. In this case, the corresponding wait-and-see decisions $\boldsymbol{y}(\boldsymbol{\xi})$ and $\boldsymbol{y}\left(\boldsymbol{\xi}^{\prime}\right)$ should also be consistent with one another. The uncertainty set $\Xi$ in (1) is a nonempty bounded polyhedron expressible as $\Xi=\left\{\boldsymbol{\xi} \in \mathbb{R}^{N_{\xi}}: \boldsymbol{A} \boldsymbol{\xi} \leq \boldsymbol{b}\right\}$ for some matrix $\boldsymbol{A} \in \mathbb{R}^{R \times N_{\xi}}$ and vector $\boldsymbol{b} \in \mathbb{R}^{R}$.

The ambiguity set $\mathcal{P}$ takes the form

$$
\begin{equation*}
\mathcal{P}=\left\{\mathbb{P} \in \mathcal{M}_{+}\left(\mathbb{R}^{N_{\xi}}\right): \mathbb{P}(\boldsymbol{\xi} \in \Xi)=1, \quad \mathbb{E}_{\mathbb{P}}(\boldsymbol{g}(\boldsymbol{\xi})) \leq \boldsymbol{c}\right\} \tag{1b}
\end{equation*}
$$

where $\mathcal{M}_{+}\left(\mathbb{R}^{N_{\xi}}\right)$ denotes the cone of nonnegative Borel measures supported on $\mathbb{R}^{N_{\xi}}$. The uncertainty set $\Xi$ is also the support set, being defined as the smallest set that is known to satisfy $\boldsymbol{\xi} \in \Xi$ with probability 1 for some distribution $\mathbb{P} \in \mathcal{P}$. We assume that
$\boldsymbol{c} \in \mathbb{R}^{N_{g}}$ and that $\boldsymbol{g}: \mathbb{R}^{N_{\xi}} \rightarrow \mathbb{R}^{N_{g}}$ is a convex piecewise linear multifunction defined as

$$
g_{s}(\boldsymbol{\xi})=\max _{t \in \mathcal{T}} \boldsymbol{g}_{s t}^{\top} \boldsymbol{\xi} \quad \forall s \in \mathcal{S}=\left\{1, \ldots, N_{g}\right\}
$$

The vector $\boldsymbol{g}_{s t} \in \mathbb{R}^{N_{\xi}}$ collects the coefficients of the $t$-th piece of the function $g_{s}(\boldsymbol{\xi})$. Without loss of generality, the index $t$ of the linear pieces ranges over the same index set $\mathcal{T}=\{1, \ldots, T\}$ for each $g_{s}(\boldsymbol{\xi})$, where $s \in \mathcal{S}$. Finally, we assume that the ambiguity set $\mathcal{P}$ contains a Slater point in the sense that there is a distribution $\mathbb{P} \in \mathcal{P}$ such that $\mathbb{E}_{\mathbb{P}}\left[g_{s}(\boldsymbol{\xi})\right]<c_{s}$ for all $s \in \mathcal{S}$ for which $g_{s}(\boldsymbol{\xi})$ is nonlinear.

In the DDID problem, since the information is discovered after implementing the measurement decision, we do not have empirical data to build the data-driven ambiguity set. For example, in the landslides prediction and warning problem, we may have information from other sites that could be used to obtain statistics on moments, but if we never installed sensors on the slope, no data was collected. As such, we consider using the moment-based ambiguity set (1b), which can be built judiciously using domain knowledge and expert assessments. The ambiguity set (1b) has the flexibility to characterize many features of the unknown true distribution $\mathbb{P}_{0}$, e.g., mean, mean absolute deviation. It can also approximate the nonlinear features, e.g., variance and standard deviation. Another benefit of (1b) is tractability, as it usually leads to mixed integer linear programming or mixed integer nonlinear programming formulations.

Remark 1. When $\boldsymbol{w}=\mathbf{0}$, no uncertain parameters are revealed between the first and second decision-stages. In this case, problem (1) reduces to a single-stage DRO problem, where the decision-maker chooses $\boldsymbol{x}, \boldsymbol{w}, \boldsymbol{y}$ here-and-now to optimize in view of the worst-case distribution. When $\boldsymbol{w}=\mathbf{e}$, the problem (1) reduces to a two-stage adaptive DRO problem. Finally, when the ambiguity set only contains the support information, we recover the robust optimization problem studied in Vayanos et al (2020).

Solving the decision-rule based formulation (1) is computationally challenging since it optimizes over a function space $\mathcal{L}_{N_{\xi}}^{N_{y}}$. To the best of our knowledge, no approximation schemes for the adaptive binary variables can be directly applied. The prepartioning approach proposed in Vayanos et al (2011) is tailored to stochastic and pure robust optimization problems and does not generalize to cases where the distribution is unknown. The approaches proposed in Han et al (2023) and Hanasusanto et al (2016) can only solve the special instance of (1) where $\boldsymbol{w}=\mathbf{e}$. The lack of approximation schemes applicable to formulation (1) motivates us to derive an equivalent nested reformulation that gives us access to a broader set of approximation and solutions schemes.

### 2.2 An Equivalent min-max-min-max Reformulation

In this section, we derive an equivalent min-max-min-max reformulation of problem (1) that yields the same set of optimal first stage decisions ( $\boldsymbol{x}, \boldsymbol{w}$ ) and corresponding optimal objective values. We formalize the equivalence in the following theorem.

Theorem 1. The objective value and set of optimal solutions (x, w) to problem (1) are equal to those of the min-max-min-max problem

$$
\min \quad \max _{\overline{\boldsymbol{\xi}} \in \Xi}\left\{\begin{array}{cc}
\min _{\boldsymbol{y} \in \mathcal{Y}} & \max _{\boldsymbol{\xi} \in \Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}})} \boldsymbol{c}^{\top} \boldsymbol{\psi}+\boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}-\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi})  \tag{3}\\
\text { s.t. } & \boldsymbol{T}(\boldsymbol{\xi}) \boldsymbol{x}+\boldsymbol{V}(\boldsymbol{\xi}) \boldsymbol{w}+\boldsymbol{W}(\boldsymbol{\xi}) \boldsymbol{y} \leq \boldsymbol{H} \boldsymbol{\xi} \quad \forall \boldsymbol{\xi} \in \Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}})
\end{array}\right\}
$$

s.t. $\quad \boldsymbol{\psi} \in \mathbb{R}_{+}^{N_{g}}, \boldsymbol{x} \in \mathcal{X}, \boldsymbol{w} \in \mathcal{W}$,
where $\Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}}):=\{\boldsymbol{\xi} \in \Xi: \boldsymbol{w} \circ \boldsymbol{\xi}=\boldsymbol{w} \circ \overline{\boldsymbol{\xi}}\}$.
Problem (3) can be interpreted as a sequential game against "nature". In the first stage, the decision-maker first decides on $\boldsymbol{\psi}, \boldsymbol{x}$, and $\boldsymbol{w}$. Then, nature chooses a realization $\overline{\boldsymbol{\xi}}$ of the uncertain parameters, of which the decision-maker can only observe those elements $\xi_{i}$ such that $w_{i}=1$. In the second stage, the decision-maker selects $\boldsymbol{y}$ in a way that is robust to the remaining elements of $\xi_{i}$ (that have not been observed).

Finally, nature selects a realization of $\boldsymbol{\xi}$ that coincides with $\overline{\boldsymbol{\xi}}$ for those elements that have been observed between the first and second decision stages, i.e., such that $\xi_{i}=\bar{\xi}_{i}$ for $i \in \mathcal{I}$ such that $w_{i}=1$.

The sketch of the proof Theorem 1 is as follows. For fixed $\boldsymbol{w}, \boldsymbol{x}, \boldsymbol{y}(\cdot)$ we identify the inner maximization of problem (1a) as a moment problem and dualize it. Strong duality guarantees that the optimal solution $(\boldsymbol{x}, \boldsymbol{w}, \boldsymbol{y}(\cdot))$ in the dualized problem is also optimal in the original problem (1) and that both problems have the same objective value. The dual problem then reduces to a robust optimization problem with decision-dependent information discovery. Applying Vayanos et al (2020, Theorem 1) yields the equivalent nested formulation (3). The full proof is deferred to Appendix A.

## $3 \boldsymbol{K}$-Adaptability Counterpart

The min-max-min-max reformulation (3) enables us to propose a new approximate and potentially exact solution approach to solve the DRO problem with DDID. The new solution approach is based on the $K$-adaptability approximation, which allows us to control the trade-off between complexity and solution quality. In the $K$-adaptability approximation, $K$ different policies are chosen here-and-now, before any uncertain parameters are revealed. After a portion of uncertain parameters $\left\{\xi_{i}: w_{i}=1\right\}$ are observed, the best candidate policy is implemented, among those that are robustly feasible considering the uncertain parameters that remain unknown. If there exists some $\boldsymbol{\xi} \in \Xi$ such that no policies are feasible, the $K$-adaptability problem evaluates to $+\infty$.

The $K$-adaptability counterpart of problem (3) can be written as
$\min \max _{\overline{\boldsymbol{\xi}} \in \Xi}\left\{\begin{aligned} \min _{k \in \mathcal{K}} & \max _{\boldsymbol{\xi} \in \Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}})} \boldsymbol{c}^{\top} \boldsymbol{\psi}+\boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}^{k}-\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi}) \\ \text { s.t. } & \boldsymbol{T}(\boldsymbol{\xi}) \boldsymbol{x}+\boldsymbol{V}(\boldsymbol{\xi}) \boldsymbol{w}+\boldsymbol{W}(\boldsymbol{\xi}) \boldsymbol{y}^{k} \leq \boldsymbol{H} \boldsymbol{\xi} \quad \forall \boldsymbol{\xi} \in \Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}})\end{aligned}\right\}$
s.t. $\boldsymbol{\psi} \in \mathbb{R}_{+}^{N_{g}}, \boldsymbol{x} \in \mathcal{X}, \boldsymbol{w} \in \mathcal{W}, \boldsymbol{y}^{k} \in \mathcal{Y}, \forall k \in \mathcal{K}$,
where $\mathcal{K}=\{1, \ldots, K\}$.
We provide reformulations of the $K$-adaptability problem (4) that can be fed into off-the-shelf solvers, beginning with the case involving only objective uncertainty. In the absence of uncertainty in the constraints, the problem is expressible as

$$
\begin{array}{ll}
\min & \max _{\overline{\boldsymbol{\xi}} \in \Xi} \min _{k \in \mathcal{K}}\left\{\max _{\boldsymbol{\xi} \in \Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}})} \boldsymbol{c}^{\top} \boldsymbol{\psi}+\boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}^{k}-\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi})\right\} \\
\text { s.t. } & \boldsymbol{\psi} \in \mathbb{R}_{+}^{N_{g}}, \boldsymbol{x} \in \mathcal{X}, \boldsymbol{w} \in \mathcal{W}, \boldsymbol{y}^{k} \in \mathcal{Y}, \forall k \in \mathcal{K}  \tag{5}\\
& \boldsymbol{T} \boldsymbol{x}+\boldsymbol{V} \boldsymbol{w}+\boldsymbol{W} \boldsymbol{y}^{k} \leq \boldsymbol{h}, \forall k \in \mathcal{K},
\end{array}
$$

where $\boldsymbol{h} \in \mathbb{R}^{L}$. We show the equivalent mixed binary bilinear reformulation of problem (5) in the following theorem.

Theorem 2. The $K$-adaptability problem with objective uncertainty (5) is equivalent to the following mixed binary bilinear problem

$$
\begin{array}{ll}
\min & \boldsymbol{c}^{\top} \boldsymbol{\psi}+\boldsymbol{b}^{\top} \boldsymbol{\beta}+\sum_{k \in \mathcal{K}} \boldsymbol{b}^{\top} \boldsymbol{\beta}^{k} \\
\text { s.t. } & \boldsymbol{x} \in \mathcal{X}, \boldsymbol{w} \in \mathcal{W}, \boldsymbol{y}^{k} \in \mathcal{Y}, \forall k \in \mathcal{K} \\
& \boldsymbol{\alpha} \in \mathbb{R}_{+}^{K}, \boldsymbol{\beta} \in \mathbb{R}_{+}^{R}, \boldsymbol{\beta}^{k} \in \mathbb{R}_{+}^{R}, \forall k \in \mathcal{K}, \boldsymbol{\gamma}^{k} \in \mathbb{R}^{N_{\xi}}, \forall k \in \mathcal{K} \\
& \boldsymbol{\psi} \in \mathbb{R}_{+}^{N_{g}}, \delta_{s, t}^{k} \in \mathbb{R}_{+}, \forall s \in \mathcal{S}, \forall t \in \mathcal{T}, \forall k \in \mathcal{K} \\
& \boldsymbol{A}^{\top} \boldsymbol{\beta}^{k}+\boldsymbol{w} \circ \boldsymbol{\gamma}^{k}+\sum_{s \in \mathcal{S}} \sum_{t \in \mathcal{T}} \delta_{s, t}^{k} \boldsymbol{g}_{s, t}=\alpha^{k}\left(\boldsymbol{C} \boldsymbol{x}+\boldsymbol{D} \boldsymbol{w}+\boldsymbol{Q} \boldsymbol{y}^{k}\right) \quad \forall k \in \mathcal{K} \\
& \sum_{t \in \mathcal{T}} \boldsymbol{\delta}_{t}^{k}=\alpha^{k} \boldsymbol{\psi} \quad \forall k \in \mathcal{K} \\
& \mathbf{e}^{\top} \boldsymbol{\alpha}=1 \\
& \boldsymbol{A}^{\top} \boldsymbol{\beta}=\sum_{k \in \mathcal{K}} \boldsymbol{w} \circ \boldsymbol{\gamma}^{k} \\
& \boldsymbol{T} \boldsymbol{x}+\boldsymbol{V} \boldsymbol{w}+\boldsymbol{W} \boldsymbol{y}^{k} \leq \boldsymbol{h} \quad \forall k \in \mathcal{K} .
\end{array}
$$

For the case of constraint uncertainty, to keep the paper concise, we only present the main theorem and defer the full mixed integer nonlinear optimization (MINLO) reformulation to Appendix A.

Theorem 3. The $K$-adaptability problem (4) with constraint uncertainty has an equivalent mixed binary bilinear reformulation.

In the case with only objective uncertainty, formulation (6) presents two sets of bilinear terms. The first set of constraints contain $\alpha^{k} \boldsymbol{x}, \alpha^{k} \boldsymbol{w}$, and $\alpha^{k} \boldsymbol{y}^{k}$, which can be linearized if $\boldsymbol{x}$ and $\boldsymbol{y}^{k}$ are discrete variables. The second set of constraints involves the term $\alpha^{k} \boldsymbol{\psi}$ which is a product between continuous variables (recall that $\boldsymbol{\psi}$ is the dual variable of the constraint $\mathbb{E}_{\mathbb{P}}(\boldsymbol{g}(\boldsymbol{\xi})) \leq \boldsymbol{c}$ in the ambiguity set $\left.(1 \mathrm{~b})\right)$. The number of nonlinear terms scale as $O\left(K \cdot N_{g}\right)$. In cases where problem (4) involves constraint uncertainty, its MINLO reformulation (A.18) also includes bilinear terms between continuous variables, scaling as $O\left((1+L)^{K} \cdot K \cdot N_{g}\right)$. These terms do not appear if the ambiguity set (1b) only has support information.

Solving a mixed-integer bilinear problem to global optimality is difficult in general. Since version 9.0, Gurobi added support for solving nonconvex MINLO problems using a spatial branching algorithm. The generic algorithm in Gurobi converges slowly when the number of bilinear terms is large (see Table 3). Instead of solving the monolithic MINLO problems (6) and (A.18) in the case of objective uncertainty and constraint uncertainty, respectively, in the following section, we propose a decomposition algorithm that solves problem (4) using a nested decomposition algorithm.

## 4 Decomposition Algorithm

In this section, we leverage the nested structure of problem (4) to design a twolayer decomposition algorithm that solves it to global optimality. A decomposition algorithm has been used to solve a two-stage robust optimization problem with DDID and objective uncertainty in Paradiso et al (2022). We extend it to the DRO setting
with both objective and constraint uncertainty. Figure 1 provides an overview of our overall proposed solution procedure. We present an $L$-shaped algorithm designed to optimize the measurement variables $\boldsymbol{w}$, as introduced in Section 4.1. A key subroutine within the $L$-shaped algorithm involves the evaluation of the true objective value of (4) for a given $\boldsymbol{w}$. We propose to address this evaluation problem through a branch-and-cut algorithm, the details of which are discussed in Section 4.2. In addition, we develop three cut families to strengthen the main problem in the $L$-shaped algorithm. We discuss them in Section 4.3.


Fig. 1 Overview of our proposed decomposition algorithm

### 4.1 L-shaped Algorithm to Optimize w

The objective function of (4) can be written as a function of $\boldsymbol{w}$. We present in this section an algorithm to solve the decomposed problem

$$
\begin{array}{ll}
\min & \Phi(\boldsymbol{w})  \tag{7}\\
\text { s.t. } & \boldsymbol{w} \in \mathcal{W},
\end{array}
$$

where

$$
\begin{align*}
\Phi(\boldsymbol{w})= & \min \boldsymbol{c}^{\top} \boldsymbol{\psi}+\max _{\overline{\boldsymbol{\xi}} \in \Xi}\left\{\begin{array}{l}
\min _{k \in \mathcal{K}} \max _{\boldsymbol{\xi} \in \Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}})} \boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}^{k}-\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi}) \\
\text { s.t. } \boldsymbol{T}(\boldsymbol{\xi}) \boldsymbol{x}+\boldsymbol{V}(\boldsymbol{\xi}) \boldsymbol{w}+\boldsymbol{W}(\boldsymbol{\xi}) \boldsymbol{y}^{k} \leq \boldsymbol{H} \boldsymbol{\xi} \quad \forall \boldsymbol{\xi} \in \Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}})
\end{array}\right\} \\
& \text { s.t. } \boldsymbol{\psi} \in \mathbb{R}_{+}^{N_{g}}, \boldsymbol{x} \in \mathcal{X}, \boldsymbol{y}^{k} \in \mathcal{Y}, \forall k \in \mathcal{K} . \tag{8}
\end{align*}
$$

The function $\Phi(\cdot)$ is, in general, nonconvex on $[0,1]^{N_{\xi}}$. However, since $\boldsymbol{w}$ is binary, Laporte and Louveaux (1993, Proposition 1) shows that $\Phi(\cdot)$ can be replaced by its convex lower envelope, a convex piecewise linear function on $[0,1]^{N_{\xi}}$, that coincides with $\Phi(\cdot)$ at all binary points in $\{0,1\}^{N_{\xi}}$. We construct the convex lower envelope using two sets of constraints.

The first set of constraints contains the integer optimality inequalities first proposed by Laporte and Louveaux (1993) for a stochastic problem with integer first-stage variables, defined as

$$
\begin{equation*}
\Phi(\boldsymbol{w}) \geq\left(\Phi\left(\boldsymbol{w}^{r}\right)-L\right)\left(\sum_{i \in \mathcal{I}_{r}} w_{i}-\sum_{i \notin \mathcal{I}_{r}} w_{i}\right)-\left(\Phi\left(\boldsymbol{w}^{r}\right)-L\right)\left(\left|\mathcal{I}_{r}\right|-1\right)+L \quad \forall \boldsymbol{w}^{r} \in \mathcal{W} \tag{9}
\end{equation*}
$$

where $L$ is any lower bound on $\Phi(\boldsymbol{w}) . \mathcal{I}_{r}$ collects the indices of the components of vector $\boldsymbol{w}^{r}$ that take value 1 . We can verify that the integer optimality cuts are both valid and tight at each binary point $\boldsymbol{x}$. When $\boldsymbol{w}=\boldsymbol{w}^{r}$, the term $\sum_{i \in \mathcal{I}_{r}} w_{i}-\sum_{i \notin \mathcal{I}_{r}} w_{i}$ is equal to $\left|\mathcal{I}_{r}\right|$, and the right-hand side of the inequality (9) is equal to $\Phi\left(\boldsymbol{w}^{r}\right)$. In the case where $\boldsymbol{w} \neq \boldsymbol{w}^{r}$, the value of the term $\sum_{i \in \mathcal{I}_{r}} w_{i}-\sum_{i \notin \mathcal{I}_{r}} w_{i}$ is less than $\left|\mathcal{I}_{r}\right|$, thereby ensuring that the right-hand side of the inequality (9) does not exceed $L$.

For points $\boldsymbol{w}^{r}$ such that $\Phi\left(\boldsymbol{w}^{r}\right)=+\infty$, we can either set $\Phi\left(\boldsymbol{w}^{r}\right)$ as a sufficiently large number in inequalities (9), or exclude them from the feasible region $\mathcal{W}$ by enforcing the following set of feasibility cuts (see Balas and Jeroslow (1972) and Nannicini
and Belotti (2012))

$$
\begin{equation*}
\sum_{i \in \mathcal{I}_{r}}\left(1-w_{i}\right)+\sum_{i \notin \mathcal{I}_{r}} w_{i} \geq 1, \quad \forall \boldsymbol{w}^{r} \in \mathcal{W}_{\mathrm{inf}} \tag{10}
\end{equation*}
$$

where $\mathcal{W}_{\text {inf }}=\{\boldsymbol{w}: \boldsymbol{w} \in \mathcal{W}, \Phi(\boldsymbol{w})=+\infty\}$. The cuts state that any feasible points $\boldsymbol{w}$ should be different on at least one component from all infeasible points $\boldsymbol{w}^{r} \in \mathcal{W}_{\text {inf }}$. Expressing the feasibility cut separately in (10), we can then exclude them from (9) and define the set of optimality inequalities on the set $\mathcal{W}_{\text {feas }}=\mathcal{W} \backslash \mathcal{W}_{\text {inf }}$.

For any $\widehat{\mathcal{W}}_{\text {feas }} \subseteq \mathcal{W}_{\text {feas }}$ and $\widehat{\mathcal{W}}_{\text {inf }} \subseteq \mathcal{W}_{\text {inf }}$, the following problem is a relaxation of problem (7) since its constraints enforce a subset of the feasibility cuts (10), and the objective takes an epigraph form on a subset of the optimality cuts (9).

## $\min \theta$

s.t. $\quad \theta \in \mathbb{R}, \boldsymbol{w} \in \mathcal{W}$

$$
\begin{array}{ll}
\theta \geq\left(\Phi\left(\boldsymbol{w}^{r}\right)-L\right)\left(\sum_{i \in \mathcal{I}_{r}} w_{i}-\sum_{i \notin \mathcal{I}_{r}} w_{i}\right)-\left(\Phi\left(\boldsymbol{w}^{r}\right)-L\right)\left(\left|\mathcal{I}_{r}\right|-1\right)+L  \tag{11}\\
\forall \boldsymbol{w}^{r} \in \widehat{\mathcal{W}}_{\text {feas }} \\
\sum_{i \in \mathcal{I}_{r}}\left(1-w_{i}\right)+\sum_{i \notin \mathcal{I}_{r}} w_{i} \geq 1 \quad \forall \boldsymbol{w}^{r} \in \widehat{\mathcal{W}}_{\text {inf }} . &
\end{array}
$$

We use the relaxed problem (11) as the main problem of the $L$-shaped algorithm. Algorithm 1 describes the $L$-shaped procedure. It iteratively solves problem (11), evaluates the value $\Phi\left(\boldsymbol{w}^{\prime}\right)$ at the current optimal solution $\boldsymbol{w}^{\prime}$, adds new cuts, and updates the bounds. The proof of finite convergence in Laporte and Louveaux (1993, Proposition 1) for a two-stage integer stochastic problem can be easily adapted. To keep the paper concise, we omit it here.

```
Algorithm 1: \(L\)-shaped algorithm for solving problem (7)
    Inputs: Any lower bound \(L\) of \(\theta\).
    Output: Optimal solution \(\boldsymbol{w}^{\star}\), and optimal objective value \(\theta^{\star}\).
    Initialization: Set \(\theta^{\star} \leftarrow+\infty, \boldsymbol{w}^{*} \leftarrow \emptyset, \widehat{\mathcal{W}}_{\text {feas }} \leftarrow \emptyset, \widehat{\mathcal{W}}_{\mathrm{inf}} \leftarrow \emptyset\).
    1. Solve problem (11), let \(\left(\boldsymbol{w}^{\prime}, \theta^{\prime}\right)\) be an optimal solution. If \(\theta^{\prime} \geq \theta^{\star}\), stop.
    2. Evaluate \(\Phi\left(\boldsymbol{w}^{\prime}\right)\) by solving problem (8).
    3. If \(\Phi\left(\boldsymbol{w}^{\prime}\right)=+\infty\), set \(\widehat{\mathcal{W}}_{\mathrm{inf}} \leftarrow \widehat{\mathcal{W}}_{\mathrm{inf}} \bigcup\left\{\boldsymbol{w}^{\prime}\right\}\), go to step 1 ; else, go to step 4 .
    4. If \(\Phi\left(\boldsymbol{w}^{\prime}\right)<\theta^{\star}\), set \(\boldsymbol{w}^{\star} \leftarrow \boldsymbol{w}^{\prime}\) and \(\theta^{\star} \leftarrow \Phi\left(\boldsymbol{w}^{\prime}\right)\). Set \(\widehat{\mathcal{W}}_{\text {feas }} \leftarrow \widehat{\mathcal{W}}_{\text {feas }} \bigcup\left\{\boldsymbol{w}^{\prime}\right\}\), go
        to step 1 .
```

    Result: Return \(\boldsymbol{w}^{\star}\) and \(\theta^{\star}\).
    
### 4.2 Branch-and-Cut Algorithm to Evaluate $\boldsymbol{\Phi}(\boldsymbol{w})$

We present in this section a branch-and-cut algorithm for evaluating the objective function $\Phi\left(\boldsymbol{w}^{\prime}\right)$ at the current solution $\boldsymbol{w}^{\prime}$, which is a crucial component of Algorithm 1. We begin the section by discussing a basic branch-and-bound algorithm adapted from Subramanyam et al (2020) to find an optimal solution for a min-max-min problem with $K$-adaptability. Then, we design a cutting plane algorithm to solve the inner min-max problem and merge it into the branch-and-bound tree to form the final branch-and-cut algorithm. Finally, we prove the convergence of the branch-and-cut algorithm.

Before proceeding with the algorithm, we introduce an equivalent formulation of problem (8) as given in the following proposition.

Proposition 4. The following problem is equivalent to problem (8).

$$
\left.\begin{array}{rl}
\mathcal{P}(\Xi)=\min & \theta \\
\text { s.t. } & \theta \in \mathbb{R}, \boldsymbol{\psi} \in \mathbb{R}_{+}^{N_{g}}, \boldsymbol{x} \in \mathcal{X}, \boldsymbol{y}^{k} \in \mathcal{Y} \quad \forall k \in \mathcal{K}, \Xi^{k} \subseteq \mathbb{R}^{N_{\xi}} \quad \forall k \in \mathcal{K} \\
& \bigcup_{k \in \mathcal{K}} \Xi^{k}=\Xi \\
& \theta \geq \boldsymbol{c}^{\top} \boldsymbol{\psi}+\max _{\boldsymbol{\xi} \in \Xi\left(\boldsymbol{w}^{\prime}, \overline{\boldsymbol{\xi}}\right)} \boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}^{\prime}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}^{k}  \tag{12}\\
& -\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi}) \\
& \boldsymbol{T}(\boldsymbol{\xi}) \boldsymbol{x}+\boldsymbol{V}(\boldsymbol{\xi}) \boldsymbol{w}^{\prime}+\boldsymbol{W}(\boldsymbol{\xi}) \boldsymbol{y}^{k} \leq \boldsymbol{H} \boldsymbol{\xi} \quad \forall \boldsymbol{\xi} \in \Xi\left(\boldsymbol{w}^{\prime}, \overline{\boldsymbol{\xi}}\right)
\end{array}\right\} \forall \overline{\boldsymbol{\xi}} \in \Xi^{k},
$$

where, for each $k \in \mathcal{K}, \Xi^{k}$ denotes the set of scenarios for which the corresponding optimal policy is $\boldsymbol{y}^{k}$.

In problem (8), the best candidate policy $\boldsymbol{y}^{k}$ is selected for each realization $\overline{\boldsymbol{\xi}}$. Problem (12) achieves the same goal by optimizing the decision variables $\Xi^{k}, k \in \mathcal{K}$. This is equivalent to finding an optimal partition of the uncertainty set $\Xi$. Problem (12) is a robust optimization problem with decision dependent uncertainty set, since the uncertainty sets $\left\{\Xi^{k}\right\}_{k \in \mathcal{K}}$ in the constraints are decision variables themselves.

### 4.2.1 Constraint Generation Algorithm.

To solve problem (12) we use a constraint generation algorithm. The main problem $\mathcal{P}(\widehat{\Xi})$ is a relaxation of (12) where the set $\Xi$ in the partition constraint is substituted with a finite set $\widehat{\Xi} \subseteq \Xi$. In each iteration, a scenario is generated and added to $\widehat{\Xi}$.

We now describe our proposed procedure for solving the main problem. To this end, we present the following fixed partition problem, where $\left\{\widehat{\Xi}^{k}\right\}_{k \in \mathcal{K}}$ are parameter
inputs rather than decision variables.

$$
\begin{align*}
& \mathcal{P}^{\prime}\left(\left\{\widehat{\Xi}^{k}\right\}_{k \in \mathcal{K}}\right)=\min \theta \\
& \left.\qquad \begin{array}{rl}
\text { s.t. } \theta \in \mathbb{R}, \boldsymbol{\psi} \in \mathbb{R}_{+}^{N_{g}}, \boldsymbol{x} \in \mathcal{X}, \boldsymbol{y}^{k} \in \mathcal{Y} \quad \forall k \in \mathcal{K} \\
& \theta \geq \boldsymbol{c}^{\top} \boldsymbol{\psi}+\max _{\boldsymbol{\xi} \in \Xi\left(\boldsymbol{w}^{\prime}, \overline{\boldsymbol{\xi}}\right)} \boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}^{\prime}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}^{k} \\
-\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi}) \\
\boldsymbol{T}(\boldsymbol{\xi}) \boldsymbol{x}+\boldsymbol{V}(\boldsymbol{\xi}) \boldsymbol{w}^{\prime}+\boldsymbol{W}(\boldsymbol{\xi}) \boldsymbol{y}^{k} \leq \boldsymbol{H} \boldsymbol{\xi} \quad \forall \boldsymbol{\xi} \in \Xi\left(\boldsymbol{w}^{\prime}, \overline{\boldsymbol{\xi}}\right)
\end{array}\right\} \begin{array}{r}
\overline{\boldsymbol{\xi}} \in \widehat{\Xi}^{k}, \\
\forall k \in \mathcal{K} .
\end{array}
\end{align*}
$$

Any problem $\mathcal{P}^{\prime}\left(\left\{\widehat{\Xi}^{k}\right\}_{k \in \mathcal{K}}\right)$ defined on partition $\left\{\widehat{\Xi}^{k}\right\}_{k \in \mathcal{K}}$, where $\bigcup_{k \in \mathcal{K}} \widehat{\Xi}^{k}=\widehat{\Xi}$ serves as a conservative approximation to $\mathcal{P}(\widehat{\Xi})$. Among these fixed partition problems, the one that achieves an optimal partition of $\widehat{\Xi}$ will have the lowest objective value, which coincides with the value of $P(\widehat{\Xi})$.

Once we have obtained an optimal solution $\left(\bar{\theta}, \overline{\boldsymbol{\psi}}, \overline{\boldsymbol{x}},\left\{\overline{\boldsymbol{y}}^{k}\right\}_{k \in \mathcal{K}}\right)$ to $\mathcal{P}(\widehat{\Xi})$, we solve the following separation problem to check whether the current solution is feasible and optimal across the entire uncertainty set $\Xi$

$$
\begin{align*}
& z=\max _{\overline{\boldsymbol{\xi}} \in \Xi} \min _{k \in \mathcal{K}} \max _{\boldsymbol{\xi} \in \Xi\left(\boldsymbol{w}^{\prime}, \overline{\boldsymbol{\xi}}\right)} \max \left\{\boldsymbol{c}^{\top} \overline{\boldsymbol{\psi}}+\boldsymbol{\xi}^{\top} \boldsymbol{C} \overline{\boldsymbol{x}}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}^{\prime}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \overline{\boldsymbol{y}}^{k}-\overline{\boldsymbol{\psi}}^{\top} \boldsymbol{g}(\boldsymbol{\xi})-\bar{\theta},\right. \\
&\left.\max _{l \in\{1, \ldots, L\}}\left\{[\boldsymbol{V}(\boldsymbol{\xi})]_{l} \overline{\boldsymbol{x}}+[\boldsymbol{T}(\boldsymbol{\xi})]_{l} \boldsymbol{w}^{\prime}+[\boldsymbol{W}(\boldsymbol{\xi})]_{l} \overline{\boldsymbol{y}}^{k}-[\boldsymbol{H}]_{l} \boldsymbol{\xi}\right\}\right\}, \tag{14}
\end{align*}
$$

where $l \in\{1, \ldots, L\}$ indices the uncertain constraints. If $z>0$, this indicates that either the solution is infeasible due to the maximum constraint violation taking a positive value, or that there is an optimal $\overline{\boldsymbol{\xi}}$ causing an objective value larger than $\theta^{\prime}$. Theorem A. 1 shows that problem (14) is amenable to an MIO reformulation.

To obtain an optimal solution of (12), we extend the branch-and-bound algorithm proposed in Subramanyam et al (2020, Section 3.1) to a two-and-a-half stage robust optimization problem. The algorithm starts by solving problem (13) with $\widehat{\boldsymbol{\Xi}}=\left\{\overline{\boldsymbol{\xi}}_{0}\right\}$, where $\overline{\boldsymbol{\xi}}_{0}$ is an arbitrary scenario from $\Xi$. After getting an optimal solution, it solves
the separation problem (14) to check for any violations. Note that instead of optimizing over $\left\{\widehat{\Xi}^{k}\right\}_{k \in \mathcal{K}}$, problem (13) fixes the partition of $\widehat{\Xi}$. So to achieve an optimal solution to (12), it separately adds the violated scenario into $\widehat{\Xi}^{1}, \ldots, \widehat{\Xi}^{k}$ to create $K$ new scenario-based problems. The procedure stops when there is no violation. We summarize the algorithm in algorithm 2.

```
Algorithm 2: branch-and-bound algorithm for solving problem (8)
    Inputs: Initial scenario \(\overline{\boldsymbol{\xi}}_{0}\) and number of policies \(K\).
    Output: Optimal solution \(\left(\boldsymbol{\psi}^{\star}, \boldsymbol{x}^{\star},\left\{\boldsymbol{y}^{k^{\star}}\right\}_{k \in \mathcal{K}}\right)\), and optimal objective
        value \(\theta^{*}\) of problem (8).
    Initialize: Let \(\left\{\widehat{\Xi}^{1}, \ldots, \widehat{\Xi}^{K}\right\} \leftarrow\left\{\left\{\overline{\boldsymbol{\xi}}_{0}\right\},\{ \}, \ldots,\{ \}\right\}\), set problem
        list \(\mathcal{Q} \leftarrow\left\{\mathcal{P}^{\prime}\left(\left\{\widehat{\Xi}^{k}\right\}_{k \in \mathcal{K}}\right)\right\}\), and \(\theta^{\star} \leftarrow+\infty\).
    while \(\mathcal{Q} \neq \emptyset\) do
        1. Select, solve and remove a problem \(\mathcal{P}^{\prime}\left(\left\{\widehat{\Xi}^{k}\right\}_{k \in \mathcal{K}}\right)\) from \(\mathcal{Q}\).
            Let \(\left(\bar{\theta}, \overline{\boldsymbol{\psi}}, \overline{\boldsymbol{x}},\left\{\overline{\boldsymbol{y}}^{k}\right\}_{k \in \mathcal{K}}\right)\) be an optimal solution; if \(\theta^{\prime}>\theta^{\star}\), continue.
        2. Solve the separation problem (14) let \(z\) be the optimal objective value
                and \(\overline{\boldsymbol{\xi}}\) be an optimal solution. If \(z>0\), create \(K\) problems \(\mathcal{P}^{\prime}\left(\left\{\widehat{\Xi}^{1}, \ldots, \widehat{\Xi}^{k} \cup\right.\right.\)
            \(\left.\{\overline{\boldsymbol{\xi}}\}, \ldots, \widehat{\Xi}^{K}\right\}\) ), for each \(k \in \mathcal{K}\), and add it to the problem list \(\mathcal{Q}\); else,
            \(\operatorname{set}\left(\theta^{\star}, \boldsymbol{\psi}^{\star}, \boldsymbol{x}^{\star},\left\{\boldsymbol{y}^{k^{\star}}\right\}_{k \in \mathcal{K}}\right) \leftarrow\left(\bar{\theta}, \overline{\boldsymbol{w}}, \overline{\boldsymbol{x}},\left\{\overline{\boldsymbol{y}}^{k}\right\}_{k \in \mathcal{K}}\right)\).
    end
    Result: Report \(\left(\theta^{\star}, \boldsymbol{\psi}^{\star}, \boldsymbol{x}^{\star},\left\{\boldsymbol{y}^{k^{\star}}\right\}_{k \in \mathcal{K}}\right)\) as an optimal solution if \(\theta^{\star}<+\infty\),
    and problem is infeasible otherwise.
```


### 4.2.2 A Branch-and-Cut Algorithm.

In step 1 of Algorithm 2, problem $\mathcal{P}^{\prime}\left(\left\{\widehat{\Xi}^{k}\right\}_{k \in \mathcal{K}}\right)$ can be reformulated as a single stage MILO by dualization. However, theorem A. 2 shows that the size of the problem grows with $|\widehat{\Xi}|$ with the number of dual variables being $O(|\widehat{\Xi}|)$ and the number of constraints being $O(|\widehat{\Xi}|)$, which is computationally challenging. Therefore, we propose to solve the robust optimization problem using a constraint generation algorithm which will be embedded within the branch-and-cut algorithm that we now present.

We start with the cut generation algorithm for solving problem $\mathcal{P}^{\prime}\left(\left\{\widehat{\Xi}^{k}\right\}_{k \in \mathcal{K}}\right)$. Given collections of scenarios $\left\{\widehat{\Xi}^{k}\right\}_{k \in \mathcal{K}}$, the following relaxation of $\mathcal{P}^{\prime}\left(\left\{\widehat{\Xi}^{k}\right\}_{k \in \mathcal{K}}\right)$ is solved

$$
\left.\begin{array}{rl}
\mathcal{P}^{\prime \prime}\left(\left\{\widehat{\Xi}_{\mathrm{in}}^{k}\right\}_{k \in \mathcal{K}}\right)=\min & \theta \\
\text { s.t. } & \theta \in \mathbb{R}, \boldsymbol{\psi} \in \mathbb{R}_{+}^{N_{g}}, \boldsymbol{x} \in \mathcal{X}, \boldsymbol{y}^{k} \in \mathcal{Y} \quad \forall k \in \mathcal{K} . \\
& \theta \geq \boldsymbol{c}^{\top} \boldsymbol{\psi}+\max _{\boldsymbol{\xi} \in \widehat{\Xi}_{\mathrm{in}}^{k}} \boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}^{\prime}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}^{k}  \tag{15}\\
& \boldsymbol{T}(\boldsymbol{\xi}) \boldsymbol{x}+\boldsymbol{V}(\boldsymbol{\xi}) \boldsymbol{w}^{\prime}+\boldsymbol{W}(\boldsymbol{\xi}) \boldsymbol{y}^{k} \leq \boldsymbol{H} \boldsymbol{\xi} \quad \\
& \forall \boldsymbol{\xi} \in \boldsymbol{\boldsymbol { \Xi }}_{\mathrm{in}}^{\top} \boldsymbol{g}(\boldsymbol{\xi})
\end{array}\right\} \forall k \in \mathcal{K},
$$

where $\widehat{\Xi}_{\mathrm{B}}^{k}$ is a finite subset of $\bigcup_{\overline{\boldsymbol{\xi}} \in \widehat{\Xi}^{k}} \Xi\left(\boldsymbol{w}^{\prime}, \overline{\boldsymbol{\xi}}\right)$. After getting a solution $\left(\bar{\theta}, \overline{\boldsymbol{\psi}}, \overline{\boldsymbol{x}},\left\{\overline{\boldsymbol{y}}^{k}\right\}_{k \in \mathcal{K}}\right)$ of $\mathcal{P}^{\prime \prime}\left(\left\{\widehat{\boldsymbol{\Xi}}_{\mathrm{in}}^{k}\right\}_{k \in \mathcal{K}}\right)$, the following subproblems are solved to evaluate the violation of the constraints in $\mathcal{P}^{\prime}\left(\left\{\widehat{\Xi}^{k}\right\}_{k \in \mathcal{K}}\right)$

$$
\begin{align*}
v^{k}=\max _{\overline{\boldsymbol{\xi}} \in \widehat{\Xi}^{k}} \max _{\boldsymbol{\xi} \in \Xi\left(\boldsymbol{w}^{\prime}, \overline{\boldsymbol{\xi}}\right)} & \max \left\{\boldsymbol{c}^{\top} \overline{\boldsymbol{\psi}}+\boldsymbol{\xi}^{\top} \boldsymbol{C} \overline{\boldsymbol{x}}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}^{\prime}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \overline{\boldsymbol{y}}^{k}-\overline{\boldsymbol{\psi}}^{\top} \boldsymbol{g}(\boldsymbol{\xi})-\bar{\theta},\right. \\
& \left.\max _{l \in\{1, \ldots, L\}}\left\{\boldsymbol{\xi}^{\top} \boldsymbol{T}_{l} \overline{\boldsymbol{x}}+\boldsymbol{\xi}^{\top} \boldsymbol{V}_{l} \boldsymbol{w}^{\prime}+\boldsymbol{\xi}^{\top} \boldsymbol{W}_{l} \overline{\boldsymbol{y}}^{k}-[\boldsymbol{H}]_{l} \boldsymbol{\xi}\right\}\right\} \forall k \in \mathcal{K} . \tag{16}
\end{align*}
$$

We have $v^{k} \leq 0$ for all $k \in \mathcal{K}$, if and only if a robust optimal solution of $\mathcal{P}^{\prime}\left(\left\{\widehat{\Xi}^{k}\right\}_{k \in \mathcal{K}}\right)$ has been found.

The branch-and-cut algorithm for evaluating $\Phi\left(\boldsymbol{w}^{\prime}\right)$ starts by solving problem (15). At incumbent nodes, it checks the inner robust feasibility by solving problem (16) and adds a cut until a feasible solution to (13) is found. The feasible solution is then used to create branches or update the bounds as stated in Algorithm 2. Algorithm 3 summarizes the procedure, which we also illustrate in Figure 2.

### 4.2.3 Convergence Analysis.

We discuss the correctness as well as the asymptotic convergence of Algorithm 3 in the following theorem.

```
Algorithm 3: branch-and-cut algorithm for solving problem (8).
    Inputs: Initial scenario \(\overline{\boldsymbol{\xi}}_{0}\), vector \(\boldsymbol{w}^{\prime}\), and number of policies \(K\).
    Output: Optimal solution ( \(\boldsymbol{\psi}^{\star}, \boldsymbol{x}^{\star},\left\{\boldsymbol{y}^{k^{\star}}\right\}_{k \in \mathcal{K}}\) ) and optimal objective
    value \(\theta^{\star}\) of problem (8).
    Initialize: Set \(\left\{\widehat{\boldsymbol{\Xi}}^{1}, \ldots, \widehat{\Xi}^{K}\right\} \leftarrow\left\{\left\{\overline{\boldsymbol{\xi}}_{0}\right\},\{ \}, \ldots,\{ \}\right\}, \widehat{\Xi}_{\mathrm{in}}^{k} \leftarrow \widehat{\Xi}^{k}, \forall k \in \mathcal{K}\),
    \(\theta^{\star} \leftarrow+\infty\). Start the branch-and-bound tree from problem \(\mathcal{P}^{\prime \prime}\left(\left\{\widehat{\Xi}_{\mathrm{i} n}^{k}\right\}_{k \in \mathcal{K}}\right)\).
```

    1. When an incumbent node is reached, get solution \(\left(\bar{\theta}, \overline{\boldsymbol{\psi}}, \overline{\boldsymbol{x}},\left\{\overline{\boldsymbol{y}}^{k}\right\}_{k \in \mathcal{K}}\right)\), and
    solve problem (16). If \(\max _{k \in \mathcal{K}} v^{k}>0\), go to step 2; else, go to step 3 .
    2. For all \(k \in \mathcal{K}\), let \(\boldsymbol{\xi}^{k}\) be an optimal solution to the \(k\) th problem; if \(v^{k}>0\),
    set \(\widehat{\Xi}_{\text {in }}^{k} \leftarrow \widehat{\Xi}_{\text {in }}^{k} \bigcup\left\{\boldsymbol{\xi}^{k}\right\}\). Go to step 5 .
    3. Solve problem (14). If $z>0$, let $\overline{\boldsymbol{\xi}}$ be an optimal solution, go to step 4 ; else, if $\bar{\theta} \leq \theta^{\star}$, set $\theta^{\star} \leftarrow \bar{\theta}$. Go to step 1 .
4. Create $K$ branches, each for problem $\mathcal{P}^{\prime}\left(\left\{\widehat{\Xi}^{1}, \ldots, \widehat{\Xi}^{k} \cup\{\overline{\boldsymbol{\xi}}\}, \ldots, \widehat{\Xi}^{K}\right\}\right), k \in \mathcal{K}$. For each branch, start with solving the corresponding relaxation problem $\mathcal{P}^{\prime \prime}\left(\left\{\widehat{\Xi}_{\mathrm{i} n}^{1}, \ldots, \widehat{\Xi}_{\mathrm{i} n}^{k} \cup\{\overline{\boldsymbol{\xi}}\}, \ldots, \widehat{\Xi}_{\mathrm{i} n}^{K}\right\}\right)$. Go to step 5.
5. If the global lower bound $l b_{\text {global }} \geq \theta^{\star}$ or no feasible node exist, terminate with status Opt or Infeas, and report the current solution; else if the node lower bound $l b_{\text {node }}>\theta^{\star}$, fathom the node. Go to step 1 .

Result: The branch-and-bound tree will end with either giving an optimal solution $\left(\theta^{\star}, \boldsymbol{\psi}^{\star}, \boldsymbol{x}^{\star},\left\{\boldsymbol{y}^{k^{\star}}\right\}_{k \in \mathcal{K}}\right)$ or identifying that the problem as infeasible.

Theorem 5. If the branch-and-cut Algorithm 3 terminates, then it either returns an optimal solution to problem (8) or correctly identifies it as infeasible. If there is no finite convergence, then in an infinite branch, every accumulation point of the sequence of the solutions obtained in step 1 of Algorithm 3 corresponds an optimal solution $\left(\boldsymbol{\psi}^{\star}, \boldsymbol{x}^{\star},\left\{\boldsymbol{y}^{k^{\star}}\right\}_{k \in \mathcal{K}}\right)$ of problem (8) with objective value $\theta^{\star}$.

### 4.3 Improved $L$-shaped Algorithm

In this section, we introduce three types of cuts to be added to Algorithm 1, which have the potential to improve its performance (see Table 3).


Fig. 2 Diagram of Algorithm 3 for solving problem (8)

### 4.3.1 Benders' Cut.

A popular family of cuts in the integer programming literature is Benders' cuts, see Benders (1962). In each iteration of Algorithm (1), for a fixed $\boldsymbol{w}^{r}$, we solve an LP relaxation of problem (8) and get the optimal dual solution to calculate the Benders' cut. Specifically, we consider the following LP problem
$\min \quad \theta$
s.t. $\quad \theta \in \mathbb{R}, \boldsymbol{\psi} \in \mathbb{R}_{+}^{N_{g}}, \boldsymbol{x} \in \mathcal{X}^{\mathrm{LP}}, \boldsymbol{y}(\boldsymbol{\xi}) \in \mathcal{Y}^{\mathrm{LP}}$
$\boldsymbol{w}=\boldsymbol{w}^{r}$
$\left.\begin{array}{l}\theta \geq \boldsymbol{c}^{\top} \boldsymbol{\psi}+\boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}(\boldsymbol{\xi})-\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi}) \\ \boldsymbol{T}(\boldsymbol{\xi}) \boldsymbol{x}+\boldsymbol{V}(\boldsymbol{\xi}) \boldsymbol{w}+\boldsymbol{W}(\boldsymbol{\xi}) \boldsymbol{y}(\boldsymbol{\xi}) \leq \boldsymbol{H} \boldsymbol{\xi}\end{array}\right\} \quad \forall \boldsymbol{\xi} \in \widehat{\Xi}$,
where $\mathcal{X}^{\mathrm{LP}}$ and $\mathcal{Y}^{\mathrm{LP}}$ are linear relaxations of $\mathcal{X}$ and $\mathcal{Y}$ by allowing all variables to be continuous, and $\widehat{\Xi}$ can be any finite subset of $\Xi$.

Problem (17) is a relaxation of (8) in the sense that (i) it solves a fully adaptable problem on a finite set $\widehat{\Xi}$, (ii) it ignores the fact that $\boldsymbol{y}(\boldsymbol{\xi})$ needs to be robust to the unobserved portion of $\boldsymbol{\xi}$, and (iii) the mixed-integer sets $\mathcal{X}$ and $\mathcal{Y}$ are replaced by their linear relaxation. The Benders' cut (18) added in step 3 of Algorithm 1 is generated by obtaining the optimal objective value $\theta$ of problem (17), and the values $\boldsymbol{\pi}$ of the dual multipliers associated with the constraints $\boldsymbol{w}=\boldsymbol{w}^{r}$

$$
\begin{equation*}
\theta \geq \bar{\theta}+\boldsymbol{\pi}^{\top}\left(\boldsymbol{w}-\boldsymbol{w}^{r}\right) \tag{18}
\end{equation*}
$$

In the implementation, we can either randomly generate or collect the scenario generated in step 3 of Algorithm 3 to construct set $\widehat{\Xi}$.

### 4.3.2 Strengthened Feasibility Cut.

If problem (1) contains a subset of constraints in the form

$$
\begin{equation*}
\boldsymbol{V}(\boldsymbol{\xi}) \boldsymbol{w} \leq \boldsymbol{H} \boldsymbol{\xi}, \quad \forall \boldsymbol{\xi} \in \Xi, \tag{19}
\end{equation*}
$$

and the matrix $\boldsymbol{V}(\boldsymbol{\xi})$ is component-wise non-negative for all $\boldsymbol{\xi} \in \Xi$, then for any infeasible solution $\boldsymbol{w}^{r}$, a solution $\boldsymbol{w}$ with $\boldsymbol{w} \geq \boldsymbol{w}^{r}$ is also infeasible for problem (7). For the reason that it leads to a violation of constraint (19) no smaller than the one given by $\boldsymbol{x}$ for all $\boldsymbol{\xi} \in \Xi$. In this scenario, we incorporate the following strengthened feasibility cut in step 2 of Algorithm 1

$$
\begin{equation*}
\sum_{i \in \mathcal{I}_{r}} 1-w_{i} \geq 1 \tag{20}
\end{equation*}
$$

### 4.3.3 Strengthened Optimality Cut.

When the variable $\boldsymbol{w}$ only appears in the objective function, and the cost vector of it is deterministic, problem (8) can be written as

$$
\begin{array}{ll}
\min & \boldsymbol{d}^{\top} \boldsymbol{w}+\Phi(\boldsymbol{w})  \tag{21}\\
\text { s.t. } & \boldsymbol{w} \in \mathcal{W}
\end{array}
$$

where

$$
\begin{align*}
\Phi(\boldsymbol{w})= & \min \boldsymbol{c}^{\top} \boldsymbol{\psi}+\max _{\overline{\boldsymbol{\xi}} \in \Xi}\left\{\begin{array}{l}
\min _{k \in \mathcal{K}} \max _{\boldsymbol{\xi} \in \Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}})} \boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}^{k}-\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi}) \\
\text { s.t. } \quad \boldsymbol{T}(\boldsymbol{\xi}) \boldsymbol{x}+\boldsymbol{W}(\boldsymbol{\xi}) \boldsymbol{y}^{k} \leq \boldsymbol{H} \boldsymbol{\xi} \quad \forall \boldsymbol{\xi} \in \Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}})
\end{array}\right\}  \tag{22}\\
& \text { s.t. } \boldsymbol{\psi} \in \mathbb{R}_{+}^{N_{g}}, \boldsymbol{x} \in \mathcal{X}, \boldsymbol{y}^{k} \in \mathcal{Y}, \forall k \in \mathcal{K} .
\end{align*}
$$

For the function $\Phi(\boldsymbol{w})$ defined in (22), consider two vectors $\boldsymbol{w}$ and $\boldsymbol{w}^{r}$. If $\boldsymbol{w}$ is component-wise smaller than $\boldsymbol{w}^{r}$, i.e., $\boldsymbol{w} \leq \boldsymbol{w}^{r}$, then $\Phi(\boldsymbol{w}) \geq \Phi\left(\boldsymbol{w}^{r}\right)$. The intuition behind this is that if more entries of $\boldsymbol{w}$ take the value 1 , the decision-maker has more information when making the recourse decision. This leads to the function $\Phi(\boldsymbol{w})$ having a non-decreasing value, as discussed in Paradiso et al (2022, Proposition 2). When applicable, we use the following strengthened optimality cut in step 3 of Algorithm 1

$$
\begin{equation*}
\theta \geq \Phi\left(\boldsymbol{w}^{\prime}\right)-\left(\Phi\left(\boldsymbol{w}^{\prime}\right)-L\right) \sum_{i \notin \mathcal{I}_{r}} w_{i} . \tag{23}
\end{equation*}
$$

### 4.3.4 Upper Cutoff.

To avoid spending time evaluating the function value $\Phi\left(\boldsymbol{w}^{\prime}\right)$ with suboptimal $\boldsymbol{w}^{\prime}$, in the initialization step of Algorithm 3, we set the cutoff value as the current upper bound $\theta^{\star}$ found by Algorithm 1. The termination condition for Algorithm 3 is met when the current lower bound exceeds the cutoff value. In such cases, $\boldsymbol{w}^{\prime}$ is proven to
be suboptimal. In the case of early termination, the integer cut (9) is generated using the cutoff value.

The alternative to step 2 of Algorithm 1 is as follows:
$2^{\prime}$ : Evaluate the value $\Phi\left(\boldsymbol{w}^{\prime}\right)$ with cutoff value $\theta^{\star}$.
The additional initialization and add-on to step 5 of Algorithm 3 are given as follows:

Initialize: Set cutoff value $\theta_{\text {ub }} \leftarrow \theta^{\star}$.
$5^{+}$: If the global lower bound $\mathrm{lb}_{\text {global }}>\theta_{\mathrm{ub}}$, terminate and return the current incumbent solution.

## 5 Numerical Results

In this section, we investigate the performance of our approach on the best box and $\mathrm{R} \& \mathrm{D}$ project portfolio optimization problems. We show the trade-off between optimality and computational effort as the number of policies $K$ is varied and the suboptimality of the robust optimization approach proposed in Vayanos et al (2020) under worst-case distribution, thereby demonstrating the value of our method relative to existing literature. In both problems, we report the results of solving the MINLO problem by Gurobi 9.0.0. In the R\&D project portfolio optimization problem, we showcase the attractive scalability properties of our proposed decomposition algorithm. To solve the robust optimization counterpart, where the ambiguity set (1b) only includes the support, we employ the ROC++ package Vayanos et al (2022) for coding and solving the problem.

All of our experiments are performed on the High-Performance Computing Cluster of our university. Each job is allocated 2GB RAM, 4 cores, and a 2.1 GHz Xeon processor. For each instance, an optimality gap of $0.1 \%$ and a time limit of 7,200 seconds are allowed to solve the problem.

### 5.1 Distributionally Robust Best Box problem

### 5.1.1 Problem Description.

We perform experiments on several instances of the two-stage best box problem that subsumes selection problems as special cases. It is a distributionally robust variant of the robust problem in Vayanos et al (2020, 2022). In this problem, we have $N$ boxes indexed in the set $\mathcal{N}=\{1, \ldots, N\}$ to choose from. Each box $n$ contains an unknown prize with value $\xi_{n}^{\mathrm{r}}$, and opening it incurs an unknown cost $\xi_{n}^{\mathrm{c}}$. The return and cost are uncertain and will only be revealed if the box is opened. In the first stage, the decision-maker decides whether to open each box $n \in \mathcal{N}$, which we indicate with the decision variable $w_{n}^{r} \in\{0,1\}$. Thus, $\xi_{n}^{r}$ and $\xi_{n}^{c}$ are revealed between the first and second time stage if only $w_{n}^{r}=1$. The total budget available to open boxes is $B$. In the second stage, the decision-maker keeps one of the opened boxes and earns its value, indicated with the decision variable $y_{n} \in\{0,1\}$. The goal of the decision-maker is to select the boxes to open and keep to maximize the worst-case expected value of the box kept. We assume that the values and costs are expressible as $\xi_{n}^{\mathrm{r}}=\left(1+\boldsymbol{\Phi}_{n}^{\top} \boldsymbol{\zeta} / 2\right) r_{n}$ and $\xi_{n}^{c}=\left(1+\boldsymbol{\Psi}_{n}^{\top} \boldsymbol{\zeta} / 2\right) c_{n}$, where $r_{n}$ and $c_{n}$ correspond to the nominal value and cost for box $n$, respectively, $\boldsymbol{\zeta} \in[-1,1]^{M}$ are $M$ risk factors, and the vectors $\boldsymbol{\Phi}_{n}, \boldsymbol{\Psi}_{n} \in \mathbb{R}^{M}$ collect the loading factors for box $n$. The support of the distribution of the uncertain parameters is described as follows

$$
\begin{array}{r}
\Xi=\left\{\left(\boldsymbol{\xi}^{\mathrm{r}}, \boldsymbol{\xi}^{\mathrm{c}}\right) \in \mathbb{R}^{2 N}: \exists \boldsymbol{\zeta} \in[-1,1]^{M}: \xi_{n}^{\mathrm{r}}=\left(1+\boldsymbol{\Phi}_{n}^{\top} \boldsymbol{\zeta} / 2\right) r_{n}, \xi_{n}^{\mathrm{c}}=\left(1+\boldsymbol{\Psi}_{n}^{\top} \boldsymbol{\zeta} / 2\right) c_{n},\right. \\
n \in \mathcal{N}\} .
\end{array}
$$

We define $\boldsymbol{\xi}=\left(\boldsymbol{\xi}^{\mathrm{r}}, \boldsymbol{\xi}^{\mathrm{c}}\right), \boldsymbol{\mu}=(\boldsymbol{r}, \boldsymbol{c})$, and use the following ambiguity set for the uncertain values and costs

$$
\begin{equation*}
\mathcal{P}_{\mathrm{BB}}=\left\{\mathbb{P} \in \mathcal{M}_{+}\left(\mathbb{R}^{N_{\xi}}\right): \mathbb{P}(\boldsymbol{\xi} \in \Xi)=1, \quad \mathbb{E}_{\mathbb{P}}\left[\left\{\left|\mathbf{e}^{\top}(\boldsymbol{\xi}-\boldsymbol{\mu})\right|\right] \leq 0.25 N^{-1 / 2} \mathbf{e}^{\top} \boldsymbol{\mu}\right)\right\} . \tag{24}
\end{equation*}
$$

The last constraint in the ambiguity set follows the intuition of the central limit theorem, and it imposes an upper bound on the cumulative deviation of the boxes' returns and costs from their expected values.

The distributionally robust best box problem can be written as

$$
\begin{array}{ll}
\min & \sup _{\mathbb{P} \in \mathcal{P}} \mathbb{E}_{\mathbb{P}}\left[-\boldsymbol{\xi}^{\mathrm{r}^{\top}} \boldsymbol{y}(\boldsymbol{\xi})\right] \\
\text { s.t. } & \boldsymbol{w}=\left(\boldsymbol{w}^{r}, \boldsymbol{w}^{r}\right), \boldsymbol{w}^{r} \in\{0,1\}^{N} \\
& \boldsymbol{y}(\boldsymbol{\xi}) \in\{0,1\}^{N}  \tag{25}\\
& \boldsymbol{\xi}^{\mathrm{c}^{\top}} \boldsymbol{w}^{r} \leq B \\
& \boldsymbol{y}(\boldsymbol{\xi}) \leq \boldsymbol{w}^{r} \\
& \mathbf{e}^{\top} \boldsymbol{y}(\boldsymbol{\xi})=1 \quad \forall \boldsymbol{\xi} \in \Xi, \\
& \boldsymbol{y}(\boldsymbol{\xi})=\boldsymbol{y}\left(\boldsymbol{\xi}^{\prime}\right) \quad \forall \boldsymbol{\xi}, \boldsymbol{\xi}^{\prime} \in \Xi: \boldsymbol{w} \circ \boldsymbol{\xi}=\boldsymbol{w} \circ \boldsymbol{\xi}^{\prime} .
\end{array}
$$

Besides the support, the ambiguity set (24) has only one constraint, leading to a scalar dual variable in the MINLO reformulation of (25). Therefore, the reformulation has only one bilinear term with continuous variables and the reformulated MINLO problem be handled by Gurobi efficiently.

### 5.1.2 Computational Results.

We evaluate the performance of our approach on 80 randomly generated instances of problem (25): 20 instances for each $N \in\{10,20,30,40\}$ with risk factors $M \in$ $\{5,10,15,20\}$. In each instance, $\boldsymbol{c}$ is drawn uniformly at random from the hypercube $[0,10]^{N}$, and $\boldsymbol{r}=\boldsymbol{c} / 5, B=\mathbf{e}^{\top} \boldsymbol{c} / 2$. The risk loading factors $\boldsymbol{\Phi}_{n}$ and $\boldsymbol{\Psi}_{n}$
are sampled uniformly at random from the hypercube $[-1,1]^{M}$. We solve the $K$ adaptability counterpart of (25) for $K \in\{1,2,3,4\}$. We summarize our results in the following.

In the best box problem, as the number of bilinear terms between continuous variables is small, solving the monolithic MINLO is more efficient than using the decomposition algorithm in all cases. Table 1 summarizes the computational results across the generated instances. The improvement over the static solution increases rapidly with the number of policies. The average improvements over the static solution for all sizes are $87.1 \%, 111.3 \%, 121.3 \%$ for $K=2,3,4$, respectively. The improvement in solution quality comes at a computational cost.

| $K$ | $N=10$ | $N=20$ | $N=30$ | $N=40$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $0.0 \% / 0.1 s / 0.0 \%$ | $0.0 \% / 0.2 s / 0.0 \%$ | $0.0 \% / 0.4 s / 0.0 \%$ | $0.0 \% / 0.5 s / 0.0 \%$ |
| 2 | $42.6 \% / 0.2 s / 0.0 \%$ | $86.5 \% / 6.0 s / 0.0 \%$ | $118.2 \% / 1090.5 s / 0.0 \%$ | $101.1 \% / 2530.6 s / 0.0 \%$ |
| 3 | $43.9 \% / 0.4 s / 0.0 \%$ | $117.2 \% / 8.8 s / 0.0 \%$ | $148.9 \% / 1168.9 s / 0.0 \%$ | $135.2 \% / 2297.8 s / 0.0 \%$ |
| 4 | $43.9 \% / 0.8 s / 0.0 \%$ | $125.4 \% / 16.8 s / 0.0 \%$ | $162.2 \% / 3031.6 s / 0.0 \%$ | $153.5 \% / 4819.0 s / 0.0 \%$ |

Table 1 Summary of computational results for the best box problem. Each entry corresponds to: the average objective value improvement of the best $K$-adaptability solution found in the time limit over the best static solution found in the time limit; the improvement is calculated as the ratio of the difference between the objective values of the $K$-adaptability solution and the static solution to the objective value of the static solution / the average solution time of the solved instances/ the average optimality gap across unsolved cases.

We now solve the robust optimization (RO) counterpart of problem (25), where the ambiguity set (24) includes only support information on $\boldsymbol{\xi}$, and assess the suboptimality of an optimal solution to the RO problem under the worst-case distribution described in the DRO problem. To compute such suboptimality, we let $\left(\boldsymbol{x}_{\mathrm{RO}}, \boldsymbol{w}_{\mathrm{RO}},\left\{\boldsymbol{y}_{\mathrm{RO}}^{k}\right\}_{k \in \mathcal{K}}\right)$ denote an optimal solution to the RO problem, fix these values in (25) and solve the inner maximization problem to obtain the objective value of the RO solution under the worst case distribution, denoted as $z_{\mathrm{RO}}^{\star}$. Accordingly, we let $z_{\mathrm{DRO}}^{\star}$ denote the optimal objective value obtained by optimizing problem (25).

Table 2 summarizes the relative difference between $z_{\mathrm{RO}}^{\star}$ and $z_{\mathrm{DRO}}^{\star}$. From the table, we see that the average suboptimality of the RO solution is as high as $70.16 \%$.

| $K$ | $N=10$ | $N=20$ | $N=30$ | $N=40$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $70.16 \%$ | $13.19 \%$ | $3.94 \%$ | $6.54 \%$ |
| 2 | $51.08 \%$ | $1.60 \%$ | $1.18 \%$ | $1.43 \%$ |
| 3 | $45.03 \%$ | $2.10 \%$ | $1.52 \%$ | $0.77 \%$ |
| 4 | $45.27 \%$ | $1.98 \%$ | $1.05 \%$ | $1.75 \%$ |

Table 2 Suboptimality of the RO solutions to the best box problem. Each cell represents the average over 20 instances. In each instance, the relative differences are calculated by

$$
\frac{\left(z_{\mathrm{DRO}}^{\star}-z_{\mathrm{RO}}^{\star}\right)}{\left(z_{\mathrm{DRO}}^{\star}+z_{\mathrm{RO}}^{\star}\right) / 2} .
$$

### 5.2 Distributionally Robust R\&D Project Portfolio

## Optimization

### 5.2.1 Problem Description.

We next perform experiments on several instances of the distributionally robust R\&D project portfolio optimization problem - this is a DRO variant of the robust version proposed in Vayanos et al (2020, 2022). In this problem, there are $N$ projects indexed in the set $\mathcal{N}=\{1, \ldots, N\}$, and the decision-maker decides whether and when to invest in a project. Each project $n$ has an uncertain return $\xi_{n}^{\mathrm{r}}$, and undertaking it incurs an uncertain cost $\xi_{n}^{\mathrm{c}}$. The return and cost of project $n$ can only be observed if we undertake this project. The decision to invest in project $n$ in the first (resp. second) stage is denoted by $w_{n}^{r}$ (resp. $y_{n}$ ), $n \in \mathcal{N}$. Thus, $\xi_{n}^{r}$ and $\xi_{n}^{c}$ are revealed between the first and second time stage if only $w_{n}^{r}=1$. The total budget available across two years is $B$. A project can be invested in at most once, and only a fraction $\theta \in[0,1)$ of the return is obtained for investments made in the second stage. The goal of the decisionmaker is to maximize the worst-case expected return. We assume the returns and
costs are expressible as $\xi_{n}^{\mathrm{r}}=\left(1+\boldsymbol{\Phi}_{n}^{\top} \boldsymbol{\zeta} / 2\right) r_{n}$ and $\xi_{n}^{\mathrm{c}}=\left(1+\boldsymbol{\Psi}_{n}^{\top} \boldsymbol{\zeta} / 2\right) c_{n}$, where $r_{n}, c_{n}$ correspond to the nominal return and cost of project $n$, respectively, $\zeta \in[-1,1]^{M}$ are $M$ risk factors, and the vectors $\boldsymbol{\Phi}_{n}$ and $\boldsymbol{\Psi}_{n} \in \mathbb{R}^{M}$ collect the loading factors for project $n$. The support of the distribution of the uncertain parameters is described as follows

$$
\begin{array}{r}
\Xi=\left\{\left(\boldsymbol{\xi}^{\mathrm{r}}, \boldsymbol{\xi}^{\mathrm{c}}\right) \in \mathbb{R}^{2 N}: \exists \boldsymbol{\zeta} \in[-1,1]^{M}: \xi_{n}^{\mathrm{r}}=\left(1+\boldsymbol{\Phi}_{n}^{\top} \boldsymbol{\zeta} / 2\right) r_{n}, \xi_{n}^{\mathrm{c}}=\left(1+\boldsymbol{\Psi}_{n}^{\top} \boldsymbol{\zeta} / 2\right) c_{n}\right. \\
n \in \mathcal{N}\} .
\end{array}
$$

We define $\boldsymbol{\xi}=\left(\boldsymbol{\xi}^{\mathrm{r}}, \boldsymbol{\xi}^{\mathrm{c}}\right), \boldsymbol{\mu}=(\boldsymbol{r}, \boldsymbol{c})$, and use the following ambiguity set for the uncertain returns and costs

$$
\begin{align*}
\mathcal{P}_{\mathrm{RD}}=\left\{\mathbb{P} \in \mathcal{M}_{+}\left(\mathbb{R}^{N_{\xi}}\right): \mathbb{P}(\boldsymbol{\xi} \in \Xi)=1,\right. & \mathbb{E}_{\mathbb{P}}[|\boldsymbol{\xi}-\boldsymbol{\mu}|] \leq 0.15 \boldsymbol{\mu} \\
& \left.\left.\mathbb{E}_{\mathbb{P}}\left[\left|\mathbf{e}^{\top}(\boldsymbol{\xi}-\boldsymbol{\mu})\right|\right] \leq 0.15 N^{-1 / 2} \mathbf{e}^{\top} \boldsymbol{\mu}\right)\right\} \tag{26}
\end{align*}
$$

The second set of constraints in the ambiguity set enforces the mean absolute deviation of the individual returns and costs to be bounded. The last constraint imposes an upper bound on the cumulative deviation of the projects' returns and costs from their expected value.

The distributionally robust $\mathrm{R} \& \mathrm{D}$ project portfolio optimization problem can be written as

$$
\begin{array}{ll}
\min & \sup _{\mathbb{P} \in \mathcal{P}} \mathbb{E}_{\mathbb{P}}\left[-\boldsymbol{\xi}^{r \top}(\boldsymbol{w}+\theta \boldsymbol{y}(\boldsymbol{\xi}))\right] \\
\text { s.t. } & \boldsymbol{w}=\left(\boldsymbol{w}^{r}, \boldsymbol{w}^{r}\right), \boldsymbol{w}^{r} \in\{0,1\}^{N} \\
& \boldsymbol{y}(\boldsymbol{\xi}) \in\{0,1\}^{N}  \tag{27}\\
& \boldsymbol{\xi}^{c^{\top}}\left(\boldsymbol{w}^{r}+\boldsymbol{y}(\boldsymbol{\xi})\right) \leq B \quad \forall \boldsymbol{\xi} \in \Xi \\
& \boldsymbol{w}^{r}+\boldsymbol{y}(\boldsymbol{\xi}) \leq \mathbf{e} \\
& \boldsymbol{y}(\boldsymbol{\xi})=\boldsymbol{y}\left(\boldsymbol{\xi}^{\prime}\right) \quad \forall \boldsymbol{\xi}, \boldsymbol{\xi}^{\prime} \in \Xi: \boldsymbol{w} \circ \boldsymbol{\xi}=\boldsymbol{w} \circ \boldsymbol{\xi}^{\prime} .
\end{array}
$$

### 5.2.2 Computational Results.

We run experiments on 80 randomly generated instances of the $K$-adaptability counterpart of problem (27): 20 instances for each $N \in\{5,10,15,20\}$ with risk factors $M \in$ $\{4,5,8,10\}$, respectively. We draw $\boldsymbol{c}$ uniformly at random from the box $[0,10]^{N}$ and let $\boldsymbol{r}=\boldsymbol{c} / 5, B=\mathbf{e}^{\top} \boldsymbol{c} / 2$. The risk load factor $\boldsymbol{\Phi}_{n}$ and $\boldsymbol{\Psi}_{n}$ are sampled uniformly at random from the standard simplex.

We report the results of solving problem (27) by utilizing the monolithic MINLO reformulation and applying the decomposition Algorithm 1 with and without the cuts introduced in Section 4.3. In the decomposition Algorithm 1, we set the time limit of evaluating $\Phi(\boldsymbol{w})$ to $[300 s, 600 s, 1200 s, 2400 s]$ for problems with size $N \in$ $\{5,10,15,20\}$. In Algorithm 1, if the subproblem evaluating $\Phi(\boldsymbol{w})$ is not solved to optimality within the time limit, we use the current lower bound of the subproblem to generate a valid integer cut of the form (9) and use the upper bound to update the objective value $\theta^{\star}$ in step 4 . If the main problem is not solved to optimality within the time limit, we report $\theta^{\star}$ as the objective value and the current optimal objective value of main problem (11) as the lower bound.

| $N$ |  | MINLO |  |  |  |  | Decomposition |  |  |  |  | Decomposition with Added Cuts |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | K | Opt(\#) | Time(s) | Gap | Better(\#) | Improvement | Opt(\#) | Time(s) | Gap | Better(\#) | Improvement | $\operatorname{Opt}(\#)$ | Time(s) | Gap | Better(\#) | Improvement |
| 5 | 2 | 20 | 1.6 | 0.0\% | 0 | 17.5\% | 20 | 54.3 | 0.0\% | 0 | 17.5\% | 20 | 16.0 | 0.0\% | 0 | 17.5\% |
|  | 3 | 15 | 912.3 | 0.03\% | 0 | 21.3\% | 20 | 435.4 | 0.0\% | 0 | 21.3\% | 20 | 239.0 | 0.0\% | 0 | 21.3\% |
|  | 4 | 0 | 7200 | 0.2\% | 1 | 22.3\% | 20 | 854.8 | 0.0\% | 0 | 22.3\% | 20 | 475.0 | 0.0\% | 1 | 22.3\% |
| 10 | 2 | 19 | 730.5 | - | 0 | 16.9\% | 0 | 7200 | $27.2 \%$ | 0 | 20.3\% | 20 | 1826.8 | 0.0\% | 0 | 23.1\% |
|  | 3 | 0 | 7200 | - | 2 | 11.8\% | 0 | 7200 | 30.2\% | 1 | 20.7\% | 0 | 7200 | 16.7\% | 16 | 26.7\% |
|  | 4 | 0 | 7200 | - | 1 | 23.8\% | 0 | 7200 | 29.4\% | 2 | 21.6\% | 0 | 7200 | 16.5\% | 16 | 27.4\% |
| 15 | 2 | 0 | 7200 | - | 18 | 16.1\% | 0 | 7200 | $32.9 \%$ | 0 | 8.4\% | 0 | 7200 | 23.9\% | 2 | 20.1\% |
|  | 3 | 0 | 7200 | - | 7 | 21.5\% | 0 | 7200 | $30.5 \%$ | 0 | 12.4\% | 0 | 7200 | 22.2\% | 13 | 23.0\% |
|  | 4 | 0 | 7200 | - | 7 | 20.9\% | 0 | 7200 | 28.8\% | 0 | 15.1\% | 0 | 7200 | 21.9\% | 13 | 23.2\% |
| 20 | 2 | 0 | 7200 | - | 20 | 21.9\% | 0 | 7200 | $36.9 \%$ | 0 | 0.9\% | 0 | 7200 | 24.5\% | 0 | 18.7\% |
|  | 3 | 0 | 7200 | - | 7 | 20.7\% | 0 | 7200 | $34.8 \%$ | 0 | 4.3\% | 0 | 7200 | 22.5\% | 13 | 21.6\% |
|  | 4 | 0 | 7200 | - | 1 | 18.9\% | 0 | 7200 | $33.9 \%$ | 0 | 5.7\% | 0 | 7200 | 21.5\% | 19 | 23.6\% |

Table 3 Summary of computational results of the R\&D problem. Decomposition and Decomposition with Added Cuts refer to Algorithm 1 without and with the cuts introduced in Section 4.3 , respectively. $\mathbf{O p t}(\#)$ corresponds to the number of instances solved to optimality, Time(s) to the the time limit. We write '-' when no valid lower bound was found. Better(\#) denotes the number of instances in each method that achieved a better objective value than the other method. Improvement denotes the average improvement in the objective value of the $K$-adaptability solution found in the time limit over the static solution found in the time limit. The improvement is calculated as the ratio of the difference between the objective values of the $K$-adaptability solution and the static solution to the objective value of the static solution.

Table 3 summarizes the computational results across those instances. From the table, we observe that the improved decomposition algorithm achieves optimality or finds better solutions for more instances than the basic decomposition algorithm and solves the monolithic MINLO problem when $K$ is large. Across all instances, the proposed algorithm has a significantly smaller optimality gap which decreases with $K$. We notice that solving the MINLO problem often results in the inability to obtain a satisfactory or valid lower bound, especially when $N \geq 10$. As the number of policies $K$ increases, the number of instances for which the improved decomposition algorithm achieves a better objective value increases. For example, when $N=20$, the number of better solutions found by our approach is $\{0,13,19\}$ with $K \in\{2,3,4\}$, respectively. The improvements in the objective value over the static solutions of the improved decomposition algorithm are $\{18.7 \%, 21.6 \%, 23.6 \%\}$, whereas the improvements obtained by solving the MINLO problem and using the basic decomposition algorithm are $\{21.9 \%, 20.7 \%, 18.9 \%\}$ and $\{0.9 \%, 4.3 \%, 5.7 \%\}$, respectively. Note that in some settings, MINLO solutions achieve a better objective value in more instances, but the average improvement in the objective value is worse. This discrepancy arises when the MINLO solutions are sometimes significantly suboptimal, thereby reducing the overall average improvement. Finally, in all cases, the improvement in the objective value over the static solutions of the decomposition algorithm increases with the number of policies $K$. This aligns with the rationale of the $K$-adaptability approach, where a larger $K$ offers more flexibility for the recourse decisions, leading to a better objective value. However, the trend is not clear in MINLO solutions when $N \geq 10$ due to computational difficulties.

Next, we examine the suboptimality of the RO solution. We define $z_{\mathrm{RO}}^{\star}$ and $z_{\mathrm{DRO}}^{\star}$ as in Section 5.1.2. The relative differences between $z_{\mathrm{RO}}^{\star}$ and $z_{\mathrm{DRO}}^{\star}$ are summarized in Table 4. From the table, we see that the average suboptimality of the RO solution

| $K$ | $N=5$ | $N=10$ | $N=15$ | $N=20$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $0.37 \%$ | $1.60 \%$ | $3.24 \%$ | $2.08 \%$ |
| 2 | $17.33 \%$ | $23.03 \%$ | $20.37 \%$ | $19.61 \%$ |
| 3 | $14.62 \%$ | $19.15 \%$ | $17.65 \%$ | $18.33 \%$ |
| 4 | $15.05 \%$ | $11.25 \%$ | $7.81 \%$ | $8.73 \%$ |

Table 4 Suboptimality of RO solution to the R\&D problem. Each cell represents the average over 20 instances. In each instance, the relative differences are calculated by $\frac{\left(z_{\mathrm{DRO}}^{*}-z_{\mathrm{RO}}^{*}\right)}{\left(z_{\mathrm{DRO}}^{*}+z_{\mathrm{RO}}^{*}\right) / 2}$.
among all instances is up to $23.03 \%$, which shows the importance of incorporating distributional information in the uncertainty set.
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## A Omitted proofs

The following lemma is used to prove the strong duality result in Theorem 1.
Lemma A.1. The point $(1, \boldsymbol{c})$ resides in the interior of the convex cone

$$
\mathcal{V}=\left\{\begin{array}{ll}
\left.(a, \boldsymbol{b}) \in \mathbb{R} \times \mathbb{R}^{N_{g}}: \exists \mu \in \mathcal{M}_{+}(\Xi) \text { such that } \begin{array}{l}
\int \mu(\mathrm{d} \boldsymbol{\xi})=a \\
\\
\\
\int \boldsymbol{g}(\boldsymbol{\xi}) \mu(\mathrm{d} \boldsymbol{\xi}) \leq \boldsymbol{b}
\end{array}\right\} . . . . ~ . ~ \tag{A.1}
\end{array}\right\}
$$

Proof. Let $\mathbb{B}_{r}(\boldsymbol{o})$ be the closed Euclidean ball of radius $r \geq 0$ centered at o. Choose any point $(s, s) \in \mathbb{B}_{\kappa}(1) \times \mathbb{B}_{\kappa}(\boldsymbol{c})$, where $\kappa$ is a sufficiently small constant. Consider a point $\tilde{\boldsymbol{\xi}} \in \operatorname{int} \Xi$ such that $\boldsymbol{g}(\tilde{\boldsymbol{\xi}})<\boldsymbol{c}$. The existence of such a point is guaranteed by the Slater condition. Because the function $\boldsymbol{g}$ is continuous, we can always find an interior point $\tilde{\boldsymbol{\xi}}$ of $\Xi$. Next, consider a scaled Dirac measure $s \cdot \delta_{\tilde{\boldsymbol{\xi}} / s}$ that places mass $s$ at $\tilde{\boldsymbol{\xi}} / s$. By construction, this measure satisfies $\int s \cdot \delta_{\tilde{\xi} / s}(\mathrm{~d} \boldsymbol{\xi})=s$. Moreover, for sufficiently small $\kappa$ the measure is supported on $\Xi$ (since $\tilde{\boldsymbol{\xi}} \in \operatorname{int} \Xi$ ) and satisfies $\int \boldsymbol{g}(\boldsymbol{\xi}) s \cdot \delta_{\tilde{\boldsymbol{\xi}} / \boldsymbol{s}}(\mathrm{d} \boldsymbol{\xi}) \leq \boldsymbol{s}$ (since $\boldsymbol{g}(\tilde{\boldsymbol{\xi}})<\boldsymbol{c}$ and the function $\boldsymbol{g}$ is continuous).

Proof of Theorem 1. For fixed $\boldsymbol{x}, \boldsymbol{w}, \boldsymbol{y}(\cdot)$, we can express the objective function of (1) as the optimal value of the moment problem

$$
\begin{align*}
\max & \int_{\Xi} \boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}(\boldsymbol{\xi}) \mu(\mathrm{d} \boldsymbol{\xi}) \\
\text { s.t. } & \mu \in \mathcal{M}_{+}\left(\mathbb{R}^{N_{\xi}}\right) \\
& \int_{\Xi} \mu(\mathrm{d} \boldsymbol{\xi})=1  \tag{A.2}\\
& \int_{\Xi} \boldsymbol{g}(\boldsymbol{\xi}) \mu(\mathrm{d} \boldsymbol{\xi}) \leq \boldsymbol{c} .
\end{align*}
$$

The dual problem is given by

$$
\begin{array}{ll}
\min \phi & +\boldsymbol{c}^{\top} \boldsymbol{\psi} \\
\text { s.t. } \phi \in \mathbb{R}, \boldsymbol{\psi} \in \mathbb{R}_{+}^{N_{g}}  \tag{A.3}\\
& \phi+\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi}) \geq \boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}(\boldsymbol{\xi}) \quad \forall \boldsymbol{\xi} \in \Xi .
\end{array}
$$

Strong duality holds by Lemma A. 1 and Shapiro (2001, Proposition 3.4). Eliminating the variable $\phi$ and combining with the outer minimization for $(\boldsymbol{x}, \boldsymbol{w}, \boldsymbol{y}(\cdot))$, we get

$$
\left.\begin{array}{ll}
\min & \max _{\boldsymbol{\xi} \in \Xi} \boldsymbol{c}^{\top} \boldsymbol{\psi}+\boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}(\boldsymbol{\xi})-\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi}) \\
\text { s.t. } & \boldsymbol{\psi} \in \mathbb{R}_{+}^{N_{g}}, \boldsymbol{x} \in \mathcal{X}, \boldsymbol{w} \in \mathcal{W} \\
& \boldsymbol{y}(\boldsymbol{\xi}) \in \mathcal{Y}  \tag{A.4}\\
& \boldsymbol{T}(\boldsymbol{\xi}) \boldsymbol{x}+\boldsymbol{V}(\boldsymbol{\xi}) \boldsymbol{w}+\boldsymbol{W}(\boldsymbol{\xi}) \boldsymbol{y}(\boldsymbol{\xi}) \leq \boldsymbol{H} \boldsymbol{\xi}
\end{array}\right\} \quad \forall \boldsymbol{\xi} \in \Xi{ }^{\boldsymbol{y}(\boldsymbol{\xi})=\boldsymbol{y}\left(\boldsymbol{\xi}^{\prime}\right) \quad \forall \boldsymbol{\xi}, \boldsymbol{\xi}^{\prime} \in \Xi: \boldsymbol{w} \circ \boldsymbol{\xi}=\boldsymbol{w} \circ \boldsymbol{\xi}^{\prime} .}
$$

The problem can be interpreted as a two-stage robust optimization with DDID, where the dual multipliers $\boldsymbol{\psi}$ constitute first-stage decisions.

We now show the equivalence between problem (3) and (A.4). We first show that problem (3) lower bounds (A.4). Let ( $\boldsymbol{x}, \boldsymbol{w}, \boldsymbol{\psi}, \boldsymbol{y}(\cdot))$ be an optimal solution of problem (A.4). By construction, ( $\boldsymbol{x}, \boldsymbol{w}, \boldsymbol{\psi}$ ) is also feasible in (3). For any fixed $\overline{\boldsymbol{\xi}}$, we set

$$
\boldsymbol{y}^{\prime}(\bar{\xi}) \in \underset{y \in \mathcal{Y}}{\operatorname{argmin}}\left\{\begin{array}{cc}
\max _{\boldsymbol{\xi} \in \Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}})} \boldsymbol{c}^{\top} \boldsymbol{\psi}+\boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}-\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi}) \\
\text { s.t. } & \boldsymbol{T}(\boldsymbol{\xi}) \boldsymbol{x}+\boldsymbol{V}(\boldsymbol{\xi}) \boldsymbol{w}+\boldsymbol{W}(\boldsymbol{\xi}) \boldsymbol{y} \leq \boldsymbol{H} \boldsymbol{\xi} \quad \forall \boldsymbol{\xi} \in \Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}})
\end{array}\right\} .
$$

It holds that

$$
\begin{align*}
& \max _{\overline{\boldsymbol{\xi}} \in \Xi} \max _{\boldsymbol{\xi} \in \Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}})} \boldsymbol{c}^{\top} \boldsymbol{\psi}+\boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}^{\prime}(\overline{\boldsymbol{\xi}})-\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi}) \\
= & \max _{\boldsymbol{\xi} \in \Xi} \boldsymbol{c}^{\top} \boldsymbol{\psi}+\boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}^{\prime}(\boldsymbol{\xi})-\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi})  \tag{A.5}\\
\leq & \max _{\boldsymbol{\xi} \in \Xi} \boldsymbol{c}^{\top} \boldsymbol{\psi}+\boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}(\boldsymbol{\xi})-\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi})
\end{align*}
$$

Thus, we have shown that the optimal solution of (A.4) is feasible in (3) with an objective value no greater than the one attained in (A.4).

Next, we show conversely that problem (A.4) lower bounds (3). To this end, let $(\boldsymbol{x}, \boldsymbol{w}, \boldsymbol{\psi})$ be an optimal solution in (3) and define $\boldsymbol{y}(\boldsymbol{\xi})=\boldsymbol{y}^{\prime}(\boldsymbol{w} \circ \boldsymbol{\xi})$. By construction, the quadruple $(\boldsymbol{x}, \boldsymbol{w}, \boldsymbol{\psi}, \boldsymbol{y}(\boldsymbol{\xi}))$ is feasible in (A.4) and attains the objective value

$$
\begin{align*}
& \max _{\boldsymbol{\xi} \in \Xi} \boldsymbol{c}^{\top} \boldsymbol{\psi}+\boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}(\boldsymbol{\xi})-\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi})  \tag{A.6}\\
= & \max _{\overline{\boldsymbol{\xi}} \in \Xi} \max _{\boldsymbol{\xi} \in \Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}})} \boldsymbol{c}^{\top} \boldsymbol{\psi}+\boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}^{\prime}(\overline{\boldsymbol{\xi}})-\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi})
\end{align*}
$$

which is the same value attained in (3).
Thus, we have shown that the optimal objective values attained by the two problems coincide. And we can construct an optimal solution in problem (A.4) from an optimal solution in (3). This completes the proof.

Proof of Theorem 2. We linearize the vector $\boldsymbol{g}\left(\boldsymbol{\xi}^{k}\right), \forall k \in \mathcal{K}$ of piecewise linear functions by introducing an epigraph uncertain parameter $\zeta_{s}^{k}$ for $g_{s}\left(\boldsymbol{\xi}^{k}\right), \forall s \in \mathcal{S}, \forall k \in \mathcal{K}$
and write the inner maximization problem in the following epigraph form

$$
\begin{array}{ll}
\max & \tau \\
\text { s.t. } & \tau \in \mathbb{R}, \overline{\boldsymbol{\xi}} \in \mathbb{R}^{N_{\xi}}, \boldsymbol{\xi}^{k} \in \mathbb{R}^{N_{\xi}}, k \in \mathcal{K} \\
& \tau \leq\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{C} \boldsymbol{x}+\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{D} \boldsymbol{w}+\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{Q} \boldsymbol{y}^{k}-\boldsymbol{\psi}^{\top} \boldsymbol{\zeta}^{k} \quad \forall k \in \mathcal{K} \\
& \boldsymbol{A} \overline{\boldsymbol{\xi}} \leq \boldsymbol{b}  \tag{A.7}\\
& \boldsymbol{A} \boldsymbol{\xi}^{k} \leq \boldsymbol{b} \quad \forall k \in \mathcal{K} \\
& \boldsymbol{w} \circ \boldsymbol{\xi}^{k}=\boldsymbol{w} \circ \overline{\boldsymbol{\xi}} \quad \forall k \in \mathcal{K} \\
& \zeta_{s}^{k} \leq-\boldsymbol{g}_{s, t}^{\top} \boldsymbol{\xi}^{k} \quad \forall s \in \mathcal{S}, \forall t \in \mathcal{T}, \forall k \in \mathcal{K} .
\end{array}
$$

Problem (A.7) is a feasible LP problem so strong duality implies that it has the same optimal value as its dual problem. Dualizing and grouping with the outer minimization yields problem (6) in Theorem 2.

Proof of Theorem 3. Applying the uncertainty set lifting procedure in Vayanos et al (2020, Lemma 1) to problem (4), we can lift the space of the uncertainty set in the inner maximization, exchange it with the inner minimization, and finally get the equivalent min-max-min problem

$$
\min \boldsymbol{c}^{\top} \boldsymbol{\psi}+\max _{\left\{\boldsymbol{\xi}^{k}\right\}_{k \in \mathcal{K}} \in \Xi \Xi^{K}(\boldsymbol{w})}\left\{\begin{array}{l}
\min _{k \in \mathcal{K}}\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{C} \boldsymbol{x}+\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{D} \boldsymbol{w}+\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{Q} \boldsymbol{y}^{k}-\boldsymbol{\psi}^{\top} \boldsymbol{g}\left(\boldsymbol{\xi}^{k}\right) \\
\text { s.t. } \boldsymbol{T}(\boldsymbol{\xi}) \boldsymbol{x}+\boldsymbol{V}(\boldsymbol{\xi}) \boldsymbol{w}+\boldsymbol{W}(\boldsymbol{\xi}) \boldsymbol{y}^{k} \leq \boldsymbol{H} \boldsymbol{\xi}
\end{array}\right\}
$$

s.t. $\quad \boldsymbol{\psi} \in \mathbb{R}_{+}^{N_{g}}, \boldsymbol{x} \in \mathcal{X}, \boldsymbol{w} \in \mathcal{W}, \boldsymbol{y}^{k} \in \mathcal{Y} \quad \forall k \in \mathcal{K}$,
where

$$
\begin{equation*}
\Xi^{K}(\boldsymbol{w}):=\left\{\left\{\boldsymbol{\xi}^{k}\right\}_{k \in \mathcal{K}} \in \Xi: \exists \overline{\boldsymbol{\xi}} \in \Xi \text { such that } \boldsymbol{\xi}^{k} \in \Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}}) \forall k \in \mathcal{K}\right\} \tag{A.9}
\end{equation*}
$$

We then shift the second stage constraints into the uncertainty set and formulate the $K$-adaptability problem with constraint uncertainty (4) equivalently as

$$
\begin{aligned}
\min \boldsymbol{c}^{\top} \boldsymbol{\psi}+\max _{\boldsymbol{\ell} \in \mathcal{L}} \max _{\left.\left\{\boldsymbol{\xi}^{k}\right\}\right\}_{k \in \mathcal{K}} \in \Xi} \min _{(\boldsymbol{w}, \ell)}\left\{\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{C} \in \boldsymbol{C} \boldsymbol{x}:\right. \\
\ell_{k}=0 \\
\hline
\end{aligned}
$$

s.t. $\boldsymbol{\psi} \in \mathbb{R}_{+}^{N_{g}}, \boldsymbol{x} \in \mathcal{X}, \boldsymbol{w} \in \mathcal{W}, \boldsymbol{y}^{k} \in \mathcal{Y} \quad \forall k \in \mathcal{K}$,
where $\mathcal{L}:=\{1, \ldots, L\}^{K}, L$ is the number of second-stage constraints with uncertainty in problem (4). The uncertainty sets $\Xi^{K}(\boldsymbol{w}, \boldsymbol{\ell}), \boldsymbol{\ell} \in \mathcal{L}$, are defined as

The components of vector $\ell \in \mathcal{L}$ encode which policies are robust feasible for the parameter realizations $\left\{\boldsymbol{\xi}^{k}\right\}_{k \in \mathcal{K}}$. Policy $\boldsymbol{y}^{k}$ is robust feasible in problem (4) if $\ell_{k}=0$. If $\ell_{k} \neq 0$, then the $\ell_{k}$-th constraint in problem (4) is violated for some $\boldsymbol{\xi} \in \Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}})$.

Problem (A.10) involves many open uncertainty sets. Thus, we employ inner approximations $\Xi_{\epsilon}^{K}(\boldsymbol{w}, \boldsymbol{\ell})$ of the uncertainty sets (A.11) that are parameterized by scalar $\epsilon$. The approximate problem can be written as

$$
\begin{array}{r}
\min \boldsymbol{c}^{\top} \boldsymbol{\psi}+\max _{\boldsymbol{\ell} \in \mathcal{L}} \max _{\left\{\boldsymbol{\xi}^{k}\right\}_{k \in \mathcal{K}} \in \Xi_{\epsilon}^{K}(\boldsymbol{w}, \ell)} \min _{\substack{k \in K: \\
\ell_{k}=0}}\left\{\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{C} \boldsymbol{x}+\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{D} \boldsymbol{w}+\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{Q} \boldsymbol{y}\right. \\
\left.-\boldsymbol{\psi}^{\top} \boldsymbol{g}\left(\boldsymbol{\xi}^{k}\right)\right\}
\end{array}
$$

s.t. $\boldsymbol{\psi} \in \mathbb{R}_{+}^{N_{g}}, \boldsymbol{x} \in \mathcal{X}, \boldsymbol{w} \in \mathcal{W}, \boldsymbol{y}^{k} \in \mathcal{Y} \quad \forall k \in \mathcal{K}$,
where

We next reformulate the approximate problem (A.12) as a mixed binary bilinear program. The outer maximization of the approximation problem (A.12) is identical to

$$
\begin{array}{r}
\max _{\ell \in \mathcal{L}} \max _{\left\{\boldsymbol{\xi}^{k}\right\}_{k \in \mathcal{K}} \in \Xi_{\epsilon}^{K}(\boldsymbol{w}, \ell)} \min _{\boldsymbol{\delta} \in \Delta_{K}(\ell)}\left\{\sum _ { k \in \mathcal { K } } \boldsymbol { \delta } _ { k } \left[\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{C} \boldsymbol{x}+\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{D} \boldsymbol{w}+\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{Q} \boldsymbol{y}^{k}\right.\right. \\
\left.\left.-\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi})\right]\right\} \tag{A.13}
\end{array}
$$

where $\Delta_{K}(\boldsymbol{\ell}):=\left\{\boldsymbol{\delta} \in \mathbb{R}_{+}^{K}: \mathbf{e}^{\top} \boldsymbol{\delta}=1, \boldsymbol{\delta}_{k}=0 \quad \forall k \in \mathcal{K}: \ell_{k} \neq 0\right\}$. If $\Xi_{\epsilon}^{K}(\boldsymbol{w}, \ell)=\emptyset$ for all $\ell \in \mathcal{L}_{+}$, apply the min-max theorem, the problem is equivalent to

$$
\left.\min _{\boldsymbol{\delta}(\ell) \in \Delta_{K}(\ell), \ell \in \partial \mathcal{L}} \max _{\left\{\xi^{k}\right\}_{k \in \mathcal{K}} \in \Xi \Xi_{\epsilon}^{K}(w, \ell)} \max _{k \in \mathcal{K}}\left\{\sum_{k}\left[\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{C} \boldsymbol{x}+\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{D} \boldsymbol{w}+\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{Q} \boldsymbol{y}^{k}\right\}+\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi})\right]\right\} .
$$

Use an epigraph formulation, we conclude that (A.12) has an equivalent epigraph formulation

$$
\begin{array}{ll}
\max & \tau \\
\text { s.t. } & x \in \mathcal{X}, \boldsymbol{w} \in \mathcal{W}, \boldsymbol{y}^{k} \in \mathcal{Y}, k \in \mathcal{K}, \boldsymbol{\psi} \in \mathbb{R}_{+}^{N_{g}} \\
& \tau \in \mathbb{R}, \boldsymbol{\delta}(\boldsymbol{\ell}) \in \boldsymbol{\Delta}_{K}(\boldsymbol{\ell}), \boldsymbol{\ell} \in \partial \mathcal{L} \\
& \tau \geq \sum_{k \in \mathcal{K}} \boldsymbol{\delta}_{k}(\boldsymbol{\ell})\left[\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{C} \boldsymbol{x}+\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{D} \boldsymbol{w}+\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{Q}^{k}-\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi})\right] \\
& \forall \boldsymbol{\ell} \in \partial \mathcal{L},\left\{\boldsymbol{\xi}^{k}\right\}_{k \in \mathcal{K}} \in \Xi_{\epsilon}^{K}(\boldsymbol{w}, \boldsymbol{\ell}) \\
& \Xi_{\epsilon}^{K}(\boldsymbol{w}, \boldsymbol{\ell})=\emptyset \quad \forall \boldsymbol{\ell} \in \mathcal{L}_{+} . \tag{A.15}
\end{array}
$$

The semi-infinite constraint associated with $\ell \in \partial \mathcal{L}$ is satisfied if and only if the optimal value of

$$
\begin{align*}
\max & \sum_{k \in \mathcal{K}} \boldsymbol{\delta}_{k}(\boldsymbol{\ell})\left[\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{C} \boldsymbol{x}+\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{D} \boldsymbol{w}+\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{Q} \boldsymbol{y}^{k}+\boldsymbol{\psi}^{\top} \boldsymbol{\zeta}^{k}\right] \\
\text { s.t. } & \overline{\boldsymbol{\xi}} \in \mathbb{R}^{N_{\xi}}, \boldsymbol{\xi}^{k} \in \mathbb{R}^{N_{\xi}}, k \in \mathcal{K} \\
& \boldsymbol{A} \overline{\boldsymbol{\xi}} \leq \boldsymbol{b} \\
& \boldsymbol{A} \boldsymbol{\xi}^{k} \leq \boldsymbol{b} \quad \forall k \in \mathcal{K}  \tag{A.16}\\
& \boldsymbol{T}\left(\boldsymbol{\xi}^{k}\right) \boldsymbol{x}+\boldsymbol{V}\left(\boldsymbol{\xi}^{k}\right) \boldsymbol{w}+\boldsymbol{W}\left(\boldsymbol{\xi}^{k}\right) \boldsymbol{y}^{k} \leq \boldsymbol{H} \boldsymbol{\xi}^{k} \quad \forall k \in \mathcal{K}: \ell_{k}=0 \\
& {\left[\boldsymbol{T}\left(\boldsymbol{\xi}^{k}\right) \boldsymbol{x}+\boldsymbol{V}\left(\boldsymbol{\xi}^{k}\right) \boldsymbol{w}+\boldsymbol{W}\left(\boldsymbol{\xi}^{k}\right) \boldsymbol{y}^{k}\right]_{\ell_{k}} \geq\left[\boldsymbol{H} \boldsymbol{\xi}^{k}\right]_{\ell_{k}}+\epsilon \quad \forall k \in \mathcal{K}: \ell_{k} \neq 0 } \\
& \boldsymbol{w} \circ \boldsymbol{\xi}^{k}=\boldsymbol{w} \circ \overline{\boldsymbol{\xi}} \quad \forall k \in \mathcal{K} \\
& \boldsymbol{\zeta}_{s}^{k} \leq-\boldsymbol{g}_{s, t}^{\top} \boldsymbol{\xi}^{k} \quad \forall s \in \mathcal{S}, \forall t \in \mathcal{T}, \forall k \in \mathcal{K}
\end{align*}
$$

does not exceed $\tau$.

The last constraint in (A.15) is satisfied for $\ell \in \mathcal{L}$ whenever the linear program problem

$$
\begin{array}{llr}
\max & 0 & \\
\text { s. t. } & \overline{\boldsymbol{\xi}} \in \mathbb{R}^{N_{\xi}}, \boldsymbol{\xi}^{k} \in \mathbb{R}^{N_{\xi}}, k \in \mathcal{K} & \\
& \boldsymbol{A} \overline{\boldsymbol{\xi}} \leq \boldsymbol{b} & \\
& \boldsymbol{A} \boldsymbol{\xi}^{k} \leq \boldsymbol{b} & \forall k \in \mathcal{K}  \tag{A.17}\\
& \boldsymbol{w} \circ \boldsymbol{\xi}^{k}=\boldsymbol{w} \circ \overline{\boldsymbol{\xi}} & \forall k \in \mathcal{K} \\
& {\left[\boldsymbol{T}\left(\boldsymbol{\xi}^{k}\right) \boldsymbol{x}+\boldsymbol{V}\left(\boldsymbol{\xi}^{k}\right) \boldsymbol{w}+\boldsymbol{W}\left(\boldsymbol{\xi}^{k}\right) \boldsymbol{y}^{k}\right]_{\ell_{k}} \geq\left[\boldsymbol{H} \boldsymbol{\xi}^{k}\right]_{\ell_{k}}+\epsilon \forall k \in \mathcal{K}}
\end{array}
$$

is infeasible. Strong duality holds for both (A.16) and (A.17). After taking dualization of (A.16), (A.17) and combining the dual problem with the outer minimization
problem, we can get the following problem.

$$
\begin{align*}
& \min \boldsymbol{c}^{\top} \boldsymbol{\psi}+\tau \\
& \text { s.t. } x \in \mathcal{X}, \boldsymbol{w} \in \mathcal{W}, \boldsymbol{y}^{k} \in \mathcal{Y}, k \in \mathcal{K}, \tau \in \mathbb{R}, \boldsymbol{\psi} \in \mathbb{R}_{+}^{N_{g}} \\
& \boldsymbol{\alpha}(\boldsymbol{\ell}) \in \mathbb{R}_{+}^{R}, \boldsymbol{\alpha}^{k}(\boldsymbol{\ell}) \in \mathbb{R}_{+}^{R}, k \in \mathcal{K}, \boldsymbol{\eta}^{k}(\boldsymbol{\ell}) \in \mathbb{R}^{N_{\xi}}, k \in \mathcal{K} \\
& \boldsymbol{\Lambda}^{k}(l) \in \mathbb{R}_{+}^{N_{g} \times T} k \in \mathcal{K}, \boldsymbol{\beta}^{k}(\boldsymbol{\ell}) \in \mathbb{R}_{+}^{L}, k \in \mathcal{K} \\
& \boldsymbol{\delta}(\ell) \in \Delta_{K}(\ell), \gamma(\ell) \in \mathbb{R}_{+}^{K} \\
& \boldsymbol{A}^{\top} \boldsymbol{\alpha}(\boldsymbol{\ell})=\sum_{k \in \mathcal{K}} \boldsymbol{w} \circ \boldsymbol{\eta}^{k}(\boldsymbol{\ell}) \\
& \boldsymbol{\delta}_{k}(\ell) \boldsymbol{\psi}=\boldsymbol{\Lambda}^{k}(\ell) \boldsymbol{e} \\
& \boldsymbol{\delta}_{k}(\boldsymbol{\ell})\left[\boldsymbol{C} \boldsymbol{x}+\boldsymbol{D} \boldsymbol{w}+\boldsymbol{Q} \boldsymbol{y}^{k}\right]-\sum_{l=1}^{L}\left(\boldsymbol{T}_{l} \boldsymbol{x}+\boldsymbol{V}_{l} \boldsymbol{w}+\boldsymbol{W}_{l} \boldsymbol{y}^{k}\right) \boldsymbol{\beta}_{l}^{k}(\boldsymbol{\ell}) \\
& \left.=\boldsymbol{A}^{\top} \boldsymbol{\alpha}^{k}(\boldsymbol{\ell})-\boldsymbol{H}^{\top} \boldsymbol{\beta}^{k}(\boldsymbol{\ell})+\boldsymbol{w} \circ \boldsymbol{\eta}^{k}(\boldsymbol{\ell})+\sum_{s \in \mathcal{S}} \sum_{t \in \mathcal{T}} \boldsymbol{\Lambda}_{s t}(\boldsymbol{\ell}) \boldsymbol{g}_{s t}\right\} \forall \boldsymbol{\ell} \in \partial \mathcal{L} \\
& \forall k \in \mathcal{K}: \ell_{k}=0 \\
& \boldsymbol{\delta}_{k}(\boldsymbol{\ell})\left[\boldsymbol{C} \boldsymbol{x}+\boldsymbol{D} \boldsymbol{w}+\boldsymbol{Q} \boldsymbol{y}^{k}\right]+\left(\boldsymbol{T}_{\boldsymbol{\ell}_{k}} \boldsymbol{x}+\boldsymbol{V}_{\boldsymbol{\ell}_{k}} \boldsymbol{w}+\boldsymbol{W}_{\boldsymbol{\ell}_{k}} \boldsymbol{y}^{k}\right) \boldsymbol{\gamma}_{k}(\boldsymbol{\ell}) \\
& =\boldsymbol{A}^{\top} \boldsymbol{\alpha}^{k}(\boldsymbol{\ell})+[\boldsymbol{H}]_{\ell_{k}} \boldsymbol{\gamma}_{k}(\boldsymbol{\ell})+\boldsymbol{w} \circ \boldsymbol{\eta}^{k}(\boldsymbol{\ell})+\sum_{s \in \mathcal{S}} \sum_{t \in \mathcal{T}} \boldsymbol{\Lambda}_{s t}(\boldsymbol{\ell}) \boldsymbol{g}_{s t} \\
& \forall k \in \mathcal{K}: \boldsymbol{\ell}_{k} \neq 0 \\
& \tau \geq \boldsymbol{b}^{\top}\left(\boldsymbol{\alpha}(\ell)+\sum_{k \in \mathcal{K}} \boldsymbol{\alpha}^{k}(\boldsymbol{\ell})\right)-\epsilon \sum_{\substack{k \in K: \\
\ell_{k} \neq 0}} \gamma_{k}(\boldsymbol{\ell}) \\
& \left.\phi(\ell) \in \mathbb{R}_{+}^{R}, \phi^{k}(\boldsymbol{\ell}) \in \mathbb{R}_{+}^{R}, k \in \mathcal{K}, \boldsymbol{\rho}(\ell) \in \mathbb{R}_{+}^{k}, \chi^{k}(\boldsymbol{\ell}) \in \mathbb{R}^{N_{\xi}}, k \in \mathcal{K}\right) \\
& \boldsymbol{A}^{\top} \boldsymbol{\phi}(\boldsymbol{\ell})=\sum_{k \in \mathcal{K}} \boldsymbol{w} \circ \boldsymbol{\chi}^{k}(\boldsymbol{\ell}) \\
& \boldsymbol{A}^{\top} \boldsymbol{\phi}^{k}(\boldsymbol{\ell})+[\boldsymbol{H}]_{\ell_{k}} \boldsymbol{\rho}_{k}(\boldsymbol{\ell})+\boldsymbol{w} \circ \boldsymbol{\chi}^{k}(\boldsymbol{\ell}) \\
& =\left(\boldsymbol{T}_{\boldsymbol{\ell}_{k}} \boldsymbol{x}+\boldsymbol{V}_{\boldsymbol{\ell}_{k}} \boldsymbol{w}+\boldsymbol{W}_{\boldsymbol{\ell}_{k}} \boldsymbol{y}^{k}\right) \boldsymbol{\rho}_{k}(\boldsymbol{\ell}) \\
& \forall k \in \mathcal{K} \\
& \boldsymbol{b}^{\top}\left(\boldsymbol{\phi}(\boldsymbol{\ell})+\sum_{k \in \mathcal{K}} \phi^{k}(\boldsymbol{\ell})\right)-\epsilon \sum_{k \in \mathcal{K}} \boldsymbol{\rho}_{k}(\boldsymbol{\ell}) \leq-1 \tag{A.18}
\end{align*}
$$

where $\mathcal{L}:=\{1, \ldots, L\}^{K}, \Delta_{K}(\ell):=\left\{\boldsymbol{\delta} \in \mathbb{R}_{+}^{K}: \mathbf{e}^{\top} \boldsymbol{\delta}=1, \boldsymbol{\delta}_{k}=0 \quad \forall k \in \mathcal{K}: \boldsymbol{\ell}_{k} \neq 0\right\}$, $\partial \mathcal{L}:=\{\boldsymbol{\ell} \in \mathcal{L}: \boldsymbol{\ell} \ngtr \mathbf{0}\}$ and $\mathcal{L}^{+}:=\{\boldsymbol{\ell} \in \mathcal{L}: \boldsymbol{\ell}>\mathbf{0}\}$. Matrices $\boldsymbol{T}_{l}, \boldsymbol{V}_{l}, \boldsymbol{W}_{l}$ are the
coefficient matrices in the $l$ th constraint, in other words, $[\boldsymbol{T}(\boldsymbol{\xi})]_{l}=\boldsymbol{\xi}^{\top} \boldsymbol{T}_{l},[\boldsymbol{V}(\boldsymbol{\xi})]_{l}=$ $\boldsymbol{\xi}^{\top} \boldsymbol{V}_{l},[\boldsymbol{W}(\boldsymbol{\xi})]_{l}=\boldsymbol{\xi}^{\top} \boldsymbol{W}_{l}$.

Proof of Proposition 4. For any feasible solution $\left(\boldsymbol{\phi}, \boldsymbol{x},\left\{\boldsymbol{y}^{k}\right\}_{k \in \mathcal{K}}\right)$ in (12), we show that it is also feasible in (8) with the same or lower objective value. Let $\left\{\Xi^{k}\right\}_{k \in \mathcal{K}}$ be the corresponding optimal partition. Since $\left\{\Xi^{k}\right\}_{k \in \mathcal{K}}$ exhausts all points in $\Xi$, we see that $\left(\boldsymbol{\phi}, \boldsymbol{x},\left\{\boldsymbol{y}^{k}\right\}_{k \in \mathcal{K}}\right)$ is indeed feasible in (8) because for any $\overline{\boldsymbol{\xi}} \in \Xi$, there must exist $k \in \mathcal{K}$ such that $\overline{\boldsymbol{\xi}} \in \Xi^{k}$ and, therefore, $\boldsymbol{y}^{k}$ is feasible in the inner minimization problem. Next, we show that the optimal objective value of (8) is at most $\theta$ by bounding it from above, written as

$$
\begin{align*}
& \max _{\overline{\boldsymbol{\xi}} \in \Xi}\left\{\begin{array}{cc}
\min _{k \in \mathcal{K}} & \max _{\boldsymbol{\xi} \in \Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}})} \boldsymbol{c}^{\top} \boldsymbol{\psi}+\boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}^{k}-\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi}) \\
\text { s.t. } & \boldsymbol{T}(\boldsymbol{\xi}) \boldsymbol{x}+\boldsymbol{V}(\boldsymbol{\xi}) \boldsymbol{w}+\boldsymbol{W}(\boldsymbol{\xi}) \boldsymbol{y}^{k} \leq \boldsymbol{H} \boldsymbol{\xi} \quad \forall \boldsymbol{\xi} \in \Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}})
\end{array}\right\} \\
= & \max _{j \in \mathcal{K}} \max _{\overline{\boldsymbol{\xi}} \in \Xi^{j}}\left\{\begin{array}{c}
\min _{k \in \mathcal{K}} \max _{\boldsymbol{\xi} \in \Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}})} \boldsymbol{c}^{\top} \boldsymbol{\psi}+\boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}^{k}-\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi}) \\
\text { s.t. } \quad \boldsymbol{T}(\boldsymbol{\xi}) \boldsymbol{x}+\boldsymbol{V}(\boldsymbol{\xi}) \boldsymbol{w}+\boldsymbol{W}(\boldsymbol{\xi}) \boldsymbol{y}^{k} \leq \boldsymbol{H} \boldsymbol{\xi} \quad \forall \boldsymbol{\xi} \in \Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}})
\end{array}\right\} \\
\leq & \max _{j \in \mathcal{K}} \max _{\overline{\boldsymbol{\xi}} \in \Xi^{j}} \max _{\boldsymbol{\xi} \in \Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}})} \boldsymbol{c}^{\top} \boldsymbol{\psi}+\boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}^{j}-\boldsymbol{\psi}^{\top} \boldsymbol{g}(\boldsymbol{\xi}) \\
\leq & \theta . \tag{A.19}
\end{align*}
$$

Here, the first inequality holds because we do not optimize for the best index $k$ but instead simply set it to the index $j$ from the outer maximization.

Conversely, we show that any solution $\left(\boldsymbol{\phi}, \boldsymbol{x},\left\{\boldsymbol{y}^{k}\right\}_{k \in \mathcal{K}}\right)$ feasible in (8) is also feasible in (12) with the same or lower objective value. To this end, we construct a partition feasible for (12), written as

$$
\forall j \in \mathcal{K} .
$$

The set $\Xi^{j}$ contains all points $\boldsymbol{\xi} \in \Xi$ for which the policy $\boldsymbol{y}^{j}$ is optimal in the second-stage subproblem. Under this partition, one can verify that the solution $\left(\boldsymbol{\phi}, \boldsymbol{x},\left\{\boldsymbol{y}^{k}\right\}_{k \in \mathcal{K}}\right)$ is feasible in (12) with the same objective value. Since the partition can still be optimized, we conclude that the optimal value of problem (12) is at most equal to that of problem (8), which completes the proof.

Theorem A.1. Problem (14) is equivalent to the following MIO problem

```
\(\max z\)
s.t. \(\quad z \in \mathbb{R}, \overline{\boldsymbol{\xi}} \in \mathbb{R}^{N_{\xi}}, \boldsymbol{\xi}^{k} \in \mathbb{R}^{N_{\xi}}, \forall k \in \mathcal{K}, z_{k l} \in\{0,1\},(k, l) \in \mathcal{K} \times\{0,1, \ldots, L\}\)
\(\boldsymbol{A} \overline{\boldsymbol{\xi}} \leq \boldsymbol{b}\)
\(\boldsymbol{A} \boldsymbol{\xi}^{k} \leq \boldsymbol{b}\)
\(\boldsymbol{w}^{\prime} \circ \boldsymbol{\xi}^{k}=\boldsymbol{w}^{\prime} \circ \overline{\boldsymbol{\xi}}\)
\(z_{k 0}=1 \Rightarrow z \leq \boldsymbol{c}^{\top} \boldsymbol{\psi}^{\prime}+\boldsymbol{\xi}^{k^{\top}} \boldsymbol{C} \boldsymbol{x}^{\prime}+\boldsymbol{\xi}^{k^{\top}} \boldsymbol{D} \boldsymbol{w}^{\prime}+\boldsymbol{\xi}^{k^{\top}} \boldsymbol{Q} \boldsymbol{y}^{k^{\prime}}\)
    \(\left.{ }_{-} \boldsymbol{\psi}^{\prime \top} \boldsymbol{g}\left(\boldsymbol{\xi}^{k}\right)-\theta \quad\right\} \quad \forall k \in \mathcal{K}\).
\(z_{k l}=1 \Rightarrow z \leq \boldsymbol{\xi}^{k^{\top}} \boldsymbol{T}_{l} \boldsymbol{x}^{\prime}+\boldsymbol{\xi}^{k^{\top}} \boldsymbol{V}_{l} \boldsymbol{w}^{\prime}+\boldsymbol{\xi}^{k^{\top}} \boldsymbol{W}_{l} \boldsymbol{y}^{k^{\prime}}-\boldsymbol{H}_{l} \boldsymbol{\xi}\)
    \(\forall l \in\{1, \ldots, L\}\)
\(\sum_{l=0}^{L} z_{k l}=1\)
```

Proof. Following the same uncertainty lifting procedure that we used in the proof of Theorem 3, we can write (14) equivalently as

$$
\begin{align*}
& \max _{\left\{\boldsymbol{\xi}^{k}\right\}_{k \in \mathcal{K} \in \Xi^{K}\left(\boldsymbol{w}^{\prime}\right)} \min _{k \in \mathcal{K}} \max \left\{\boldsymbol{c}^{\top} \boldsymbol{\psi}^{\prime}+\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{C} \boldsymbol{x}^{\prime}+\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{D} \boldsymbol{w}^{\prime}+\left(\boldsymbol{\xi}^{k}\right)^{\top} \boldsymbol{Q} \boldsymbol{y}^{k^{\prime}}, ~\left(\boldsymbol{x}^{\prime}\right)\right.} \\
& -\boldsymbol{\psi}^{\prime \top} \boldsymbol{g}\left(\boldsymbol{\xi}^{k}\right)-\theta^{\prime},  \tag{A.21}\\
& \left.\max _{l \in\{1, \ldots, L\}}\left\{\boldsymbol{\xi}^{\top} \boldsymbol{T}_{l} \boldsymbol{x}^{\prime}+\boldsymbol{\xi}^{\top} \boldsymbol{V}_{l} \boldsymbol{w}^{\prime}+\boldsymbol{\xi}^{\top} \boldsymbol{W}_{l} \boldsymbol{y}^{k^{\prime}}-\boldsymbol{H}_{l} \boldsymbol{\xi}\right\}\right\},
\end{align*}
$$

where $\Xi^{K}\left(\boldsymbol{w}^{\prime}\right)$ is defined as in (A.9).

Then, using an epigraph to represent the minimization problem over $k$ and assigning indicator variables for each objective of the inner maximization, we can write problem (A.21) as (A.20).

Theorem A.2. Problem (13) admits an equivalent deterministic counterpart whose size grows linearly with the cardinality of $\widehat{\Xi}$.

Proof. For each $k \in \mathcal{K}$, consider any scenario $\overline{\boldsymbol{\xi}} \in \widehat{\Xi}^{k}$. The maximization problem on the right hand-side of the first constraint of problem (13) can be written as

$$
\begin{array}{ll}
\max & \boldsymbol{\xi}^{\top} \boldsymbol{C} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{D} \boldsymbol{w}+\boldsymbol{\xi}^{\top} \boldsymbol{Q} \boldsymbol{y}^{k}+\boldsymbol{\psi}^{\top} \boldsymbol{\zeta} \\
\text { s. t. } & \boldsymbol{\xi} \in \mathbb{R}^{N_{\xi}} \\
& \boldsymbol{A} \boldsymbol{\xi} \leq \boldsymbol{b}  \tag{A.22}\\
& \boldsymbol{w} \circ \boldsymbol{\xi}^{k}=\boldsymbol{w} \circ \overline{\boldsymbol{\xi}} \\
& \boldsymbol{\zeta}_{s} \leq-\boldsymbol{g}_{s, t}^{\top} \boldsymbol{\xi}^{k} \quad \forall s \in \mathcal{S}, \forall t \in \mathcal{T} .
\end{array}
$$

This linear program admits a strong dual given by the minimization problem

$$
\begin{array}{ll}
\min & \boldsymbol{b}^{\top} \boldsymbol{\beta}(\overline{\boldsymbol{\xi}})+(\boldsymbol{w} \circ \overline{\boldsymbol{\xi}})^{\top} \boldsymbol{\gamma}(\overline{\boldsymbol{\xi}}) \\
\text { s.t. } & \boldsymbol{\beta}(\overline{\boldsymbol{\xi}}) \in \mathbb{R}_{+}^{R}, \gamma(\overline{\boldsymbol{\xi}}) \in \mathbb{R}^{N_{\xi}}, \delta(\overline{\boldsymbol{\xi}})_{s, t} \in \mathbb{R}_{+}, \forall s \in \mathcal{S}, \forall t \in \mathcal{T} \\
& \boldsymbol{A}^{\top} \boldsymbol{\beta}(\overline{\boldsymbol{\xi}})+\sum_{s \in \mathcal{S}} \sum_{t \in \mathcal{T}} \delta(\overline{\boldsymbol{\xi}})_{s, t} \boldsymbol{g}_{s, t}+\boldsymbol{w} \circ \boldsymbol{\gamma}(\overline{\boldsymbol{\xi}})=\boldsymbol{C} \boldsymbol{x}+\boldsymbol{D} \boldsymbol{w}+\boldsymbol{Q} \boldsymbol{y}^{k}  \tag{A.23}\\
& \sum_{t \in \mathcal{T}} \boldsymbol{\delta}(\overline{\boldsymbol{\xi}})_{t}=\boldsymbol{\psi} .
\end{array}
$$

Similarly, in the second set of constraints, for any scenario $\overline{\boldsymbol{\xi}} \in \Xi^{k}$, the maximization problem on the left hand-side of the $l$ th constraint can be written
as

$$
\begin{array}{ll}
\max & \boldsymbol{\xi}^{\top} \boldsymbol{T}_{l} \boldsymbol{x}+\boldsymbol{\xi}^{\top} \boldsymbol{V}_{l} \boldsymbol{w}+\boldsymbol{\xi}^{\top} \boldsymbol{W}_{l} \boldsymbol{y}^{k}-\boldsymbol{H}_{l} \boldsymbol{\xi} \\
\text { s. t. } & \boldsymbol{\xi} \in \mathbb{R}^{N_{\xi}}  \tag{A.24}\\
& \boldsymbol{A} \boldsymbol{\xi} \leq \boldsymbol{b} \\
& \boldsymbol{w} \circ \boldsymbol{\xi}=\boldsymbol{w} \circ \overline{\boldsymbol{\xi}} .
\end{array}
$$

By taking dual of problem (A.24), we obtain a minimization problem whose optimal value coincides with that of the primal being expressible as

$$
\begin{array}{ll}
\min & \boldsymbol{b}^{\top} \boldsymbol{\alpha}(\overline{\boldsymbol{\xi}})_{l}+(\boldsymbol{w} \circ \overline{\boldsymbol{\xi}})^{\top} \boldsymbol{\eta}(\overline{\boldsymbol{\xi}})_{l} \\
\text { s.t. } & \boldsymbol{\alpha}(\overline{\boldsymbol{\xi}})_{l} \in \mathbb{R}_{+}^{R}, \boldsymbol{\eta}(\overline{\boldsymbol{\xi}})_{l} \in \mathbb{R}^{N_{\xi}}  \tag{A.25}\\
& \boldsymbol{A}^{\top} \boldsymbol{\alpha}(\overline{\boldsymbol{\xi}})_{l}+\boldsymbol{w} \circ \boldsymbol{\eta}(\overline{\boldsymbol{\xi}})_{l}=\boldsymbol{T}_{l} \boldsymbol{x}+\boldsymbol{V}_{l} \boldsymbol{w}+\boldsymbol{W}_{l} \boldsymbol{y}^{k}-\boldsymbol{H}_{l}^{\top} .
\end{array}
$$

Therefore, replacing the constraints in (13) with the respective dual reformulations (A.23) and (A.25), we can write (13) as the deterministic problem
$\min \quad \theta$
s.t. $\quad \theta \in \mathbb{R}, \boldsymbol{\psi} \in \mathbb{R}_{+}^{N_{g}}, \boldsymbol{x} \in \mathcal{X}, \boldsymbol{y}^{k} \in \mathcal{Y} \quad \forall k \in \mathcal{K}$

$$
\left.\begin{array}{l}
\boldsymbol{\beta}(\overline{\boldsymbol{\xi}}) \in \mathbb{R}_{+}^{R}, \boldsymbol{\gamma}(\overline{\boldsymbol{\xi}}) \in \mathbb{R}^{N_{\boldsymbol{\xi}}}, \delta(\overline{\boldsymbol{\xi}})_{s, t} \in \mathbb{R}_{+}, \forall s \in \mathcal{S}, \forall t \in \mathcal{T} \\
\boldsymbol{\alpha}(\overline{\boldsymbol{\xi}})_{l} \in \mathbb{R}_{+}^{R}, \boldsymbol{\eta}(\overline{\boldsymbol{\xi}})_{l} \in \mathbb{R}^{N_{\xi}}, \forall l \in \mathcal{L} \\
\theta \geq \boldsymbol{c}^{\top} \boldsymbol{\psi}+\boldsymbol{b}^{\top} \boldsymbol{\beta}(\overline{\boldsymbol{\xi}})+(\boldsymbol{w} \circ \overline{\boldsymbol{\xi}})^{\top} \gamma(\overline{\boldsymbol{\xi}}) \\
\boldsymbol{A}^{\top} \boldsymbol{\beta}(\overline{\boldsymbol{\xi}})+\sum_{s \in \mathcal{S}} \sum_{t \in \mathcal{T}} \delta(\overline{\boldsymbol{\xi}})_{s, t} \boldsymbol{g}_{s, t}+\boldsymbol{w} \circ \boldsymbol{\gamma}(\overline{\boldsymbol{\xi}}) \\
=\boldsymbol{C} \boldsymbol{x}+\boldsymbol{D} \boldsymbol{w}+\boldsymbol{Q} \boldsymbol{y}^{k} \\
\left.\begin{array}{l}
\sum_{t \in \mathcal{T}} \boldsymbol{\delta}(\overline{\boldsymbol{\xi}})_{t}=\boldsymbol{\psi} \\
\boldsymbol{b}^{\top} \boldsymbol{\alpha}(\overline{\boldsymbol{\xi}})_{l}+(\boldsymbol{w} \circ \overline{\boldsymbol{\xi}})^{\top} \boldsymbol{\eta}(\overline{\boldsymbol{\xi}})_{l} \leq 0 \\
\boldsymbol{A}^{\top} \boldsymbol{\alpha}(\overline{\boldsymbol{\xi}})_{l}+\boldsymbol{w} \circ \boldsymbol{\eta}(\overline{\boldsymbol{\xi}})_{l}=\boldsymbol{T}_{l} \boldsymbol{x}+\boldsymbol{V}_{l} \boldsymbol{w}+\boldsymbol{W}_{l} \boldsymbol{y}^{k}-\boldsymbol{H}_{l}^{\top}
\end{array}\right\} \forall l \in \mathcal{L}
\end{array}\right\} \forall \overline{\boldsymbol{\xi}} \in \widehat{\Xi}^{k},
$$

where $\bigcup_{k \in \mathcal{K}} \widehat{\Xi}^{k}=\widehat{\Xi}$. Note that whenever a new scenario $\overline{\boldsymbol{\xi}}$ is added to the set $\widehat{\Xi}$, we need to add a set of dual variables $\left(\boldsymbol{\beta}(\overline{\boldsymbol{\xi}}), \gamma(\overline{\boldsymbol{\xi}}), \boldsymbol{\delta}(\overline{\boldsymbol{\xi}}),\left\{\boldsymbol{\alpha}(\overline{\boldsymbol{\xi}})_{l}, \boldsymbol{\eta}(\overline{\boldsymbol{\xi}})_{l}\right\}_{l \in \mathcal{L}}\right)$ into the deterministic problem (A.26).

Lemma A.2. If problem (8) is feasible, then $\boldsymbol{\psi}$ admits a finite optimal solution.
Proof. Consider the equivalent reformulation (A.4) of problem (1) in the proof of Theorem 1. By Lemma A. 1 and Shapiro (2001, Proposition 3.4), for any feasible $\boldsymbol{x}, \boldsymbol{w}, \boldsymbol{y}(\boldsymbol{\xi})$, an optimal solution $\boldsymbol{\psi}$ is attained by the dual problem. This claim also holds when we restrict $\boldsymbol{y}(\boldsymbol{\xi})$ in (A.4) to feasible $K$-adaptable policies. The claim then follows since problem (8) constitutes an equivalent $K$-adaptable reformulation of (A.4).

Lemma A.3. The cutting-plane algorithm for solving the scenario-based problem (13) converges in finitely many iterations.

Proof. Fix a given quadruplet $\left(\bar{\theta}, \overline{\boldsymbol{\psi}}, \overline{\boldsymbol{x}},\left\{\overline{\boldsymbol{y}}^{k}\right\}_{k \in \mathcal{K}}\right)$ in (16), for any $\overline{\boldsymbol{\xi}} \in \widehat{\Xi}^{k}, \forall k \in \mathcal{K}$, the inner maximization problem of $\boldsymbol{\xi}$ is a maximization problem of a convex function of $\boldsymbol{\xi}$ over a polyhedron $\Xi(\boldsymbol{w}, \overline{\boldsymbol{\xi}})$. Thus, Blankenship and Falk (1976, Corollary 2.1) guarantees the finite convergence of the cutting-plane algorithm.

Proof of Theorem 5. We first establish the correctness of the algorithm after termination. If problem (8) is infeasible, then in the branch-and-cut algorithm, there is no solution that can give a negative objective value in problem (14) and be identified as feasible. Assume now that problem (8) is feasible and let $\left(\theta^{\star}, \boldsymbol{\psi}^{*}, \boldsymbol{x}^{*},\left\{\boldsymbol{y}^{k^{\star}}\right\}_{k \in \mathcal{K}}\right)$ be an optimal solution with objective value $\theta^{\star}$. The branch-and-cut tree must have a leaf node since it terminates. Consider an arbitrary leaf node in the branch-andcut tree for which the optimal solution $\left(\theta^{\star}, \boldsymbol{\psi}^{*}, \boldsymbol{x}^{*},\left\{\boldsymbol{y}^{k^{\star}}\right\}_{k \in \mathcal{K}}\right)$ is feasible. Such a leaf node exists because an optimal solution is feasible in the root node, and our branching mechanism ensures that the feasibility is maintained in at least a child node every time the algorithm branches. By definition, the leaf node was not branched. The
node could have been fathomed in step 1, where the current incumbent solution must also be optimal since it weakly dominates $\left(\theta^{\star}, \boldsymbol{\psi}^{*}, \boldsymbol{x}^{*},\left\{\boldsymbol{y}^{k^{\star}}\right\}_{k \in \mathcal{K}}\right)$. Otherwise, the node could have been fathomed in step 3, where the incumbent solution was updated to $\left(\theta^{\star}, \boldsymbol{\psi}^{*}, \boldsymbol{x}^{*},\left\{\boldsymbol{y}^{k^{\star}}\right\}_{k \in \mathcal{K}}\right)$.

For the asymptotic result, within any infinite branch, the finite convergence result derived in Lemma A. 3 ensures the existence of an infinite sequence of solutions in step 1 of Algorithm 3. For each solution in this sequence, the value $v_{k^{\star}}$ obtained by solving problem (16) is less than or equal to 0 . We denote the sequence as $\left\{\left(\theta^{n}, \boldsymbol{\psi}^{n}, \boldsymbol{x}^{n},\left\{\boldsymbol{y}^{k}\right\}_{k \in \mathcal{K}}^{n}\right)\right\}_{1}^{+\infty}$ and the associated solutions of the separation problem as $\left\{\boldsymbol{\xi}^{n}\right\}_{1}^{+\infty}$, where $n$ is the order of node appear in the branch. Since $\mathcal{X}$ and $\mathcal{Y}$ are compact sets, and an optimal solution $\boldsymbol{\psi}$ is attained by Lemma A.2, the Bolzano-Weierstrass theorem implies that the sequence $\left\{\left(\theta^{n}, \boldsymbol{\psi}^{n}, \boldsymbol{x}^{n},\left\{\boldsymbol{y}^{k}\right\}_{k \in \mathcal{K}}^{n}\right), \boldsymbol{\xi}^{n}\right\}_{1}^{+\infty}$ has at least one accumulation point, denoted as $\left\{\left(\theta^{\star}, \boldsymbol{\psi}^{*}, \boldsymbol{x}^{*},\left\{\boldsymbol{y}^{k^{\star}}\right\}_{k \in \mathcal{K}}\right), \boldsymbol{\xi}^{\star}\right\}$.

We first prove the feasibility of the accumulation point. Denote the value of problem (14) under the solution $\left(\theta, \boldsymbol{\psi}, \boldsymbol{x},\left\{\boldsymbol{y}^{k}\right\}_{k \in \mathcal{K}}\right)$ and scenario $\boldsymbol{\xi}$ as $z\left(\left(\theta, \boldsymbol{\psi}, \boldsymbol{x},\left\{\boldsymbol{y}^{k}\right\}_{k \in \mathcal{K}}\right), \boldsymbol{\xi}\right)$. Suppose that, given the accumulation solution $\left(\theta^{\star}, \boldsymbol{\psi}^{*}, \boldsymbol{x}^{*},\left\{\boldsymbol{y}^{k^{\star}}\right\}_{k \in \mathcal{K}}\right)$, there exists a scenario $\boldsymbol{\xi}^{\prime}$ such that $z\left(\left(\theta^{\star}, \boldsymbol{\psi}^{*}, \boldsymbol{x}^{*},\left\{\boldsymbol{y}^{k^{\star}}\right\}_{k \in \mathcal{K}}\right), \boldsymbol{\xi}^{\prime}\right)>0$. Since problem (14) finds the worst case scenario for the solution $\left(\theta^{\star}, \boldsymbol{\psi}^{*}, \boldsymbol{x}^{*},\left\{\boldsymbol{y}^{k^{\star}}\right\}_{k \in \mathcal{K}}\right)$, the largest violation $z\left(\left(\theta^{\star}, \boldsymbol{\psi}^{*}, \boldsymbol{x}^{*},\left\{\boldsymbol{y}^{k^{\star}}\right\}_{k \in \mathcal{K}}\right), \boldsymbol{\xi}^{\star}\right) \geq z\left(\left(\theta^{\star}, \boldsymbol{\psi}^{*}, \boldsymbol{x}^{*},\left\{\boldsymbol{y}^{k^{\star}}\right\}_{k \in \mathcal{K}}\right), \boldsymbol{\xi}^{\prime}\right)>0$. The violation of the sequence $\left.\left\{\left(\theta^{n+1}, \boldsymbol{\psi}^{n+1}, \boldsymbol{x}^{n+1},\left\{\boldsymbol{y}^{k}\right\}_{k \in \mathcal{K}}^{n+1}\right), \boldsymbol{\xi}^{n}\right)\right\}$ is always less than zero, and the sequence also converges to the same accumulation point. Thus, we have $z\left(\left(\theta^{\star}, \boldsymbol{\psi}^{*}, \boldsymbol{x}^{*},\left\{\boldsymbol{y}^{k^{\star}}\right\}_{k \in \mathcal{K}}\right), \boldsymbol{\xi}^{\star}\right) \leq 0$ and raise the desired contradiction.

We now show the optimality of the accumulation point of the solution sequence corresponding to an infinite branch. If there is a solution of the problem (8), denoted as $\left(\bar{\theta}, \overline{\boldsymbol{\psi}}, \overline{\boldsymbol{x}},\left\{\overline{\boldsymbol{y}}^{k}\right\}_{k \in \mathcal{K})}\right.$, where $\theta^{\prime} \leq \theta^{\star}$. Then, using the same logic as the correctness
proof, it is either a node solution of the branch-and-cut tree or an accumulation point of a sequence. In each case, the current objective value will be updated to $\theta^{\prime}+\delta$, where $\delta \geq$ 0 and is an arbitrarily small number. Consequently, the branch corresponding to the sequence $\left\{\left(\theta^{n}, \boldsymbol{\psi}^{n}, \boldsymbol{x}^{n},\left\{\boldsymbol{y}^{k}\right\}_{k \in \mathcal{K}}^{n}\right)\right\}_{1}^{+\infty}$ must be finite since it will be cut by a better solution. Therefore, we reach a contradiction with the infinite branch and conclude our proof.

