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ABSTRACT

In this work, we study the metric Steiner Tree problem on graphs focusing on computing lower
bounds for the integrality gap of the bi-directed cut (DCUT) formulation and introducing a novel
formulation, the Complete Metric (CM) model, specifically designed to address the weakness of
the DCUT formulation on metric instances. A key contribution of our work is extending of the
Gap problem, previously explored in the context of the Traveling Salesman problems, to the metric
Steiner Tree problem. To tackle the Gap problem for Steiner Tree instances, we first establish several
structural properties of the CM formulation. We then classify the isomorphism classes of the vertices
within the CM polytope, revealing a correspondence between the vertices of the DCUT and CM
polytopes. Computationally, we exploit these structural properties to design two complementary
heuristics for finding nontrivial small metric Steiner instances with a large integrality gap. We
present several vertices for graphs with a number of nodes < 10, which realize the best-known
lower bounds on the integrality gap for the CM and the DCUT formulations. We conclude the paper
by presenting three new conjectures on the integrality gap of the DCUT and CM formulations for
small graphs.

Keywords Metric Steiner Tree Problem - Integrality Gap - Combinatorial Optimization

1 Introduction

Given a graph G = (V, E) with n nodes and cost ¢;; > 0 on each edge {7, j} € E, and a subset of nodes T' C V
with |T'| > 2, the Steiner Tree Problem (STP) consists of finding the minimum-cost tree that spans 7. The nodes
in T are called terminals, and those in V' \ T are called Steiner nodes. The STP is NP-Hard, and the corresponding
decision problem is NP-Complete [Kar10]. The best-known polynomial-time algorithm for the STP guarantees an
approximation ratio of 1.39 [Byr+13], and improving this ratio is still an open problem. The only two well-known
polynomial-time solvable cases are for |T'| = 2, which is the shortest path problem, and for |T| = n, which is
minimum spanning tree. Herein, we restrict to the case 2 < |T'| < n.

The exact solution of STP relies on integer linear programming techniques that use the Bidirected Cut (DCUT) for-
mulation reported below. For a catalog of formulations of STP, we refer to [GM93], while for more recent surveys, to
[KM98; Lju21]. The core of the DCUT formulation consists of fixing a root node r € T, replacing each undirected

* Department of Mathematics “Felice Casorati”, University of Pavia, 27100 Pavia, Italy

t Faculty of Informatics, Universita della Svizzera italiana, 6900 Lugano, Switzerland

§ Dipartimento Tecnologie innovative, Scuola universitaria professionale della Svizzera italiana, 6900 Lugano, Switzerland
¥ Istituto Dalle Molle di studi sull’intelligenza artificiale (IDSIA USI-SUPSI), 6900 Lugano, Switzerland


https://orcid.org/0000-0002-2328-7062
https://orcid.org/0000-0003-1981-6782

edge {7, j} with two oriented arcs (4, j) and (j, ), and introducing O-1 flow variables x;; for each arc. If we denote
by A the set of oriented arcs, and by §— (W) := {(4,7) | i« € W, j € W} the set of arcs entering one of the nodes in
W c V, the DCUT formulation is as follows:

min Z cij(zij + xji) (1a)
{i,j}€eE

st @+ <1, {i,j} € E, (1b)

z (6~ (W)) >1, W cCcVA\{r}, WnT #0, (Ic)

zi; € {0,1}, (i,7) € A. (1d)

Despite their exponential number, the cut constraints (1c) can be separated in polynomial time using any max flow
or min-cut algorithm, as detailed in [KM98]. We refer to the DCUT polytope as the set Ppcyr = {z € [0,1]™ |
(Ib)—(1c)}, where m = |A|. We refer to the LP relaxation defined over Ppcyr as RDCUT (Relaxed DCUT). The
state-of-the-art (parallel) implementation of an exact STP solver based on the DCUT model is SCIP-Jack [Gam+17].
Other more recent approaches are reviewed in [Lju21].

Whenever the graph G is complete, and the edge costs are metric, we have a complete metric Steiner Tree problem.
The edge costs define a metric if they satisfy the following properties: (i) ¢;; = 0 if and only if ¢ = j7; (ii) ¢;; > 0
(positivity), (iii) ¢;; = c;; (symmetry), (V) ¢;; < cik, + ¢ (triangle inequality). Metric STP instances are relevant in
particular for VLSI circuit design [Pey07], and efficient combinatorial algorithms exist for rectilinear costs [HSV17]
and for packing Steiner trees [GMW97]. A review of results for metric (and rectilinear) STP is contained in [HSV17].

In approximation algorithms, we are interested in studying the integrality gap of an integer formulation, defined as the
supremum among all the ratios between an integer linear model and its natural LP relaxation. If the optimal values of
DCUT and RDCUT defined over a graph G with a set of terminals 7" are denoted by DCUT(G, T') and RDCUT(G, T),
respectively, then the integrality gap for the STP is defined as

DCUT(G,T)

* 7 6=.p) rcv RDCUT(G, 1)’ )
G—(v By 7cv RDCUT(G, T)

For the STP, the exact value of « is unknown, but it is bounded below by g [Vic20], which improved the previous

bound of % = 1.161 in [Byr+13]. Until 2024, the best-known upper bound for the integrality gap was two. Recently,
[BGT24] demonstrated that this upper bound can be improved to 1.9988. Note that proving that o < 1.39 would
lead to a better approximation algorithm with respect to the state of the art. The lower bound introduced by [Byr+13]
is based on a recursive family of instances, depending on a parameter p and having an integrality gap which tends
asymptotically to g—? for n — oo.

Main Contributions. This paper presents a novel formulation for the complete metric Steiner Tree Problem, which
we call the Complete Metric (CM) formulation. This formulation exploits the metric costs to define a polytope, denoted
by Pcyr and defined in (15b)—(15f), having a smaller number of vertices compared to the polytope Ppcyr implied
by the DCUT formulation. The main motivation for introducing our formulation is to enable a study on the integrality
gap of small-size instances of the Steiner Tree problem by adapting the approach designed for the Symmetric TSP
and presented in [BEOS; BEO7]. Without our new CM formulation, it would be nearly impossible to use the method
of [BEO7] due to the number of vertices of Ppcyr, which includes a huge number of feasible vertices for the cut
constraints but which will never be optimal for any metric cost vector. For instance, Table 1 reports the number of
feasible and optimal vertices of Ppcoyr and Pojyy, computed by complete enumeration using Polymake, for instances
with 4 and 5 nodes and 3 or 4 terminals, showing the potential impact of our approach on the overall number of
vertices.

The core intuition of our new CM formulation is that in a complete metric graph, any Steiner node is visited only if
its outdegree is at least 2, because if the indegree and outdegree of a Steiner node are both equal to 1, then an optimal
solution with a smaller cost that avoids detouring in that node exists. The existence of such a solution is guaranteed
by the property that the graph is metric and complete. Indeed, such a solution may not exist in a non-complete
graph. Using these relations on the degree of Steiner nodes, we introduce a new family of constraints to the DCUT
formulation, reflecting our main intuition.

The main contributions of this paper are as follows:
1. We prove in Theorem 1 that our new polytope Pcjs contains among the integer vertices only those that

could be optimal for metric costs. Given an integer vertex, we describe the cost vector that makes that vertex
optimal.



Figure 1: Small STP instance with a large integrality gap: Skutella’s graph withn = 15,7 = 8, and o = % [KPT11].
The hollow circle represents the root, the circles represent the terminals, and the squares represent the Steiner nodes.
Every arc correspond to a variable x;; of value equal to %.

Table 1: Number of feasible and optimal vertices for Ppoyr and Pojpr. While the DCUT polytope has several
(feasible) vertices that cannot be optimal for any metric cost, the CM polytope does not suffer this issue (and it
implicitly reduces the number of isomorphic vertices).

Ppcur Pou
n t feasible optimal feasible optimal
4 3 256 70 4 4
5 3 28345 3655 5 5
5 4 24297 3645 44 44

2. We prove in Lemma 3 a connectedness property of the points of Pcps, and in Lemma 4 we set an upper
bound on the number of edges in integer points.

3. We characterize in Lemma 6—8 isomorphic vertices of polytopes of different dimensions, namely, we link ver-
tices of the polytope corresponding to the STP with n nodes and ¢ terminals with the vertices corresponding
to the STP with n + 1 nodes and ¢ terminals, and vice versa.

4. Exploiting the previous results, we introduce two new heuristic algorithms for enumerating the vertices of
Pc . Using these two algorithms, we compute vertices of Pojr and Ppopr with the largest known inte-
grality gap for instances with up to 10 vertices.

To the best of our knowledge, this work is the first attempt to extend the work of [BEO7] to the metric Steiner Tree
problem. Note that an interesting STP instance with a small value of n (i.e., n = 15), but with a large integrality gap
(i.e, equal to %) is the Skutella’s graph shown in Figure 1 and reported in [KPT11]. In our computational results, we
will present other interesting instances with less than 10 nodes but having a large integrality gap, see Figure 4.

Outline The outline of this paper is as follows. Section 2 reviews the approach introduced in [BB08] for computing
the integrality gap of small instances (n < 10) of the Traveling Salesman Problem and presents how to apply a
similar approach to the DCUT formulation of the STP. The critical step is the complete enumeration of the vertices
of the RDCUT polytope, which are several thousand already for n = 5, as shown in Table 1. Section 3 presents
the CM formulation, and we prove interesting properties of the corresponding polytope, which allows us to apply the
methodology of [BB08] to look for small instances of STP with a large integrality gap. In Section 4, we observe that
the exhaustive enumeration of vertices is intractable for n > 6, and we present two heuristic procedures for generating
vertices of RCM, exploiting graph isomorphism. In Section 5, we present the vertices for graph n < 10, realizing the
best-known lower bounds on the integrality gap for the CM and the DCUT formulation. We conclude the paper with
a perspective on future works.

2 Integrality gap of DCUT for fixed n

In this section, we present our strategy to compute the integrality gap of the DCUT formulation for STP, which is
based on the approach introduced in [BBOS; ElI08].



2.1 Problem definition for computing the integrality gap of small instances

Let Ppcur(n, T) be the polytope defined by the relaxation of constraints (1b), (1¢). Let us consider the complete graph
K, (c) = (V, E), which has n nodes and a cost function ¢ on edges. We define

DCUT(K,,(c),T)

T = 3

Qe = RDCUT(K,(c), T) )

Qpt = Sup OQcrT, €]
ceC(V,t)

where C(V,t) := {c¢metric, | T C V, |T| = t} Note that a. 7 is the integrality gap of a given instance of metric STP,
while «, ; is the maximum integrality gap once we fix both the cardinality of 7" and V. Clearly, the integrality gap (2)
is equal to

Q= SUp Quyy - ®))
n,t

As mentioned in the introduction, the two cases ¢ = 2 and ¢ = n can be solved in polynomial time for every n, since
for t = 2 the problem reduces to the shortest path (SP) problem, while for ¢ = n it reduces to the minimum spanning
tree (MST) problem. In general, the polynomial time algorithms for SP (e.g., [Dij59]) and MST (e.g., [Pri57]) do
not use the IP formulation. Hence, the existence of a polynomial time algorithm does not naturally imply an integral
formulation when coming to the DCUT formulation. In practice, for ¢ = n, the polyhedron is integral [Edm+67],
while [GM93] shows the same result for ¢t = 2, and hence in these two cases &« = 1. However, the exact value of « for
2 <t < nis unknown.

In this work, we extend the approach presented in [BBOS; Ell08] for TSP for computing the exact value of « for the
DCUT formulation. Similarly to [BBOS], if we divide the costs ¢;;,¢,j € V of an instance STP(c, T') for the optimal
value DCUT(K,,(¢), T'), we obtain another instance STP(¢’, T'), having an optimal value DCUT(K,,(¢'),T) = 1 but
the same set of optimal solutions. Hence, defining CP“UT(V,t) := {c metric, T C V, |T| = t,DCUT(K,(c),T) =
1}, we obtain

1
Onit == cecDSclzljr;(V,t) RDCUT(K,(c), T)’
and hence 1
— = _inf  RDCUT(K,(c),T). ’
Qun it cecDIC%T(V,t) enlen 1) ;

2.2 Graph isomorphism and vertices of the DCUT polytope

We observe that the choice of the terminals is irrelevant for the integrality gap, and the only thing that matters is the
number of terminals. Consider an instance STP(c,T') where |T'| = t. This can be re-mapped to STP(c, {1,...,t})
trough a node-colored-edge-weighted graph isomorphism. More formally,

Definition 1 (Graph isomorphism). Let G = (V, E) and H = (V' E’) be two undirected graphs, with |V| = |V'| =
n. The two graphs are isomorphic, denoted by G = H, if there exists a bijection o : V' — V’ such that

{i,jt € E < {o(i),0(j)} € E', V{i,j} € E. (7

We also say, with a slight abuse of notation, that ¢ : G — H is an isomorphism between G and H. If the two graphs
are edge-weighted, with w : F — R and w’ : E/ — R being the weight functions of G and H respectively, the two
graphs are isomorphic if it holds

w({i,j}) =w'({o(i),0(j)}), V{i.j}€E. ®)

This definition naturally extends to the case of directed graphs by considering the arc orientation. If the two graphs
are node-colored, with c : V' — C and ¢’ : V' — C’ being the color mappings of G and H, respectively, it must also
hold that

c(i) =c(j) <= c(a(i)) =c'(0(4)), Vi,jeV. 9

Each instance of the STP naturally leads to an edge-weighted node-colored graph with three colors: one for the root
node, one for the terminal minus the root, and one for the nodes in V'\ T', while the edge-weight function is represented
by the cost c.

Equation (6) implicitly states that the integrality gap does not depend on the set 7" but solely on its cardinality. This
observation is expressed in the following Lemma, which relies on Definition 1.



Observation 1. Let K, (c) be a complete metric graph and let T' C V, |T'| = ¢, such that DCUT(K,,(c),T) = 1. Let
o be an edge-weighted node-colored graph isomorphism. Then

DCUT(o(K,(c)), o(T)) = DCUT(K, (c), T),
RDCUT(o(K(c)), o(T)) = RDCUT(K(c), T).

This follows from a direct application of the definition of graph isomorphism.

Note that (6) lead to an optimization problem having linear constraints but a quadratic objective function (note that c,
and x;; are both decision variables)) that can be formulated as follows:

min Z Ce(xij + ;) (10a)
{i,j}eE

st xi; +ay <1, e={i,j} € E, (10b)

2 (6-(W)) > 1, W CV\{1}, Wn{l,....t} £0, (10¢)

0<uz;; <1, Vi, j €V, i# (10d)

cij > 0, V{i,j} € E, (10e)

¢ij < Cik + Cjk, V{i,j}, {4, k},{j,k} € E. (10f)

Constraints (10b)—(10d) ensures the feasibility of vector x, while constraints (10e)—(10f) ensure the property of c
being metric. Our preliminary computational results show that (10a)—(10f) are intractable even forn = 5 and ¢t = 3, 4.
Therefore, we proceed as done in [BB08; BE07; El108], exploiting the vertex representation of Ppcyr(n,T). Since
we fix the terminal setto 7' = {1, ..., t}, herein we denote Ppcur(n,t) :== Ppcur(n, {1,...,t}). Similarly to [BBOS;
BEO07; ElI08], and by recalling that for each cost vector c, there exists an optimal solution attained at a vertex, we can
re-write (10a)—(10f) as a linear program for each vertex T of Ppcur(n, t).

(Gap) min Z ce(Tij + Tji) (11a)
{i,j}€E

st. ¢; >0 V{i,j} € E, (11b)

cij < cik + Cj V{i, i}, {i,k},{j,k} € E, (11c)

the optimal solution of c is attained at @, (11d)

and define Gap(Z) as the optimal value of (11).

As in [BBO08; EllI08], we observe that constraint (11d) can be formulated using the complementary slackness condi-
tions. Such conditions ensure that T belongs to the point minimizing the STP at cost ¢. Given a vertex T of Ppcur(n, t),
we present the Gap problem for the DCUT formulation. This model is the starting point from which the Gap problem
for the CM formulation is derived. Denoting by A the set of the orientated arcs, that is, A := {(¢, ) | s.t{¢,j} € E},
we have:

min Z ce(Tij + Tji) (12a)
{i,j}€E

s.t. ¢y S i t+cjk V{Lj},{i,kh{j,k} SO (12b)

Ye + Z 2w +dij < ce, Y(i,j) € A, (12¢)
(i.4)€6— (W)

Ye = 0, V(Z,j) STy + 25 < 1, e= {Z,]} € F, (12d)

2w =0, VW CVA\{r}, WNT #0st. > Ty >1, (12e)

(i.5)€8~ (W)

dij =0, V(i,j) € AstTij =1, (12f)

vet Y. awtdij—co=0, V(i,j) € AstE; > 0, (12¢)
(i.4)€6— (W)

Ye, dij, dj; <0, Ve ={i,j} € E, (12h)

2w >0, YW CV\{r}, WNT #0, (12i)

cij 2 0, v{i,j} € E. (12j)



3 A novel formulation for the complete metric case

Scip-Jack, the state-of-art solver for the (Graphic) STP, relies on a modified version of the DCUT formulation intro-
duced in [Gam+17]. The formulation used by Scip-Jack (SJ) is as follows:

SN min > colwij + 250) (13a)
{ijteE

st. xz(6-(W)) >1 WV \{r}, WnNT #0, (13b)

z(67(r) =0 (13c)

z (67 (v)) =1 veT\{r}, (13d)

x (5_(1))) <1 v E S, (13e)

z (67 (v)) <z (67 (v)) Yv € S, (13f)

z (67 (v) >z, Va € 6T (v),v €S, (13g)

xq € {0,1}, Va € A, (13h)

where 6T (W) :={(i,7) | i € W, j ¢ W}

Constraints (13c)—(13e) describe the inflow of every node: the first equation ensures that no inflow is present in the
root, the second equation ensures that the inflow of terminal nodes is exactly equal to 1, since every terminal must be
reached, and the third equation ensures that the inflow of non-terminal nodes is smaller or equal than 1 since a non-
terminal node may or may not be part of an optimal solution. Note that both terminal and non-terminal nodes have an
inflow of at most 1 so that at most one path exists from the root to any node. Constraint (13f) ensures that non-terminal
nodes cannot be leaves of the solution. Constraint (13g) ensures that no flow is generated from non-terminal nodes.
Notice that this formulation is not specific to the metric we want to attack, as illustrated by the example below.

Example 1. Let G = (V, E) be a complete metric graph with V' = {0, 1,2, 3,4} and let T = {0, 1}. Define x as the
following
1, if (4,7 1),(2 4),(4,2
py = {1 H00.9) € {0,1),(2:3).(3,4),(4,2)) i
0, else.
We have that z is feasible for the SJ formulation with = 0, but it is never optimal for any metric cost since by setting

To3 = T34 = Z4,2 = 0 we obtain a feasible solution with a strictly smaller cost. Note that, in particular, « is not
connected.

To prevent this issue, we introduce a stronger formulation tailored to the Complete Metric (CM) case, which is pre-
sented below.

(CM) min Y colai +2j) (15a)
{i,j}€E

st. z(6-(W)) >1 W cV\{r}, WnT #0, (15b)

z(67(r) =0 (15c¢)

z (0" (v) <1 v e VAr, (154d)

2z (6~ (v)) <z (07 (v)) Vv € S, (15e)

0<az, <1, Va € A, (15f)

zq € {0,1}, Ya € A. (15g)

By forgetting about (15g), we obtain the Pcjs polytope. In particular, in our new formulation, the left-hand side of
Constraint (13f) is multiplied by 2. This ensures that a non-terminal node is visited only if its outflow is at least 2.
The idea is that, in a complete metric graph, if the inflow and the outflow of a non-terminal node are both equal to 1,
then there exists an optimal solution with a smaller cost that avoids detouring in that node. The existence of such a
solution is guaranteed by the property that the graph is metric and complete. Note that such a solution may not exist
in a non-complete graph, for example, when G = (V, E) with V' = {0,1,2}, E = {{0,2},{1,2}} and T = {0, 1}.
We also avoid adding the equivalent of Constraint (13g) because of the following lemma.

Lemma 1. When dealing with positive costs, Constraint (13g) is redundant even for the simpler DCUT formulation.



Before proving Lemma 1, we recall the Multi Commodity Flow (MCF) formulation [CTO01]:

(MCF) min Z ce(Tij + 25i) (16a)
{i,j}€E
st. m; +xj <1, e = {’L,j} € F, (16b)
-1, ifv=r
fr () = fF (6T () =41, ifo=t veV,teT\{r} (16¢)
0, otherwise,
iy <y V(i j) € A, (16d)
fitjaxij € {Oa 1}7 V(Za]) € A. (166)

This formulation has a few interesting properties that we use in the following proof of Lemma 1.

Proof of Lemma 1. Let x;; be an optimum vertex for the DCUT formulation with a positive cost c. By Theorem 3.2
of [CTO1], in particular, because of the equivalence

min{cTz |z € Pycr(n,t)|,} = min{cTz |z € Ppcur(n, 1)},
there exists a configuration of variables ff; such that ff; < x;; foreveryt € T, 4,5 € Vand }_, ff; =3, f}; =0
foreveryt € T, j € S. Because z;; is optimal for strictly positive costs, we have that ;; = max;cr fitj and so there
exists t;; € T such that z;; = ff]” Now, let k € S. For every a € 1 (k), that is, for every [ € V' \ {k} we have that

Ty = Tl by definition
= fo by maximization
< Z fim by nonnegativity
= by (16¢)
< i by (16d)
=z(6 (k) by definition
which is equivalent to Constraint (13g). O

Before discussing how we use this formulation to retrieve information regarding the integrality gap of the DCUT
formulation, we list some properties of the CM formulation that we consider interesting.

3.1 Properties of the complete metric formulation

We first show that for a particular configuration of complete metric graphs, namely, graphs with no triples of collinear
points, the set of integer solutions of the SJ formulation coincides with the set of integer solutions of the CM formula-
tion.

Lemma 2. Let G be a complete metric graph with ¢ € R7"=1X" defining the edge weights and let = € {0,1}(»=1)xn
be an optimal solution of SJ with cost vector c. If

cij < cik+cny i, g} {i k), {4k} € E, (17)

Xn

then x is also an optimal solution for CM with the same cost vector. Moreover, if y in{0, 1}(”*1) is an optimal

solution of CM for G, then it is also an optimal solution of SJ for G.

Proof. Suppose by contradiction that an optimal solution of SJ exists, which is not an optimal solution for CM.
Because of the constraints that describe the two models, this solution x must verify

ZzijSijk, 2'inj>zl‘jka

i#j ki i ki



for a certain j € V' \ T'. It follows that there exists 7,k € V such that z;; = xj, = 1. Since we are in a complete
graph, setting these two variables to zero and setting x;;, = 1 gives us a feasible solution, which is also of smaller cost
because of hypothesis (17), which is in contradiction with the optimality of z.

Let y be an optimal solution for CM for GG. Clearly, y is feasible for SJ. Suppose by contradiction that there exists z
feasible for SJ such that ¢Tz < ¢Ty. For the first part of the proof, we have that z is an optimal solution for CM, which
contradicts the optimality of y. O

Observation 2. Note that, without hypothesis (17), we can say that given a metric cost ¢ and x an optimal solution of
DCUT with ¢ as the cost vector, there exists 2’ an optimal solution for DCUT with ¢ as the cost vector such that z’ is
also an optimal solution for CM with the same cost vector. In particular, =’ is chosen as one of the optimal solutions
of DCUT that avoids detouring into non-terminal nodes, where detouring into a node means entering with one edge
and exiting with one edge.

Observation 3. Note that Lemma 2 does not hold when replacing SJ with RSJ and CM with RCM. Take, for example,
as graph G the metric completion of the instance se03 of the SteinLib [KMVO01]. We have that

RSI(G,T) = 11 < 12 = RCM(G, T) = SI(G, T).

We then have that SJ(-) = CM(-) and RSJ(-) < RCM(+), and so the integrality gap of the CM formulation is a lower
bound for the integrality gap of the SJ formulation on complete metric graphs. Moreover, the bound is not always
tight. The same holds for the DCUT formulation.

An interesting property of the CM formulation is connectedness. Constraints (13b) enforce that in an SJ solution, all
the terminal nodes belong to the same connected component, but this is not guaranteed for non-terminal nodes. For
the CM formulation instead, the following lemma holds.

Lemma 3. The support graph of any feasible point of RCM is connected.

Proof. 1t suffices to prove that no connected components without terminals exist since every terminal belongs to the
same connected component because of Constraint (15b). Let x be a feasible point for CM and let H C V be a
connected component of = containing no terminals. Constraint (15¢) implies

DESEDIDITIED BEYSVELD DEVELD oE
i,jEH jEHicH jEH i€H i,jEH i,jEH

The only possibility is that jem ®ij = 0, so no connected component without terminals can be part of a feasible

solution for CM. O

Note that Lemma 3 does not hold for the SJ formulation, as Example 1 shows.
Another interesting property of the CM formulation deals with constraint reduction. In this case, we can prove theo-
retical results on the number of edges in a CM solution and, consequently, on the number of Steiner nodes.

Lemma 4. Let x be a feasible solution for the CM formulation for a graph with |V| = n nodes and |T'| = t terminals.
Then, x verifies
> @y < min(n — 1,2t - 3). (18)
]
Proof. Given z, let G, = (V,, E,) denote the corresponding support graph, thatis V,, = {i € V : z(67(i)) +
(6= (%)) > 0} and E, = {e = {i,j} € E : z;; + xj;; > 0}. We know that G, is acyclic because of Constraint

(15d) and we also know that G, is connected because of Lemma 3, so G is a tree. Since |V,| < n, we have that
Do ; Tij < n — 1. Now, we only need to prove that > ;®ij < 2t — 3. We have that

ZSEWZZ%*ZZ% Z Zl’ij:

Jj i#j JET i#j JEV\T i#j
=Y @it Y Y wit Y Z%‘S0+(t—1)+% DD wm
itr JET\{r} i#j JEVA\T i#j JEV\T k#j

where the last inequality holds because of Constraint (15c), Constraint (15d) combined with Constraint (15b), and
Constraint (15e), respectively. Note that only the last one gives us inequality since the others hold with equality. We

can now rewrite
> D w= wa DD ke

JEV\T k#j JET k#j



Combining this with the previous equation, we get that
1 1
I I )3) D
2% 2] JET k#j
Rearranging the terms, we obtain

%inj St*lfézzxﬂf
4,3

JET k#j

and hence, multiplying by 2

inj SQt*?*ZZl‘jk:
4,7

JET k#j
:2%2*2%* Z ijk <2-2-1-0=2t—3,
k#r JET\{r} k#j

where the last inequality holds because »; . z, > 1 by taking W = V' \ {r} in Constraint (15b), and because
x4k > 0, respectively. O

Observation 4. Lett < % + 1 and so min(n — 1,2t — 3) = 2¢ — 3. Then, if we consider the CM, our solution is a
tree with at most 2t — 3 edges, so it has 2¢ — 3 + 1 = 2¢ — 2 nodes, ¢ of which are terminals, leaving us with £ — 2
Steiner vertices. Thus, it suffices to write Constraints (15b) only for

W =Wy U Ws, W1CT\T, ‘W1|Zl, WQCV\T, |W2|§t72, (19)

instead of writing it for any W = W, U Wa, Wo C V' \ T. For instance, in the case (n,t) = (20,5) we go from
(2% — 1) x 25 = 491520 possible choices of W to just (2* — 1) x 3°°_, (%) = 8640, which is around 1.8% of the
total.

After discussing the properties that make the CM formulation interesting by itself, we now focus on commenting on
its advantages in deducing information on the lower bounds of the DCUT.

First, we discuss why studying the complete metric case is not restrictive. In particular, we use the metric closure of a
graph, defined below.

Definition 2 (Metric Closure of a Graph). Let G = (V, E) be an edge-weighted connected graph. We define the
metric closure of G the complete metric graph G = (V, E)) such that the weight of the edge {4, j} in G is equal to the
value of the shortest paths from i to j in G.

We now link the integrality gap of the DCUT formulation of a graph to the corresponding integrality gap of its metric
closure.

Lemma 5. Let G = (V,E), T C V be a Steiner instance, and let G be the Steiner instance corresponding to the
metric closure of G. Then we have that

DCUT(G,T) = DCUT(G,T), RDCUT(G,T) = RDCUT(G,T). (20)

Proof. Let x be a feasible solution for G. Then, it is also a feasible solution for G, and because of the definition of
metric closure, it is a feasible solution with a smaller cost. We have then that DCUT(G,T) < DCUT(G, T'). Let now
Z be a feasible solution for G. Reasoning in a non-oriented way, if we take every edge of Z and substitute it with the
corresponding shortest path in G, we obtain a subgraph of G that can be oriented as a feasible solution x of G, with
a smaller cost. The cost is (non-strictly) smaller because we may take the same edge in different shortest paths. We
then have that DCUT(G,T) > DCUT(G, T') and so DCUT(G,T) = DCUT(G, T).

For the same reasoning, we have that RDCUT(G, T') = RDCUT(G, T'), with the exception that, when substituting an
edge of G with the corresponding shortest path in (7, since we are dealing with fractional solutions, if we have to take
the same edge multiple times because it appears in multiple shortest paths, we have to take the minimum between 1
and the sum of all the values with which that edge appears. This choice preserves feasibility and does not produce a
solution with a larger cost. O

From this lemma, it follows that the integrality gap calculated with respect to the CM formulation only on metric
graphs is a lower bound for the integrality gap of the DCUT formulation across all graphs.



3.2 The gap problem for the CM formulation

With this in mind, one can proceed as in Section A.l and define a Gap problem for the CM formulation. Given T
vertex of Pey(n, t), we define its gap as the linear problem of finding the cost vector that maximizes the integrality
gap of a vertex T, among those for which  is optimal. With this in mind, one can proceed as in Section A.1 and define
a Gap problem for the CM formulation. Given T vertex of Pep(n, t), we define its gap as the linear problem of finding
the cost vector that maximizes the integrality gap of a vertex =, among those for which T is optimal. As the structure
is nontrivial, we first write the constraints of the dual formulation, which comes from the simple application of the
duality from problem (15b)—(15g). Table 2 shows the relation between the dual variables and the constraints.

Let W (4, j) defined as
Wi, i) ={W|WcCV\{r}, WNnT #0, (i,j) €6~ (W)}

Then, using the theory of LP duality, we can write the following.

Uri t Vi D> 2w < i, ie T\ {r}, 1a)
weW (r,i)
Uri v 20+ D> 2w < o, jES, (21b)
weW (r,j)
vii i+ >z < cij, i,j e T\ {r}, 21c)
weW (i,j)
i v+ 20+ Y 2w < cij, i€eT\{r},jes, (21d)
weW (i,j)
q+ Yir < Cir, VieT \ {7"}, (216)
q+ yjr < Cjr, Vj €S, (211)
yii tvi—ui Y Zw < i, ieT\{r},j €S, lg)
weW (j,1)
i+ v 2uy —ui+ Y 2w < cij, i,jes, (21h)
weW (4,5)
qfree, 2 > 0, vy, u;,y;; <0. (219)

Note that we can merge some constraints, in particular, (21a) and (21c) are the same constraint where ¢ € 7' and
j € T\ {r}. The same holds for (21b) and (21d) if ¢ € T'and j € S. Lastly, we can drop constraint (21e) and (21f)
as variable g is free, and it only appears in these constraints. Note that, referring to the primal formulation, this would
imply deleting the variables z;., i € V' \ {r}. Hence, the dual polytope can be rewritten as

vij o+ Y zw < G, ieT,jeT\{r}, (22a)
weWw (i)
vij o+ 20+ Yz < i, ieT, jes, (22b)
weW (i,5)
yii v —ui Y Zw < i ieT\{r},jes, (22¢)
wEW (§,i)
i o 20 —ui >z < i,j €S, (22d)
weW (4,5)
22> 0, vj,uj,y;; <0. (22e)

Given a vertex € Pcw(n,t), we introduce variables ¢;;, {i,j} € E that satisfy the triangle inequality and non-
negativity constraints. Adding them to the slackness compatibility conditions we obtain the following linear program
with exponentially many variables and constraints:

min Z Ce(fij + fji) (23a)
{i,jteE

10



Table 2: Association between dual variables and primal constraints

Primal constraints Dual variables \ Primal constraints Dual variables

(15b) 2w (15¢) q
(15d) v (15¢) u;
(151) Yij
st cij < cik + Gk v{i, i}, {i, k}, {j, k} € E, (23b)
vij +oi+ Y 2 =0, VieT,jeT\{r}, zi; >0, (23c)
wew (ij)
yij + 0+ 2ui+ Yz — ey =0, VieT, jes, x>0, (23d)
weW (3,5)
yii + v — i Y Zw— e =0, Vie T\ {r},je€s, zij >0, (23e)
weW (j,i)
yij + 0+ 2up — i+ Yz — e =0, Vi,j €S, xij >0, (23f)
weW (i,5)
2w =0, YW CcV\{r}, WNT #£Qz (6~ (W)) > (239)
v; =0, Vj € V\{r} z(67(4)) < (23h)
uj =0, VjiesS, 2z (6 (v) <z (6H( ) (23i)
yi; =0, V(i,j) € A, x5 <1, (23))
cij 20, v{i,j} € E. (23k)

4 Heuristic enumeration of nontrivial vertices

In this section, we present the theoretical results and algorithms used to enumerate vertices of the polytope Pem(n, t).
We first introduce results linking polytopes of different dimensions, and then, relying upon these and other structural
results, we present two different algorithms for vertices enumeration.

4.1 Avoiding redundancy

First, let us define a particular class of vertices that will be of interest for our results.

Definition 3. Let = be avertex of Poy(n, t). We will call z a spanning vertex if all of the nodes are part of the solution
x, thatis, (6~ (i) + (6% (¢)) > O foralli € V.

Note that Lemma 3 implies that every spanning vertex is connected. In an STP, Steiner nodes may or may not be
part of an optimal solution. This holds for vertices of Pcyv(n,t), both integer and non-integer, that is, not all of the
vertices are spanning vertices. Hence, we can consider whether a non-spanning vertex of Peyv(n,t) can be seen as a
spanning vertex of a polytope of a smaller dimension, and vice versa, that is, if a spanning vertex of Pcy(n,t) can be
seen as a vertex of a polytope of a larger dimension. The following results link vertices of Pcm(n + 1, ¢) with vertices
of Pcm(n, t) and vice versa. These results will be used in the enumeration of vertices to reduce the dimension of our
search space by avoiding redundancy.

Lemma 6. Let x € R(""DX" Define y € R**("+1) g5

Lij, 1§i7‘<n+1a
yz.j:{ g J (24)

0, otherwise.

Then, © € Pey(n,t) if and only if y € Pey(n + 1,¢).

Proof. Let © € Pem(n,t). Note that y satisfies the domain constraints. Regarding Constraint (15b), we distinguish
two cases. Let T be a set as described in (15b) for y. (a) If n +1 € W, going from x to y adds the variables x; ,, 11
which are all zero so since x satisfies the constraint y satisfies it too. (b) If n + 1 ¢ W, going from z to y adds the
variables x,,1 ; which are all zero so since x satisfies the constraint y satisfies it too. Constraints (15¢)—-(15d) are

11



satisfied by y since z satisfies them, and we are only adding variables that take the value zero. Regarding Constraint
(15e), if 7 = n + 1, the constraint holds trivially since all the variables are zero. If j # n + 1, going from z to y adds
the variables x; 41, Tn41,; Which are all zero, so since x satisfies the constraint, y also satisfies it.

Lety € Pem(n + 1,t) of the form (24). Note that z satisfies the domain constraints. Let W be a set as described in

(15b) for z. Let W =Wu {n+ 1} W is a set for which y satisfies the correspondent constraint (15b). In the W
constraint, the only variables that appear are the ones appearing in the W constraint plus the variables x; ,, 1 which

are all zero. Since the T constraint is satisfied by y, the W constraint is satisfied by z. Constraints (15¢)—(15d) are
clearly satisfied by x since y satisfies them. Regarding Constraint (15¢), passing from y to = removes the variables
Zin+1, Tnt1,; Which are all zero, so since y satisfies the constraint, 2 also satisfies it. O

The following lemmas show how to identify vertices of Pcm(n + 1,t) with the ones of Peyv(n, t) and vice versa.
Lemma 7. Let x be a vertex of Pcy(n,t). Then

xija lflaj¢n+1v
o : 25
Yis { 0,  otherwise (25)

is a vertex of Pey(n + 1,1).

Proof. The idea of the proof is to show by contradiction that if y is not a vertex, that x cannot be a vertex as well. In
detail, we have that y € Pcy(n + 1,t) because of Lemma 6. Let Poy(n + 1, ) be the subpolytope of Pey(n + 1, %)
defined as
PCM(TL + 1,t)0 = {Z S PCM(TL + 1,t) D Zin+l = Zn+l, = 0,1< i,j < n}
Let
T PCM(TL + ].,t)o — PCM(TL,t)
(2i3)i = (Zi5)i gt

be the projection considering the first n nodes. Note that w(y) = z and that 7 is an injective map. Note also that

Im(7) C Pcm(n,t) because of Lemma 6. By contradiction, suppose that there exist a,b € Pem(n + 1,t) such that
a#by= %a —+ %b. We have that

1 1
Yin+1l = Ynt1,; = 0= i(ai,n+1 +bint1) = §(an+1,j +bnyi,j)

Since a,b € PCM(TL + 1, t), we have that Ajn+1, bi’nJ’»l, Ap+1,5) bn+1)j > 0 and so Ajn+1, bi7n+17 An+1,5) bn+17j =0.
Thus, a,b € Pey(n + 1,t)o and we can define ¢ := 7(a), and d := 7(b), and we have that ¢,d € Pcm(n, t), ¢ # d,
& = ¢+ 3d, a contradiction. O

Lemma 8. Lett < n and let y be a vertex of Pcy(n,t) of the form

i, ifi1#n#7,
yij{ J #FnF#] (26)

0, else,

forn € V\T. Then x is a vertex of Pcy(n — 1,1).

Proof. We have that x € Pcy(n — 1,t) because of Lemma 6. Let
i: PCM(TL — 17t) — PCM(n,t)
(2ig)iznzi = ((zig)ign4, 0, - ., 0)

be the trivial immersion and note that i(z) = y. Note also that Im(i) C Pcm(n,t) because of Lemma 6. By
contradiction, suppose there exist ¢,d € Pem(n — 1,t) such that ¢ # d, © = 1c + 1d. If we define a := i(c), and

b :=i(d), we have that a,b € Pem(n,t), a # b, y = 3a + 3b, and so we have a contradiction. O

Note that the result above still holds if we replace the node n with any node k € V' \ T..

Observation 5. Let 7 and 4 be the maps introduced in the proofs of Lemma 7 and Lemma 8, respectively. Note that
7 is an injective map and i(Pcem(n,t)) C Pom(n + 1,t)0, thus we have that 7 is also a surjective map and so it is
bijective. Moreover, 7 is linear and sends vertices in vertices. In particular Pey(n + 1,¢)o & Pem(n, t), where the
isomorphism is given by the map 7. Note that 7 is a surjective map because given an element € Pev(n, t), we have
that (i(x)) = x, and we can map i(z) through 7 because i(Pcm(n,t)) C Pom(n + 1,t)o. This implies that, in the
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aim of evaluating vertices of our polytopes, it is sufficient to evaluate vertices of Pcy(n,t) to get all of the vertices
of Pem(m,t), for every m = t,t + 1,...,n. Alternatively, we can evaluate only the spanning vertices of Peym(n,t)
for every n, t, since every non-spanning vertex can be seen as a spanning vertex of a polytope of a smaller dimension,
applying the lemmas above iteratively. Note that we are only interested in non-isomorphic vertices because isomorphic
vertices have the same integrality gap, see Lemma 1. Note also that the results presented above hold for the DCUT
and the SJ formulations. The proof can be done in almost the same way.

Observation 6. As we have seen, the trivial way to go from a vertex of Pey(n + 1,t) to a vertex of Pem(n,t) is
removing zeros, and the trivial way to go from a vertex of Pov(n, t) to a vertex of Poy(n + 1,t) is adding zeros. As
one would expect, the trivial way to go from a vertex of Pey(n+ 1, ¢+ 1) to a vertex of Pom(n, t) and vice versa is the
“dual” procedure of the previous one, that is, adding or removing one 1. Note that this can be done in different ways.
More precisely, the following procedures start with a vertex of Poyvi(n,t) and return a vertex of Poy(n + 1,¢ + 1).

(a) Add an edge of weight 1 between a node v of indegree 1 and the new added terminal, see for example Figure
2b — Figure 3a and Figure 2a — Figure 3b.

(b) Same as (a), but substituting the outflow of v with the outflow of the newly added terminal, see for example
Figure 2b — Figure 3c.

(¢) Add an edge of weight 1 between the newly added terminal and the root, then swap the role of these two
nodes, see Figure 2a — Figure 3d.

Reversing these procedures, when possible, allows us to go from a Pey(n + 1,¢ + 1) to a vertex of Pey(n, t). The
proofs are similar to the ones presented above. For all of the procedures above, it is clear that the generated vertices
are not isomorphic to the ones we start from.

Note that the above procedures do not change the integrality gap, as shown by the lemma below.

Lemma9. Let e > 0, c € R, a cost vector of a minimization ILP instance, and let x € {0, 1}™ be the variables of
the LP. Denote by X, an optimal integer solution and an optimal solution of the LP relaxation, respectively. Suppose
an index k exists such that Ty, = 1. Then, the instance ¢ defined as

~ Cj ]75]67
& = {E Pl 27

has a greater or equal integrality gap than the instance c. Moreover, I is an optimum for the LP relaxation of the
instance c.

Proof. Let P C [0,1]™ be the polytope defined by the LP relaxation. For the second part, suppose by contradiction
that there exists y € P such that ¢Ty < ¢TZ. This can be rewritten as

n n n
ey = Zéiyz‘ = €Y + Zciyi < ely + Zcﬁcl
i=1 ik i#k
Thus,

n n
Ty = ckyn + Y civi < cky + €(@k —y) + > cidi =
i#k i#k
n
= (= Yk) + CrUk — Crk + P Cilti =
i=1
=(e—cp)(@r—yr) +c"Z=(e—cp)(1l —yr) + T2 < "%,
which contradicts the optimality of Z. For the first part, we have
_ILP(¢) ILP(¢)  ILP(d)
 LP(&)  &i@  LP(c)—cpte

We have that ILP(¢) < ¢z < ¢Tz = ILP(¢). We now want to prove that ILP(¢) > ILP(c) — ¢ + €. Suppose by
contradiction that there exists §y € P integer such that ¢y < ¢TZ — ¢i + €. But then

1G(¢)

n
'y = Yk + ZCiﬂi = (ck — €)Y + 7Y
itk
<(ck =€+ —cr+e=(gp — ek —€) + Tz < Tz,
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which contradicts the optimality of Z. We then have that ILP(c¢) > ILP(¢) > ILP(¢) — ¢, + €, which implies

ILP(c) ~ _ ILP(¢) —cp +€ _ ILP(c)
— >1G > > =1G
P —er 1 290 2 0 “on e = IR0 (c)
where the last inequality holds because ILP(c) > LP(c) > 0, LP(¢) — ¢ +€ > 0, ¢ > €. O

Observation 7. Let & be a fractional vertex of Pem(n,t) such that &;; = 1. Because of Lemma 9, the maximum
integrality gap is reached by minimizing the value of ¢;;, making node 7 and node j collapse onto each other. This can
be done by choosing a sequence of values of € such that e — 0. The study of the gap of this vertex is then equivalent
to the study of the gap of a vertex of a smaller dimension. Note that, if we restrict the study to the metric case, even if
(27) might not define a metric cost, the result still holds because of Lemma 5.

4.2 Two heuristics procedure for vertices enumeration

In the following, we state more properties of the CM formulation that permit the design of two different heuristic
procedures, in particular, one general search and one dedicated to a specific class of vertices. We are only interested
in spanning vertices (Observation 5).

4.2.1 The {1, 2}-costs heuristic

The first procedure is based on the observation that, when looking for integer solutions of the CM formulation, it is
enough to study only metric graphs with edge weights in the set {1, 2}.

Theorem 1. Let © be an integer point of Pcy(n,t). Then, x is an optimal solution for the CM formulation with the
metric cost c;; = 2 — (x;; + xj;) € {1,2}.

Proof. Consider x and the STP instance given by the vector ¢ defined in the statement. We want to prove that x
is optimal. Let 2’ be the integer optimal solution for ¢ and let s, s’ be the number of Steiner nodes of z and 2/,
respectively. Let us write . = z;; + x;; and the same for 2’. We will divide the proof into two cases. First, we
will prove (i) that if s’ > s, then necessarily s’ = s and © = z’. Then, we will prove (ii) that if s’ < s we get a
contradiction.

(7) Since the optimal solution is a tree with ¢ terminals and s and s’ Steiner node, respectively, we have that
Zx6=t+s—1, Zx'ezt—l—s’—l.
eckE eckE

Note that the definition of ¢ implies that the cost is equal to 1 on the edges of the support graph of the solution
and equal to 2 otherwise. Because of the definition of ¢, we have that

Zcex€:t+s—l.

ecl

Nowletlp ={e:2z. =0, 2z, =1}, ={e:x. =1, 2, =0}, I = {e: z, = x.}. We then have that

Zceac;: Zcexg—i—Zcex’e—i—Zcexg:Qx [Io| + |I| > |Io| + |I| =

eckE ecly ecl ecl
=t+s —1>t+s—1= E Cee,
ecl

and they are equal if and only if s’ = s and Iy = (), and since these two conditions imply I; = ), we have
that z = 2/,

(i7) Let S(x) and S(z’) be the set of Steiner nodes of the solution = and z’, respectively. Let S = {s1,...,s5} =
S(z) \ S(2') and let z be the number of edges of the form s;s;. Note that S # (), otherwise we would have
s’ > s. Now, 2’ is a tree with s’ + ¢. Thanks to the hypothesis s’ < s, we have s’ = s — k, and hence 2’ is
a tree with s + ¢ — k nodes, so s +t — k — 1 edges. On the other side, x has s + ¢ — 1 edges, all of them of
cost 1, while all of the other edges have cost 2. We now have to evaluate how many edges of cost 2 ' must
have, given that it does not contain any node of the set S. We have that ¢ contains exactly s + ¢ — 1 edges of

cost 1, and the number of those edges that contain a node of S is (Zle deg(si)> —z.
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Since we said that 2’ must contain s + ¢ — k — 1 edges, its cost is E; + 2 X Fs, where F is the number of
edges of cost 1 and E is the number of edges of cost 2, and we have that

k
Ei<s+t—1-— ((Zdeg(sﬂ) z>, Ey=s5+t—k—1-Eq,
i=1

and the minimum of E; + 2 X E» is attained when E is exactly equal to the rhs. The difference between the
cost of ' and the cost of z, which is exactly s + ¢t — 1, is then at least

() o) () )

k
= <Zdeg(si)>—2k:—z23l<:—2k—z2lc—zz17
i=1

So, z’ is not optimal, and we have a contradiction. Note that deg(s;) > 3 because of Constraints (15d) and
(15e), and k — z > 1 because the support graph associated to S as a subgraph of x is a forest since it is a
subgraph of a CM solution, which is a tree.

O

Observation 8. Note that the generalization of Theorem 1 does not hold in general for the non-integer case, that is,
if z is a non-integer point of Pcyv(n, t), then x is not necessarily an optimal solution for the CM formulation with the
metric cost

cij =2—1g,({i,j}), E,={e={i,j} € E: z;; +zj > 0}, (28)

see, for example, the vertex depicted in Figure 4d. In this case, with the cost assignation (28), we have that the
fractional vertex has a value of 11/2 (multiply the number of edges by 1/2), while the optimal value of the CM
formulation for this instance is 5. Thus, the vertex shown in Figure 4d cannot be optimal for this instance. It still holds
that the vertex mentioned above is an optimum of a metric graph where every edge weight is in the set {1, 2}, namely
setting the cost as in (28) but changing the cost of the two edges outflowing the root, setting them to 2 instead of 1.
Note that in this case, the subgraph linked to edges with cost 1 is not connected, as the root represents a connected
component.

The observation above, together with Theorem 1, lead us to formulate a heuristic search based on the generation of
metric graphs with edge weights in the set {1, 2} and then solve the STP on those instances. The detailed procedure
called OTC(n, t) as in One-Two-Costs is described in Algorithm 1.

Note that for computational reasons, we restricted our search to the generation of only connected graphs, and so to
graphs with costs {1, 2} in which the subgraph regarding the edges of cost 1 spans all the nodes and is connected. We
know this is a strong restriction, making the procedure unable to find some vertices, see Observation 8. Note also that
we restrict our search to graphs G = (V, E) withn < |E| < n -t —t2: the lower bound is given by the fact that we are
only interested in non-integer vertices, and the upper bound was derived after a first set of computational experiments.
In Section 5.2, we broadly discuss this choice.

4.2.2 Pure half-integer vertices

Guided by the literature, we narrow our research to a specific class of vertices, which is conjectured to exhibit the
maximum integrality gap in other NP-Hard problems (see, e.g., the Symmetric Traveling Salesman Problem [BB0S;
BEO7] and the Asymmetric Traveling Salesman Problem [ElI08]). In particular, we restrict our attention to vertices
having their values in {0, %, 1}. Given a non-integer vertex = of Pom(n,t), we say that z is half-integer (HI) if
xi; € {0,1/2,1} Vi, j € V and we say that x is pure half-integer (PHI) if ;; € {0,1/2} Vi, j € V. In the following
section, we state and prove some properties of PHI vertices. The choice of focusing only on PHI vertices instead of
HI vertices is motivated by Lemma 9 and Observation 7.

Lemma 10. Ler x be a pure half-integer solution of Pcy(n,t), which is also a vertex of Ppcyr(n,t) optimum for a
metric cost. Then we have that x;; > 0 = x;; = 0.

Proof. Since x is pure half-integer, we have z;; = 1/2. Suppose by contradiction that ;; # 0, and so by the same
reasoning, r;; = 1 /2. Because of Lemma 3, we have that the set {4, j} is not a connected component of x, namely,
is not an isolated 2-cycle, and neither of the two nodes can be the root, as the root has inflow equal to 0 because of
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Algorithm 1 {1, 2}-costs vertices heuristic

procedure OTC(n, t)

G={G=(V,E)| G connected, |V|=n, n<|E|<n-t—t*}
T={T|Tc{1,...,n}, |T| =t}

for G € G do

for 7' c T do
forr € T'do

Gr,» = node-colored graph with
- (G as its support graph
- 7 colored as root
-4 colored as terminal Vi € T\ {r}
- j colored as steiner Vi ¢ T'

if Gr, 2 HVH € & then

add Gr, to &

V=>0
for Gr, € & do

1 if{i,j .
obtain the STP instance (G, T, r) from G, with ¢;; = {2 ltéz’ j} € Gr,
otherwise

solve (15a)—(15¢)
if a solution  is found and it is a non-integer vertex of Pcy(n, t) then
add z to V

return V

Constraint (15c). Thus, there must exist a path from the root to the two nodes, and so there must exist an active arc
going from a third node to one of the two nodes we are considering. Without loss of generality, let z;; > 0, that
implies x; = 1/2. Suppose z;; = 0 since, otherwise, we can do the same reasoning for nodes {i, j, k} and repeat it
until we return to the root, which has no inflow. Now, we distinguish between two cases.

(a) No other inflow is present in j, that is, ,; = 0 Va # j . Note that this implies that j is not a terminal since it

(b)

has an inflow of 1/2. Then z is not optimum. Consider z’ that is equal to 2 on all the arcs but the arc (j,), and
set 2, = 0. For any nonnegative ¢, cTa’ < cTz. Note that 2’ is feasible for the DCUT. Constraint (1b) is clearly

satisfied. Constraint (1c) could not be verified by z’ only for a set W for which I € W, j ¢ W, because then it
appears the only variables that differ from x. Let us take one of these sets and define W = W U {j}. We can write

r / r " / r
E Tap = E Top + T = E Top — E Tyj + 5 =

(a,b)es— (W) (a,b)esd™ (W) (a,b)ed— (W) aeV\W
(a,b)#(4,9)
(a,b)es— (W) aeV\W
= > zat+0+2),>140=1,
(a,b)es— (W)

where the inequality holds because z is feasible and W is a valid set. So we have that 2’ is feasible even for the
constraints regarding the sets W for which ¢ € W, j ¢ W and so it is feasible for the DCUT. If 2’ is feasible
for the CM, the proof is concluded. If 2’ is not feasible for the CM formulation, it is because of Constraint (15¢)
because x’ satisfied all of the other constraints since x is feasible for CM. Regarding Constraint (15e), if 2’ is not
feasible for the CM anymore, it is because the outdegree of j in = was exactly two, namely x;; = % and there exist
d such that 24 = %. Hence, we can build 2 from 2’ by removing arc z;; and 2, from 2’ and by adding the arc
!/, avoiding the detour in j. This solution is feasible for the CM, and it holds ¢Tz” < ¢Tz/, for the non-negativity
and the triangle inequality. Hence, ¢Tx” < c¢Tx, from the relation between x and z’ already proved. Hence, we
can conclude that if the only inflow of the (Steiner) node j is x;;, « is neither optimal for the CM nor for the
DCUT.

The total inflow of j is 1, and so there exists I such that 2;; = 1/2. Suppose z;; = 0 and suppose that both £ and
I have an inflow of 1. This will ensure the feasibility of the two points we are about to construct. Then x is not a
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vertex of Ppcur(n, t), because by setting
0, ifa=1
Yab = 1, ifa=i, b=j, ora=k, b=1,
Tap, e€lse,

,b=j,ora=j b=1,

1, ifa=1[, b=j ora=j b=1,
Zab = { 0, ifa=1, b=j, ora=k, b=z,
Tap, e€lse,

wehave y # 2,2 = 2y + 32, and y, z € Ppcur(n, t) by an argument similar from the one above.

Visually, we can represent the three points as the following

7 Ny
T = ke-——-)ej ] o4———-0]
= /

— "
Y= ke—ei je ol

z = ke o jes——e ]
__

where we draw only the interesting arcs. Note that dashed arcs represent a value of 1/2 while full arcs represent
avalue of 1. If xj; # 0, that is, z;; = 1/2, then we can go backward until we find one node m such that there
exists p for which z,,,, = 1/2, x,,, = 0, and such a p exists because we can go back to the root with the same
reasoning as above. Suppose that both k and p have an inflow of 1. We now do the same reasoning with y and z
but consider the whole paths from p to ¢ and from & to m instead of the paths from [ to ¢ and from k to j.

Visually, we can represent the three points as the following

/ X X PV DY
T= ke-——bei je el -  meie-—-ep
R\‘_// R\‘_// R\‘_// R\‘_//
Yy = ke—e i je o] me op
z = ke ®i je o] mei——ep

N A N g

where we draw only the interesting arcs. Note that dashed arcs represent a value of 1/2 while full arcs represent a
value of 1. If k£ or p do not have an inflow of 1, we can just go backward until we find a point with this property.
If we do not find it, we go backward to the root. At this point, we can do the same reasoning with the paths as we
did above.

O

We now focus on a particular type of PHI vertices, namely spanning vertices such that every Steiner node has indegree
exactly one. We conjecture that every PHI spanning vertex has this property based on the following reasoning: First of
all, because of Lemma 10, there are no loops of length 2, and so every edge can be oriented in only one way. Suppose
there exists a Steiner node k such that indeg(k) > 1, and since the maximum inflow is 1 because of Constraint (15d)
and we are dealing with pure half-integer solutions, we have that indeg(k) = 2. Then, regarding the MCF formulation,
there exist Ty, T, C T, Ty, T5 # 0, and i, 7 € V such that ff,i = Jt,i = 1/2,Vt; € Th,ta € To. We conjecture
that is always possible to construct y, z € Ppcyr(n,t) such thaty # z and x = %y + %z, leading to a contradiction.
In particular, y is derived by x by setting ff,i =1, ff,j = 0, Vt; € T1,ts € T5, and all the other variables are set
accordingly to (16¢), while z is derived by x by setting ff,i =0, ff,ﬁ =1, Vty € Ty,ts € Th, and all the other
variables are set accordingly to (16c¢).

We now derive some properties of these vertices that will be exploited in our heuristic search.

Lemma 11. Let x be a pure half-integer solution of Pey(n,t), t > 3 that is also a vertex of Ppcyr(n,t) and an
optimum for a metric cost. Let x be a spanning vertex such that every Steiner node has indegree 1. Then, it holds that
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Algorithm 2 Pure half-integer vertices search

1: procedure PHI(n,t)
: G={G=(V,E) | G connected, deg(i) >2Vi eV, |V|=n, |[E|=n+t—2}

diG =

2
3:
4: for G = (V,E) € Gdo

50 if|[{i € V| deg(i) = 2}| < ¢ then

6: add to diG every non-isomorphic orientation of G s.t.

7 - every edge can be oriented in only one way
8: - every node has a maximum indegree of 2
9: V=0

10: for diG = (V, A) € diG do

11:  if [{i € V |indeg(i) = 0}| = 1 then

12: if |[{i € V |indeg(i) = 1}| = n — t then

13: if |{i € V | indeg(i) = 2}| =t — 1 then

14: x;; = 1/2iff (4,5) € Ais asolution of Pev(n,t) with
15: Ar} ={i € V|indeg(i) = 0}

16: VAT ={i eV |indeg(i) =1}
17: -T\{r} ={i € V| indeg(i) = 2}
18: if z is a feasible vertex of Pcyv(n, t) then

19: addxtoV

20: return V

o [{(i,j) € Alazy; >0} =n+t-2
«3t—n—4>0.

Proof. For the first point, it suffices to count the incoming edges of each node. We have one incoming edge for each
Steiner node and exactly two incoming edges for every terminal that is not the root since every terminal has an inflow
exactly equal to one, and our edges have weights 1/2. The total number of edgesisn — ¢t +2(t — 1) =n+1¢—2.

For the second point, because of Constraint (15b), we have that at least two edges exit from the root and at least two
edges enter in every other terminal. Moreover, since in every Steiner node enters exactly one edge, at least two edges
must come out. We then have that 2(n +¢ —2) > 2t +3(n —t) andso 3t —n — 4 > 0. O

The properties stated above represent the core of the heuristic we now present. We generate all of the non-isomorphic
connected undirected graphs such that every node is of degree at least 2 and with exactly n 4+ ¢t — 2 edges with the
command geng of nauty [MP14]. For every generated graph, we generate all the non-isomorphic orientation of the
edges, that can only be oriented in one way because of Lemma 10, and such that every node has a maximum indegree
of 2 since we have Constraint (15d) and we are dealing with PHI solutions. This generation of digraphs can be done
with the command watercluster2 of nauty. The obtained digraph can be mapped into a spanning PHI vertex of
Pcyp(n, t) for every feasible case. In particular, we have to check that: (i) There exist exactly n — ¢ nodes with in-
degree 1 (Steiner nodes); (ii) There exists one node with in-degree O (root); (iii) There exist exactly ¢ — 1 nodes of
in-degree 2 (terminals). We filter all the generated graphs for these properties and then check if the remaining ones are
vertices of Pocuv(n, t). This procedure called PHI(n, t), is illustrated in Algorithm 2.

Observation 9. Note how the PHI(n,t) can be generalized to vertex attaining values in the set {0,1/m} just by
changing some values: the indegree of the terminal nodes must now be m, as well as the outdegree of the root, while
the indegree of the Steiner nodes is again 1. This gives us a total number of edges of n+ (m — 1) X ¢t — m. In addition,
every node has degree at least min(3,m); if m > 3 the number of nodes with degree 3 is at most n — ¢; there must
exist one node of indegree 0, n — ¢ nodes of indegree 1, and ¢ — 1 nodes of indegree m.

5 Computational results

In this section, we aim to generate vertices of the P polytope and, for any vertex, evaluate the maximum integrality
gap that can be attained at that vertex. Recall that vertices of the Ppcoyr polytope that are feasible for the CM
formulation are also vertices of the Py polytope.
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(a) First vertex. (b) Second vertex. (c) Third vertex. (d) Fourth vertex.

Figure 2: Fractional vertices of (7,4), all with integrality gap 10/9. Hollow circle: root; Circles: Terminals; Square:
Steiner node. Note that the second, third, and fourth vertex belong to the same class of isomorphism, while the first
one belongs to another class.

Specifically, our approach involves: (i) running the two proposed heuristics for small values of n to produce vertices
of Pc s, (ii) computing the maximum integrality gap associated with these vertices by solving the Gap problem, and
(iii) extending our analysis beyond purely half-integer vertices.

Implementation details All the tests are executed on a desktop computer with a CPU 13th Gen Intel(R) Core(TM)
15-13600 and 16 GB of RAM. All the functions have been implemented in Python. For the optimization tasks, we use
the commercial solver Gurobi 11.0 [Gur23].

5.1 Lower bounds for the integrality gap for n < 10

Our first set of algorithmic experiments aims at generating nontrivial vertices of Pcj; having a large integrality gap.
Table 3 and 4 present the lower bounds on the integrality gap and the number of nonintegral vertices we can compute
with our two heuristics presented in Section 4. Recall that the vertices computed by the OTC procedures are filtered by
isomorphism in post-processing. In the following paragraphs, we discuss the results for specific values of the number
of vertices, starting from n = 6. Recall that results for n < 5 are presented in Table 1: we computed every vertex with
Polymake, finding a maximum value of integrality gap equal to 1. Further details can be found in Appendix A.

(n = 6) Forn = 6, for any value of t < 3 < n — 1, the best lower bound we compute is always equal to 1. We
conjecture that for n = 6, the CM and the DCUT formulation have a gap equal to 1.

(n=17) Forn =7, we compute four vertices attaining the gap of % with the heuristic OTC; three of them belong
to the same class of isomorphism. Figure 2 shows those four vertices, where Figures 2b, 2c, and 2d show the three
isomorphic graphs. Moreover, these vertices are pure half-integer, e.g., z, € {0, %} Although the directed support
graph is the same for the four vertices, the arc orientation changes, and, in particular, the node labeled as “root” is
different. Note that the PHI heuristic can only find two of the four vertices since it can find only one vertex for every
class of isomorphism of node-colored edge-weighted directed graphs. On the contrary, the OTC heuristic may find
more than one representative for the same class of isomorphism.

(n = 8) The case n = 8 is more involved. The PHI does not find fractional vertices for the cases ¢t = 3,4. While
the OTC does not find fractional vertices for ¢ = 3, it finds again the vertices of (7,4) since it does not only find
spanning vertices, as we already discussed. Both heuristics only find fractional vertices of integrality gap 1 for the
case t = 6. For ¢t = 7, only the PHI heuristic finds fractional vertices, all of them with an integrality gap of 1. The most
interesting case is ¢ = 5: the maximum integrality gap is depicted in Figure 4a while different values of integrality gap
are depicted in Figure 4d and 4e. Note that the maximum integrality gap of this case for the PHI heuristic is 12/11,
while the maximum integrality gap for the OTC heuristic is again 10/9: some of the vertices attaining this value are
depicted in Figure 3. Note also how these vertices can be obtained from vertices of (7, 4), as explained in Observation
6.

(n =9) Forn = 9, we can only run the PHI heuristics, as the OTC heuristic runs out of memory. Note how no
vertices for the case ¢ = 3, 4 are found, accordingly to the second point of Lemma 11, while for the cases t = 7, 8 only
vertices of integrality gap 1 are found. The maximum values of the integrality gap for t = 5,6 are 10/9 and 14/13, as
shown in Figure 4b and 4c, respectively. Different values of integrality gap are depicted in Figure 4. Notice how all

the non-trivial values of integrality gaps found for n < 9 are of the form 5>+, withm = 5,6,7,8,9,10,11, 12.
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(a) First vertex. (b) Second vertex. (c) Third vertex. (d) Fourth vertex.

Figure 3: Fractional vertices of (8, 5), all with integrality gap 10/9. Hollow circle: root. Circles: Terminals. Squares:
Steiner nodes.

Table 3: PHI versus OTC heuristic. The third and sixth columns report the number of non-isomorphic vertices; the
fourth and seventh columns report the maximum value of the gap obtained for these vertices; the fifth and eighth
columns report the number of vertices attaining the maximum gap.

PHI OTC
# vert. # vert.
n t #vert. max gap max.gap #vert. maxgap max. gap
6 4 1 1 1 0 - -
5 7 1 7 0 - -
4 2 10/9 2 11 10/9 2
7 5 46 1 46 19 1 19
6 71 1 71 8 1 8
4 0 - - 19 10/9 2
] 5 89 12/11 15 195 10/9 14
6 1070 1 1070 239 1 239
7 758 1 758 0 - -

Table 4: Partial performances of the PHI heuristic for n > 9.

# vert.

n i #vert. max gap max. gap
5 64 10/9 12
9 6 4389 14/13 200
7 21121 1 21121
8 8987 1 8987
5 15 10/9 7
10 6 7386 10/9 73
7 155120 16/15 2653

(n > 10) Forn > 10, even the PHI heuristic shows its limits. For ¢t € {8, 9}, the heuristic did not terminate within
a timelit of 80 hours. The most interesting case we face is ¢ = 6, where we found a vertex with an integrality gap of

19/18. In this case, the value is of the form 2’;;':1 , in contrast to what we found for n < 9.

For n = 11 and n = 12, we show that the cases ¢ < 5 did not lead to any feasible PHI vertex. Tests with larger values
of ¢t were computationally currently untractable.

Note that no vertices with an integrality gap greater than 1 were found for the case ¢ = 3. We focus on the theoretical
aspects of this case in Appendix B.

5.2 A comparison between the two proposed heuristics

In this subsection, we discuss an in-depth comparison between the PHI and OTC heuristics. First, notice how neither
of the two are exhaustive algorithms: at least one vertex can be found by the OTC heuristic but not by the PHI heuristic,

20



o [ ] ® o 0 9
Q O
 J
L 4 @
9 @ @
(@ (n,t) = (8,5), gap (b) (n,t) = (9,5), gap © (n,t) = (9,6), gap
12/11. 10/9. 14/13.
[ ]
9 ®
Q.
O O
@
® @
[ | |
(d) (n,t) = (8,5), () (n,t) = (8,5), (®) (n,t) = (9,6),
gap 14/13. gap 18/17. gap 16/15.
0. O O
O ]
@
®. Q ]
[ [ [ o [ ]
@ @
(2) (n,t) = (9,6), (h) (n,t) = (9,6), @) (n,t) = (9,6),
gap 20/19. gap 22/21. gap 24/23.

Figure 4: Fractional vertices of different gaps for different values of (n, ¢). The first three vertices attain the maximum
gap for their respective value of (n, t).

and vice versa (see Figures 3a and 8). While the PHI heuristic is tailored for vertices with particular values, and so
with a particular structure, the OTC is general enough to find different types of vertices; moreover, it remains an open
question whether the heuristic becomes an exhaustive search by dropping the connectivity constraint.

Computationally, the OTC heuristic is highly demanding, even when limited to generating only connected graphs.
For each generated graph, all possible assignments of the root, terminal nodes, and Steiner nodes must be considered,
and an LP must be solved for every assignment. Moreover, there is no guarantee that the solution to the LP will be
fractional; in fact, it may correspond to an equivalent integer solution. In addition, the OTC heuristic does not ensure
that the generated solutions are non-isomorphic, necessitating a post-processing step to filter out isomorphic graphs
based on node-colored edge-weighted graph isomorphism. The algorithm does not even guarantee finding spanning
vertices. The PHI heuristic doesn’t generate isomorphic graphs, and hence, every vertex generated belongs to a unique
class of isomorphism. In addition, no LP needs to be solved since, given the orientation of the arcs, the role of every
node is uniquely determined. Lastly, note that in the OTC heuristic, we have applied the extra bounds on the number
of edges n - t — t2 derived after a first set of computational experiments. Without this hypothesis, OTC is untractable
for n > 8. Table 3 results are obtained with this extra constraint. Note also that, even with the aforementioned bound
on the number of edges, OTC is untractable for n > 9.
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5.3 Beyond pure half-integer vertices

The computational results of the previous subsection show that the PHI heuristic is better than OTC in finding inter-
esting vertices of the CM polytope. In addition, the PHI heuristic can be extended to enumerate all the vertices of the
type {0,1/m}, m € N>3. For example, an interesting case is m = 4, namely, when the vertices take value only in
the set {0, 1/4}. Let us call these vertices pure one-quarter (POQ) vertices. In this case, our heuristic would work for
each pair (n, t) as follows.

1. Generate all the non-isomorphic graphs having (i) every node of degree at least equal to 3, and (ii) exactly
n + 3t — 4 arcs.

2. Filter the list of vertices computed at Step 1 by excluding all graphs with more than n — ¢ — 1 nodes with
degree 3. In POQ vertices, there are n — ¢ Steiner nodes that must have a minimum degree of 3, and the
terminals have a minimum degree of 4.

3. For each oriented graph, we use watercluster?2 to get all possible orientations of edges, assuming that the
maximum indegree must be equal to 4.

4. We filter out the list obtained at Step 3 and keep only the directed graphs having (i) exactly one node with
in-degree O (the root), (ii) exactly ¢ — 1 nodes with in-degree 4, (iii) exactly n — ¢ nodes with in-degree 1.

In [KPT11], the authors show that the integrality gap of the DCUT formulation is at least % by exposing an instance
leading to such a gap. The instance has 15 nodes and 8 terminals. The optimal vertex is of POQ type, and it originated
from a personal communication between Martin Skutella and the authors of [KPT11]. This makes POQ vertices
particularly relevant for our study. Figure 1 shows Skutella’s graph. Note that solving the Gap function for the CM
formulation leads to a gap equal to % Hence, the maximum integrality gap for Skutella’s graph is exactly %.

We defined a modified version of the PHI algorithm to find POQ vertices (for further details, see Appendix C), but we
were not able to find any vertex with the above properties before the computation became intractable, that is n > 8.

6 Conclusion and future works

In this paper, we have studied the metric STP on graphs, focusing on computing lower bounds for the integrality
gap for the DCUT and the CM formulations. We introduced a novel ILP formulation, the Complete Metric (CM)
model, tailored for the complete metric Steiner tree problem. This formulation overcomes the limitations of the
DCUT formulation in the metric case. For the CM formulation, we prove several structural properties of the polytope
associated with its natural LP relaxation.

The core of our contribution presented in this paper is extending the Gap problem introduced in [BEOS] for the
symmetric TSP, to the metric Steiner tree problem. To speed up the search for suitable vertices, we designed two
heuristics. Our heuristics outperform the exact method obtained as a natural extension of [BEOS] to the Steiner problem
and can generate nontrivial vertices for n up to 10. Note that exact methods got stuck already for n = 6.

We compare the performances of the two heuristics and their impact on providing insights into the exact value of the
integrality gap. Although we cannot improve the bound of 19—0 with n < 10, we find different structures of vertices
leading to non-trivial gaps. By directly exploring vertices similar to those yielding the highest gaps for n > 10, we
observed that these structures cannot be present for small values of n. Hence, we conjecture that with n < 10, the
highest gap is %.

We retain that our study raises several interesting research questions. First, can an ad-hoc branching procedure be
designed for the CM formulation? Second, can we improve the OTC heuristic by reducing the number of combinations
we have to analyze without losing any of the outputs? Third, can we prove any further characterization of the vertices
that reduce the effort for Polymake, similarly to what has been done in [BB08]? Lastly, can we enhance the design
and implementation of the POQ heuristic to explore whether new lower bounds for the integrality gap are achievable
for this type of vertices in higher dimensions?

We conclude this paper with three conjectures: First, we conjecture that for ¢ = 3, the integrality gap is 1 for every n
(See Appendix B for further details). Second, we conjecture that our OTC procedure, without the restriction on con-
nectedness and the bound on the number of edges, is exhaustive and, hence, every vertex of Pcy(n, ) can be obtained
as an optimal solution of a {1, 2}-cost instance. Third, we conjecture that every spanning vertex = of Pcy(n, t) with
Ti; € {0,1/m}, m > 2, has an in-degree of 1 in every Steiner node, and hence our PHI is exhaustive for every pure
half-integer spanning vertex.
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A Enumerating vertices with Polymake

A.1 Enumerating vertices with Polymake and weakness of the DCUT formulation

As discussed in the previous section, we aim to solve the Gap problem on every vertex. Hence, we need an exhaustive
list of vertices of the polytope Ppcur(n,t) for each n > 3, for each 3 < ¢t < n — 1. We use the software Poly-
make [GJ00], designed for managing polytope and polyhedron. We implement the Gap function in Python, using the
commercial solver Gurobi 11.0 [Gur23] to model and solve the Gap ILP model.

On every vertex, we solve the Gap problem to get the maximum possible value of the integrality gap associated with
that vertex. Table 5 reports our computational results. From these results, we can draw several conclusions. First,
Polymake can only exhaustively generate vertices for n up to 5. Second, for all these cases, the value of the integrality
gap is exactly 1. For larger values of n, the enumeration becomes computationally untractable. Furthermore, by
running the Gap problem on many vertices of the DCUT formulation, we observe that the problem turns out to be
infeasible. By analyzing the minimum infeasibility set, we observe that many vertices of the DCUT formulation are
incompatible with the triangle inequality of the cost vector ¢ nor with its non-negativity. We tackle both issues in the
following sections by (a) introducing a novel formulation tailored for the metric case and (b) designing two heuristic
algorithms for enumerating nontrivial vertices.

Table 5: Number of feasible and optimal vertices for Ppoyr and Pops. The column “time” reports the time of the
generation in seconds, while the column “gap” reports the maximum gap obtained for the optimal vertices. While the
DCUT polytope has several (feasible) vertices that cannot be optimal for any metric cost, the CM polytope does not
suffer this issue (and it implicitly reduces the number of isomorphic vertices).

Ppcur Poum
n t time feasible optimal gap time feasible optimal gap
4 3 0.04 256 70 1.00 0.73 4 4 1.00
5 3 456357 28345 3655 1.00 44.62 5 5 1.00
5 4 2798.17 24297 3645 1.00 37.01 44 44 1.00

A.2 Enumerating vertices with Polymake for the CM formulation

We enumerate all the vertices of the CM formulation using the software Polymake [Ass+17]. Recalling what we have
done in Section A.1, we compute the gap value for each vertex by implementing the model (23) using Gurobi 11.0.0
[Gur23].

Table 5 reports our computational results. First, we can observe that the number of vertices generated is smaller than
the number of vertices of the DCUT formulation, and all of them are feasible. As expected, the integrality gap is 1
(Note that it must be a lower bound w.r.t the one of the DCUT formulation, which was 1). Note also that, even in
this case, Polymake cannot generate vertices for n > 6. These limited results motivate the design of the two heuristic
algorithms to generate nontrivial vertices introduced in the next section.

B The case with three terminal nodes

As we already mentioned, while the cases ¢ = 2 and ¢t = n are trivial in terms of integrality gap, fractional vertices
with an integrality gap greater than 1 exist for all of the formulations we have presented, starting from the case ¢t = 4.
In this section, we discuss the case of the STP with three terminals, proving the characterization of integer solutions
and conjecturing the form of non-integer ones.

First, we define a class of graphs that will be useful for our goals and prove some additional characteristics of this
class.

Definition 4 (Tristar). A tristar is a tree with at least three nodes and at most three leaves.

Lemma 12 (Tristar characterization). A tristar with n nodes has either

* three leaves, one node of degree 3 and the remaining nodes of degree 2, or

* two leaves, and the remaining nodes of degree 2.
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Proof. Let G = (V, E) be a tristar with n nodes and t = |T'| = |{wx, ..., w;}| leaves. In particular, it is a tree, so the
following equation holds true

2(n—1)=2|E| = > deg(v
veV
Breaking the summation over V' into two disjoint subsets we obtain

2(n—1) Z deg(v Z deg(v) + Z deg(v) =

veV veT veV\T
=t+2V\T|+ >  (deg(v)—2)=
veV\T
=t+2(n—t)+ Z (deg(v) — 2).
veV\T

Rearranging the terms we obtain

> (deg(v) —2) =t—2.

veV\T

Note that this also holds for any tree. Since deg(v) > 2 for every v € V' \ T, a tristar with two leaves has two nodes
of degree 1 (the two leaves) and n — 2 nodes of degree 2, while a tristar with 3 leaves has exactly one node of degree
3, three nodes of degree 1 (the three leaves), and the remaining n — 4 nodes of degree 2. O

In the following theorem, we prove that the support graph of an optimal solution of the DCUT formulation for a metric
(non-necessarily complete) connected graph with three terminal nodes is tristar.

Theorem 2. The support graph of an optimal solution T of the DCUT of a metric graph with three terminal nodes is
a tristar that has a subset of the set of terminal nodes as the set of leaves. In particular there exists a node c € V such
that the optimal solution T 2 T = {uy,v1, w1} is the union of one of the shortest-(uy, c)-path together with one of
the shortest-(c, v1)-path and one of the shortest-(c, w1 )-path., oriented accordingly with the choice of the root.

Proof. Since the costs are positive, by optimality arguments, we have that 7 is a tree, and since 7' C 7, we have that
|7] > 3. By contradiction, assume that 7 has more than 3 leaves. Then a leaf v € T exists such as v ¢ T Since the
degree of v is 1, we can remove the only edge of 7 connected to v and v itself to obtain a new tree 7'. We have that
T C T’ and since we removed an edge with a positive cost, 7 was not an optimal solution of the DCUT, which is a
contradiction.

We proved that T is a tristar. If a node of degree three exists, let us denote it with c. If such a node does not exist, it
means that 7 has only two nodes of degree one, and so one of the three terminal nodes has degree two: let us denote
it with c. Note that, given any tristar with the set of leaves being a subset of the set of terminal nodes, substituting
any path between node c and one of the terminal nodes with one of the shortest paths between c and that terminal
node gives us a solution with a less or equal cost. Note also that when c is one of the terminal nodes, the shortest path
between that node and c is the empty set. O

Note that such characterization has already been observed, without a formal proof, in [AO21]. Note also that we
are only using that the costs are positive, the triangle inequality needs not to hold. Furthermore, the graph does not
need to be complete either; it suffices that all the terminal nodes belong to the same connected component, which is a
necessary hypothesis for the existence of a solution.

We can now characterize the integer solutions of the STP with three terminals for complete metric graphs.

Corollary 1. In a complete metric graph G = (V, E), there exists an optimal solution for the DCUT with T =
{r,t1,t2} of one of the two following form

* Tiry) = Ty, 1,y = L, with (i, j) a permutation of (1,2), or
* Tfrc} = Ty} = T{cty) = 1forsomec € V\T,

where we are considering xi; = 0 if not specified otherwise.

Proof. Since we are in a metric graph, one of the shortest paths between two nodes w and v is given by the edge {u, v},
which exists because the graph is complete. Thus, a tristar of minimum cost has either 2 or 3 edges, oriented as in the
thesis. O
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In addition to these theoretical results, we conducted several numerical tests, and we could not produce a fractional
point of Ppcur(n, 3) with an integrality gap greater than one, nor could we find a non-integer optimal solution. This
led us to formulate two different conjectures.

Conjecture 1. Any vertex of Ppcyr(n, 3) optimum for a metric cost is an integer orientation of a tristar.

Conjecture 2. Given a metric graph, there exists an optimal solution which is an integer orientation of a tristar.

Note in particular that Conjecture 1 implies Conjecture 2. Note also that the conjectures cannot be proven using total
unimodularity of the constraint matrix because even if for the cases (n,t) = (2,2), (3,2), (3,3) the constraint matrix
is totally unimodular, it is not true for (n,t) = (4, 3), (5,t) with ¢ < n. The conjectures above are based not only on
numerical tests but also on the fact that any integer solution is the union of two or three disjoint shortest paths, and
the DCUT formulation for the shortest path, that is, the case ¢ = 2, is integral. Note that there exist solutions of the
DCUT with more than three terminal nodes, which are not disjoint unions of the shortest path from one node to the
terminals. For example, let G be the complete graph with six nodes V' = {1,2,3,4,5,6} and let T = {1, 2, 3,4},
r=11Ifc15=co5 =c36=cas =1, cs56 = 1.1, while all the other costs are equal to 2, the optimal solution x is
given by 15 = 52 = %63 = T4 = ¥56 = 1 while all the other variables are equal to 0, and it cannot be seen as
union of shortest path, even non necessarily disjoint.

C Pure one-quarter algorithm

We defined Algorithm 3: a modified version of the PHI algorithm to find POQ vertices exploiting the properties
described in Subsection 5.3.

Algorithm 3 Pure one-quarter vertices search

: procedure POQ(n, t)
: G={G=(V,E) | G connected, deg(i) >3VieV, |V|=n, |E|=n+3t—4}
: diG =0
: forG=(V,E) € Gdo
if [{i € V| deg(i) = 3}| < n — t then
add to diG every non-isomorphic orientation of G s.t.
- every edge can be oriented in only one way
- every node has a maximum indegree of 4

—_

V=9
10: for diG = (V, A) € diG do
11:  if [{i € V |indeg(i) = 0}| = 1 then

Nel

12: if |{i € V | indeg(i) = 1}| = n — t then

13: if [{i € V | indeg(i) = 4}| =t — 1 then

14: x;; = 1/41ff (4, ) € Ais asolution of Pom(n, t) with
15: A{r} ={i € V |indeg(i) = 0}

16: VAT ={i eV |indeg(i) =1}
17: -T\A{r} ={i € V|indeg(i) =4}
18: if x is a feasible vertex of Pey(n, t) then

19: addz to V

20: return )V
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