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Abstract

Mixed-Integer Rounding (MIR) cuts are effective at improving the dual bound
in Mixed-Integer Linear Programming (MIP). However, in practice, MIR cuts
are separated heuristically rather than using optimization as the latter is pro-
hibitively expensive. We present a hybrid cut generation framework in which we
train a Machine Learning (ML) model to inform cut generation for a family of
similar instances. Our framework solves a MIP-based separation problem to gen-
erate high-quality MIR cuts, then learns to identify useful constraints that led
to these effective cuts. At test time, the predictions of the ML model allow us to
solve a reduced MIP-based separation problem. We present computational results
for this approach on datasets of randomly perturbed MIPLIB2017 instances.

Keywords: Integer Programming, Machine Learning, Cutting Planes

1 Introduction

Cutting planes are a critical component of Mixed-Integer Linear Programming (MIP)
solvers. There are many families of cutting planes whose mathematical properties
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have been studied extensively and their effectiveness analyzed both in theory and
practice. One stream of research has explored the use of optimization for the cut
separation problem [1–4]. For example, for Mixed-Integer Rounding (MIR) cuts [5,
6], the family of interest in this work, a cut is obtained by a weighted aggregation
of a subset of constraints, followed by appropriate rounding of the resulting base
inequality’s coefficients. While finding cuts that maximally separate the vertex of
interest seems like a sensible choice, optimization-based separators are seldom used in
practice due to their prohibitive computational cost. Instead, MIP solvers often rely
on computationally inexpensive heuristics to generate cuts [7, 8].

In this work, we ask the following question: assuming access to samples of a distri-
bution of similar MIP instances, can one learn useful constraint selection models from
an expensive optimization-based separator for MIR cuts? Our work aims to test two
hypotheses: (i) information about effective cutting planes for a distribution of MIP
instances can inform the separation of cutting planes for similar but previously unseen
MIP instances; (ii) an optimization-based separator can be accelerated by carefully
fixing to zero some of its decision variables, i.e., eliminating some constraints from
consideration, at little sacrifice to the dual bound improvement obtained by the orig-
inal separator. Our approach can be seen as a hybrid of Machine Learning (ML) and
MIP: an ML model accelerates a MIP-based separator.

To that end, we frame the ML problem as one of supervised binary classification of
constraints. We opt for an experimental design that uses a few MIPLIB2017 instances
that have non-trivial integrality gaps. Each of these MIPLIB2017 instances is the basis
for an entire dataset obtained by randomizing the objective function coefficients to
find a large number of different initial fractional solutions that need to be cut off.
The MIP-based separator of Dash et al. [4] is executed for a number of rounds on
each training instance from the randomized set of instances, and binary “labels” are
assigned to each constraint depending on whether it was selected to generate a good
MIR cut or not. Given a MIP instance, a fractional vertex to be separated, and a
particular constraint, we devise and compute a set of 54 features that contextualize
the relationship between that constraint and the vertex, as well as that constraint
and other constraints of the problem. The supervised learning problem is then one of
finding an accurate mapping from features to labels. Given an unseen test instance
(i.e., a different point to cut off), the trained ML classifier selects a subset of promising
constraints and MIP-based MIR separation is restricted only to those constraints. On
three MIPLIB2017-derived instance datasets, we show that learning such a classifier
is indeed possible and can result in favorable performance compared to running the
separator with all constraints.

2 Related Work

In recent years, ML techniques have been used to enhance optimization solvers to
great success. In the context of general-purpose MIP solvers, ML has been used to
design branching strategies [9], and to decide when and which heuristics to run [10].
As for cutting planes, most work has been on selecting which cuts to add from a
pool of cuts [11–13], while a more recent paper has tackled the problem of deciding
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whether to generate cuts only at the root node of the B&B tree. Balcan et al. [14]
study the sample complexity of learning Chvátal-Gomory (CG) constraint aggregation
coefficients. Lower bounds are derived for the number of instances on the same set of
variables and constraints with randomly varying constraint matrices and right-hand
side vectors that must be observed to accurately estimate the expected search tree
size resulting from adding cuts that use a specific set of CG coefficients. As for ML for
cut generation, Dragotto et al. [15] present a cutting plane algorithm that generates
split cuts based on a disjunction given by the output of a neural network. A more
comprehensive survey of ML for cuts literature was recently completed by Deza and
Khalil [16]. We note that ML-based approaches have also been used to exploit problem
structures and accelerate the solving process for specific classes of problems [17, 18].

3 Methodology

3.1 Separation of MIR cuts

Consider a MIP problem over integer variables x and continuous variables v:

min
x,v
{f⊺x+ g⊺v : Cv +Ax = b, x, v ≥ 0, x ∈ Zn, v ∈ Rp}. (1)

A Mixed-Integer Rounding (MIR) cut is an inequality of the form

c+v + α̂x+ β̂ᾱx ≥ β̂
(
β̄ + 1

)
,

where c+ ≥ λC, c+ ≥ 0, α̂+ ᾱ ≥ λA, β̂+ β̄ ≤ λb, ᾱ ∈ Zn, β̄ ∈ Z, 0 ≤ α̂, β̂ ≤ 1 for some
vector λ [4]. The vector λ can be interpreted as a set of multipliers that aggregate the
constraints of the MIP problem into a single inequality. MIR cuts have been shown to
be effective in strengthening the linear relaxation of MIP [6, 7]. However, as there are
infinitely many aggregation vectors λ, each of which would result in a valid cut, finding
the “best” cut to add is a non-trivial task. One approach to computing a “good” MIR
cut is to formulate a MIP to find an aggregation vector that maximizes some measure
of violation of a cut by a fractional solution. Given a MIP instance and a fractional
solution (x⋆, v⋆), Dash et al. [4] propose the following MIP, referred to as MIR-Sep,
to obtain the MIR cut most violated by (x⋆, v⋆):

max
∑
k∈K

εk∆k −
(
c+v⋆ + α̂x⋆

)
(2a)

s.t. c+ ≥ λC (2b)

α̂+ ᾱ ≥ λA (2c)

β̂ + β̄ ≤ λb (2d)

c+ ≥ 0 (2e)

0 ≤ α̂ ≤ 1 (2f)

0 ≤ β̂ ≤ 1 (2g)
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β̂ ≥
∑
k∈K

εkπk (2h)

∆ =
(
β̄ + 1

)
− ᾱx⋆ (2i)

∆k ≤ ∆ ∀ k ∈ K (2j)

∆k ≤ πk ∀ k ∈ K (2k)

π ∈ {0, 1}|K| (2l)

ᾱ ∈ Zn (2m)

β̄ ∈ Z. (2n)

Since computing the violation of an MIR cut would yield a nonlinear model, this
model is an approximation that underestimates the violation ε of a cut, by assuming it
to be a number representable over a set E = {εk = 2−k : k ∈ K}. Any feasible solution
to MIR-Sep can be used to compute an MIR cut to add to the linear relaxation of the
problem. The reader is referred to [4] for a more complete account of this model.

What is of interest to us here is that MIR cuts empirically close large gaps and
can be separated exactly via a MIP. As cut separation is most useful at the root
node of a branch-and-bound tree, the de facto procedure for MIP solving, it is rather
impractical to solve another complex separation MIP to facilitate solving the original
MIP instance. However, since the number of variables in MIR-Sep depends on the
number of constraints in the original MIP, a straightforward way to reduce MIR-Sep’s
computational cost is to reduce the number of constraints to aggregate (i.e., fix some
entries of the vector λ to zero a priori). This is what we will attempt to do by training
an ML classifier that identifies disposable constraints.

3.2 Populating a Pool of Cuts

Given a fractional point, MIR-Sep finds the most violated MIR cut. However, vio-
lation is only one cut quality metric (see [19] for more), and the most violated
cut does not necessarily close the most gap. The gap closed is defined in [1, 2] as

GapClosed = 100
(

z−zLP

zI−zLP

)
, where zI , zLP , and z represent the optimal objective val-

ues of the original MIP instance, its LP relaxation, and the LP relaxation with added
cuts, respectively. Then, to increase the chance of obtaining MIR cuts with large gap
closed via MIR-Sep, we use the fact that any feasible solution to MIR-Sep gives a valid
cut, and populate a pool of cuts using the off-the-shelf capability of modern solvers to
collect multiple feasible solutions to a MIP. These suboptimal (for MIR-Sep) cuts may
result in a larger gap closed than the most violated cut. Similarly to the approach in
[2] and [4], we populate the cut pool with all the incumbent solutions that the solver
finds while solving MIR-Sep, add all the cuts in the pool to the linear relaxation, get
a new fractional solution to separate, and repeat this procedure iteratively until MIR-
Sep is unable to find a separating cut. Algorithm 1 describes the complete cutting
loop; lines 8 and 9 are skipped when the classification model is not used, resulting in
the “full” separator that operates on all constraints.
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Algorithm 1: Cutting loop (optionally with ML)

Input: An ML model ζ (optional)
A MIP instance P in the form (1)

1 LP ← The LP relaxation of the input instance
(x⋆, v⋆)← Solve(LP )
cutting ← true

2 while cutting do
3 if x⋆ ∈ Zn then
4 cutting ← false

5 else
6 featuresC ← get features(P, x⋆, v⋆)
7 Λ← ζ(featuresC) ; /* Λ are constraints ζ predicts to be

useful */

8 C ← Solve MIR-Sep(x⋆, v⋆,Λ) ; /* C is a set of cuts */

9 if C = ∅ then
10 cutting ← false

11 else
12 LP ← LP ∪ C ; /* Add cuts to LP */

13 (x̂, v̂)← Solve(LP )
14 if (x̂, v̂) = (x⋆, v⋆) then
15 cutting ← false

16 else
17 (x⋆, v⋆)← (x̂, v̂)
18 end

19 end

20 end

21 end

3.3 Learning for MIR cuts

3.3.1 Data Generation

To conduct supervised learning, one must assume access to a sample over a distribu-
tion of similar MIP instances. While these may be available in a variety of application
domains or through synthetic generators for specific families of combinatorial prob-
lems, we have opted to generate perturbations of instances from the MIPLIB2017
library of benchmark MIP instances [20]. We will now detail that generation process.

Consider a MIP instance P in the form (1) and let d = [f ; g] be the vector
containing all the cost coefficients. If the original MIP instance contains inequality
constraints, we explicitly add continuous slack variables, and we add variable upper
bounds as rows of the constraint matrix. We generate a new instance P̃ : min{f̃⊺x+
g̃⊺v : Cv + Ax = b, x ∈ Zn, v ∈ Rp, x, v ≥ 0} such that the optimal solution to the
linear relaxation of P and P̃ are different by generating random vectors f̃ and g̃.
Let d(+) and d(−) be the positive and negative components of d, respectively; then
d̃(+) = min{0, u}, where u is a random number drawn from a normal distribution with
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mean µd(+) and standard deviation σd(+) ; and d̃(−) = max{0, u}, where u is a random
number drawn from a normal distribution with mean µd(−) and standard deviation
σd(−) .

We can repeat this procedure an arbitrary number of times until we populate a set
P of instances. We denote as P the instance family generated from P . Note that MIR-
Sep for any pair of variations Pi, Pj ∈ P only differs in the objective function (2a) and
in constraint (2i). Now, as per Algorithm 1, for every instance P ∈ P, we solve its
linear relaxation to obtain a fractional solution (x⋆, v⋆)0. We then solve MIR-Sep to
obtain a set of MIR cuts that we add to the linear relaxation to obtain a new solution
(x⋆, v⋆)1. If this solution is fractional, we update MIR-Sep and solve it to obtain a new
set of cuts. We repeat this procedure until we find a feasible solution to the original
MIP instance, or MIR-Sep cannot find a cut that separates the last fractional solution.
For simplicity, we consider only rank-1 cuts, so the only difference between MIR-Sep
for rounds i and i+ 1 is the objective function (2a) and constraint (2i). Finally, after
each run of MIR-Sep, we record the multiplier vector λ for each cut in the solution
pool.

3.3.2 Classification Models

To test both our hypotheses, we train an ML model that uses information about a
MIP instance and a fractional solution and predicts a subset of constraints that will
be useful in generating MIR cuts. Each observation in our dataset corresponds to a
constraint of a variation P̃ and a round of separation, e.g., for a set of variations P
with |P| = 10, constructed from a base instance P with 5 constraints, for which the
cutting loop did 2 rounds, the dataset would have 10× 5× 2 = 100 observations. We
constructed a set of features based on previous work on ML for MIP [9], and on mea-
sures that are traditionally used to score cuts [19], which we describe in Table 1. These
features describe the instance itself (e.g., through statistics of the cost coefficients),
the constraint itself (e.g., the right-hand side value bj), and the relationship between
the fractional point of interest and the constraint (e.g., the value of the correspond-
ing slack variable, the distance between the constraint’s hyperplane and the point).
This results in a set of 54 features that will serve as input to the binary classification
model. In Algorithm 1, the features are computed in line 8.

As for the labels, the observation corresponding to constraint j on any round is
assigned a positive label if |λj | > ϵ for any cut in the cut pool of that round of
separation, and a negative label otherwise. This gives us a dataset that can be used
for the traditional binary classification task in ML.

3.4 Solving a Reduced Separator

We can use the output of the ML model to predict which constraints will be useful
to generate MIR cuts. Then, at each iteration of the cutting loop in Algorithm 1,
we compute the features for the current fractional solution on line 8, and use the
ML model to classify each constraint on line 9. We use the predicted class for each
constraint to update MIR-Sep and fix λj = 0 for those constraints that the ML model
classified in the negative class.
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Table 1 Features for the jth constraint Cjv+Ajx = bj and a fractional solution (x⋆, v⋆) of a MIP.

Feature Description Count

Right-hand side (RHS) The raw value of bj and a categorical feature if it is non-zero 2
Slack The raw value of the slack variable and a categorical feature

if it is non-zero
2

Dual The value of the dual variable in the optimal LP solution 1
Degree The number of variables with non-zero coefficients in the

constraint: considering all the variables, only the variables
that are nonzero at (x⋆, v⋆), only the variables that are zero
at (x⋆, v⋆), and only the variables that are at their upper
bound at (x⋆, v⋆)

3

Sense One-hot encoding of the sense of the constraint 2
Stats of the coefficients Mean, standard deviation, minimum, and maximum of the

coefficients: considering all the variables, only the variables
that are nonzero at (x⋆, v⋆), only the variables that are zero
at (x⋆, v⋆), and only the variables that are at their upper
bound at (x⋆, v⋆)

16

Stats of the ratios Mean, standard deviation, minimum, and maximum of the
ratios between the coefficients and the RHS: considering all
the variables, only the variables that are nonzero at (x⋆, v⋆),
only the variables that are zero at (x⋆, v⋆), and only the
variables that are at their upper bound at (x⋆, v⋆)

16

Euclidean distance to (x⋆, v⋆) From [19]. 1
Relative violation From [19]. 1
Adjusted distance to (x⋆, v⋆) From [19]. 1
Objective function parallelism From [19]. 1
Stats of the cost vector Mean, standard deviation, minimum, and maximum of the

cost coefficients of the variables with non-zero coefficients in
the constraint.

4

We normalize the absolute value of the cost vector, and com-
pute the number of variables on the top 1, 5, 10, and 20%
of the costs that appear with non zero coefficient in the con-
straint.

4

Total count 54

4 Experimental Results

4.1 Setup and Model Training

To evaluate the impact of a set of cuts, we use the percentage of gap closed as defined
in Section 3.2. We implemented the pipeline described above and tested it on instance
families derived from three instances in the benchmark set of MIPLIB2017 [20]:
binkar10 1, genip0054, and neos5.

These three “base instances” were selected out of 37 MIPLIB2017 “Benchmark”
instances for which two conditions are satisfied: (1) random perturbations of the
objective function coefficients lead to 1,000 distinct LP relaxation optima; (2) Algo-
rithm 1 closes at least 5% gap on average across the random variations. The three base
instances used here were selected on the basis of diversity. As can be seen in Table 2,
binkar10 1 and neos5 are mixed-integer whereas genip0054 is pure; binkar10 1 has
more than 2,000 variables and 1,000 constraints, whereas the two other base instances
are smaller. While additional MIPLIB2017-based datasets could be considered for
experimentation, we note that for each of the 1,000 instances, the cut generation loop
of Algorithm 1 runs for up to three hours. As we compare the full and reduced separa-
tors on each instance, this necessitates thousands of CPU hours (or roughly one CPU
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year) per dataset. We conducted what we believe is a sufficient amount of experiments
within the computational resources available to us.

For each instance family, we ran Algorithm 1 on 1,000 variations, and set the
time limit to 10 minutes for each individual run of MIR-SEP, and three hours for
all the cutting loop. After running the cutting loop, we discarded (for the first set of
experiments that will be discussed next) perturbed instances that had less than 5%
gap closed, and split the rest into training and test sets for machine learning. Table 2
shows the number of variables/constraints and perturbations in each of the training
and test sets for the three instance families.

Table 2 Descriptive statistics for the three instance sets.

Instance set Constraints Continuous vars. Integer vars. Training Test

binkar10 1 1026 2128 170 478 120
genip0054 27 0 30 416 104
neos5 63 10 53 611 153

For each instance set, we used the corresponding training data to fit a gradient-
boosted tree ensemble using sklearn’s [21] implementation with default hyperparam-
eters except for increasing the maximum tree depth from 3 to 5. Table 3 shows that
the trained models are fairly accurate as measured by the raw accuracy, the preci-
sion (fraction of constraints predicted to be useful that are labeled as useful), and the
recall (fraction of constraints labeled as useful that are predicted to be useful) on the
training set.

Table 3 Classification performance of the
trained classifiers on the training set.

Instance set Accuracy Precision Recall

binkar10 1 0.819 0.786 0.928
genip0054 0.878 0.839 0.778
neos5 0.940 0.776 0.820

4.2 Reducing the Separation Problem using the ML Classifier

We next use the output of the ML models to reduce the MIR-Sep problem on each
round of separation. Since we know a priori that the reduced separator closes more
than 5% gap in these variations, this is a more favorable comparison for the full
separator. Figures 1, 3 and 5 show the behavior of our approach for each instance
family. The subplots on the left- and right-hand sides show the train and test instances,
respectively. The subplots on the top show the gap closed with respect to the number
of rounds of separation, and the subplots at the bottom show the number of instance
variations for which the cutting loop had not terminated at each round.
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Fig. 1 Behavior on base instance binkar10 1. Only variations where the full separator produces
more than 5% gap closed were considered. The horizontal axis represents the round of separation.
On the top plots the vertical axis represents gap closed, with the lines showing the mean gap closed,
and the error bars showing its standard deviation. On the bottom plots the vertical axis represents
the number of variations that made it to each round.

Recall that to construct our datasets so far, we discarded some instance variations
for which the total gap closed by running the cutting loop with the full separator was
less than 5%. We ran the cutting loop with the reduced separator on these instances.
Figures 2, 4 and 6 show the average gap closed and the number of instances that had
not terminated after each round of the cutting loop for only these discarded variations.

4.2.1 Instance family binkar10 1

Figure 1 shows the results for instance family binkar10 1. The gap closed by both
separators on the train instances behaves similarly in earlier rounds. However, the
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Fig. 2 Behavior on base instance binkar10 1. Only variations where the full separator produces less
than 5% gap closed were considered. The horizontal axis represents the round of separation. On the
top plot the vertical axis represents gap closed, with the lines showing the mean gap closed, and the
error bars showing its standard deviation. On the bottom plot the vertical axes represent the number
of variations that made it to each round.

cutting loop terminates sooner when using the reduced separator, which results in less
gap closed by the end of the cutting loop. As for the test set, the reduced separator
still terminates after fewer rounds, but the gap closed is larger on average.

On the second experiment, shown in figure 2, the reduced separator outperformed
the full separator for all variations, and the cutting loop terminated in fewer rounds.

4.2.2 Instance family gen-ip054

Figure 3 shows the results for instance family gen-ip054. The behavior of both sep-
arators is fairly similar. On the test set, the cutting loop for the reduced separator
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Fig. 3 Behavior on base instance gen-ip054. Only variations where the full separator produces more
than 5% gap closed were considered. The horizontal axis represents the round of separation. On the
top plots the vertical axis represents gap closed, with the lines showing the mean gap closed, and
the error bars showing its standard deviation. On the bottom plots the vertical axis represents the
number of variations that made it to each round.

terminates after fewer iterations in most cases. However, on the instances that do not
terminate early, the full separator closes more gap.
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Fig. 4 Behavior on base instance gen-ip054. Only variations where the full separator produces less
than 5% gap closed were considered. The horizontal axis represents the round of separation. On the
top plot the vertical axis represents gap closed, with the lines showing the mean gap closed, and the
error bars showing its standard deviation. On the bottom plot the vertical axis represents the number
of variations that made it to each round.

On the second experiment, shown in figure 4, the reduced separator again outper-
formed the full separator for all instances and notably closed up to 100% of the gap
for some instance variations.

4.2.3 Instance family neos5

Finally, Figures 5 and 6 show our results for instance family neos5. In both exper-
iments the reduced separator consistently outperforms the full separator, and closes
up to 100% of the gap for some of the variations in the second experiment.
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Fig. 5 Behavior on base instance neos5. Only variations where the full separator produces more
than 5% gap closed were considered. The horizontal axis represents the round of separation. On the
top plots the vertical axis represents gap closed, with the lines showing the mean gap closed, and
the error bars showing its standard deviation. On the bottom plots the vertical axis represents the
number of variations that made it to each round.
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Fig. 6 Behavior on base instance neos5. Only variations where the full separator produces less than
5% gap closed were considered. The horizontal axis represents the round of separation. On the top
plot the vertical axis represents gap closed, with the lines showing the mean gap closed, and the error
bars showing its standard deviation. On the bottom plot the vertical axis represents the number of
variations that made it to each round.
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4.2.4 Takeaways

Takeaway 1: Figures 1, 3 and 5 show that the reduced separator tracks the full
separator reasonably well on both training and test instances. Importantly, these
instances are ones for which we know that the full separator closes at least 5% of the
gap. Since the ML model at best imitates the cuts produced by the full separator
on the training instances, it is not surprising that the performance of the reduced
separator is upper bounded by that of the full separator.

Takeaway 2: These results are especially promising, as they show the potential for
incorporating ML into optimization-based separators. When optimizing purely for
violation, the total gap closed by the full separator is negligible, but when using the
information learned by the ML models, the (reduced) separator is able to correct for
that and generate cuts that close much of the gap, the true goal in cut generation.

5 Conclusion

We have demonstrated that a rather simple binary classification formulation for the
problem of reducing the set of constraints that are considered by an optimization-based
cut separator is promising. While more sophisticated ML models such as graph neural
networks or Transformers could be used instead of a gradient-boosted tree ensemble,
we have chosen the latter for its simplicity in terms of fitting and amount of training
data it requires. We are yet to achieve a significant improvement in the running time
of the reduced MIR separator as compared to the full separator. We believe this to be
an important step towards operationalizing this hybrid approach. Although we have
considered only three MIPLIB2017-derived instance datasets, we note that generating
the training data and evaluating both the full and reduced separators on the training
and test instances required hundreds of CPU days in computation. Expanding the
experiments to more instance sets both from MIPLIB2017 and other more structured
problem classes is of immediate interest.
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