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Abstract

We propose and analyze a new data-driven trade-off (TRO) approach for modeling uncertainty that

serves as a middle ground between the optimistic approach, which adopts a distributional belief,

and the pessimistic distributionally robust optimization approach, which hedges against distribu-

tional ambiguity. We equip the TRO model with a TRO ambiguity set characterized by a size

parameter controlling the level of optimism and a shape parameter representing distributional am-

biguity. We first show that constructing the TRO ambiguity set using a general star-shaped shape

parameter with the empirical distribution as its star center is necessary and sufficient to guarantee

the hierarchical structure of the sequence of TRO ambiguity sets. Then, we analyze the properties

of the TRO model, including quantifying conservatism, quantifying bias and generalization error,

and establishing asymptotic properties. Specifically, we show that the TRO model could generate

a spectrum of decisions, ranging from optimistic to conservative decisions. Additionally, we show

that it could produce an unbiased estimator of the true optimal value. Furthermore, we establish

the almost-sure convergence of the optimal value and the set of optimal solutions of the TRO model

to their true counterparts. We exemplify our theoretical results using an inventory control problem

and a portfolio optimization problem.

Keywords: Stochastic optimization, distributionally robust optimization, conservatism, bias
analysis, asymptotic convergence

1. Introduction

Consider stochastic optimization problems of the following form:

υ⋆ = inf
xxx∈X

EP⋆

[
f(xxx,ξξξ)

]
. (1)

In (1), xxx is a vector of decision variables; X ⊆ Rn is a non-empty set of deterministic constraints

on xxx; ξξξ : Ω → Ξ is a random vector defined on a measurable space (Ω,F) with support Ξ ⊆ Rℓ;
and f : Rn × Rℓ → R is a continuous function in xxx for a given ξξξ ∈ Ξ and is measurable in ξξξ for
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given xxx ∈ X . Function f measures the performance of the system of interest, and EP⋆ [·] denotes
the expectation with respect to (w.r.t.) probability measure P⋆ defined on (Ω,F). We assume that

(1) has a finite optimal value with a non-empty set of optimal solutions and EP⋆ |f(xxx,ξξξ)| < ∞ for

any xxx ∈ X .

In many real-life settings, the true distribution P⋆ of ξξξ is fundamentally unknown. Suppose

instead that we have a (potentially small) set of historical observations of {ξ̂ξξ1, . . . , ξ̂ξξN} of ξξξ. More-

over, suppose we believe this data reflects or well approximates the true distribution P⋆. Then, we
can estimate E[f(xxx,ξξξ)] for any xxx ∈ X by averaging values f(xxx,ξξξj), for j ∈ [N ] := {1, . . . , N}. This
leads to the following sample average approximation (SAA)

υ̂SAA
N = inf

xxx∈X
EP̂N

[
f(xxx,ξξξ)

]
= inf

xxx∈X

1

N

N∑
i=1

f(xxx, ξ̂ξξi) (2)

of the true problem (1), where P̂N is the empirical distribution of ξ̂ξξ. Optimal solutions to (2)

are known to be sensitive to the input data used in the model, i.e., they are a function of a

particular distributional belief (Birge and Louveaux, 2011; Shapiro et al., 2014). Moreover, as

pointed out by Kuhn et al. (2019), even if one employs sophisticated statistical techniques to

estimate the uncertainty distribution using historical data, the estimated distribution P̂N may differ

from the actual distribution P⋆. This is concerning because optimal solutions to (2) obtained using

an estimated distribution may inherit estimation errors and bias, leading to poor performance

and disappointments under unseen data. This phenomenon is known as the optimizer’s curse

(Mohajerin Esfahani and Kuhn, 2018; Smith and Winkler, 2006; Van Parys et al., 2021).

One popular approach to address distributional ambiguity is distributionally robust optimiza-

tion (DRO). In DRO, instead of faithfully adopting a specific distribution (such as the empirical

distribution), we consider an ambiguity set encompassing various potential distributions of ξξξ against

which we aim to safeguard. Let P(Ξ) be the set of probability measures defined on the measur-

able space (Rℓ,B) induced by ξξξ with support Ξ, where B = B(Rℓ) is the Borel σ-field. The DRO

counterpart of problem (1) is as follows:

υ̂DRO
N = inf

xxx∈X
sup
P∈PN

EP
[
f(xxx,ξξξ)

]
, (3)

where PN ⊆ P(Ξ) is the ambiguity set. The versatility and power of DRO stem from its ability to

account for one’s incomplete knowledge of the distribution P of ξξξ by specifying an ambiguity set PN .
There are two common approaches in the literature for constructing the ambiguity set. The first

utilizes partial distributional information such as the moments and support (Delage and Ye, 2010;

Goh and Sim, 2010; Nie et al., 2023; Postek et al., 2018, 2019; Sun et al., 2022; Wiesemann et al.,

2014; Xu et al., 2018) and marginal distribution (Chen et al., 2023; Kakouris and Rustem, 2014).

This approach often leads to tractable DRO formulations. However, ambiguity sets constructed

using this approach do not fully capture what is known about ξξξ and often lead to conservative

2



decisions. Moreover, as pointed out by Lam (2021), DRO models based on such sets do not have

large-sample asymptotic convergence properties. The second approach considers distributions that

are close to a reference distribution (e.g., empirical distribution) in the sense of a chosen statis-

tical distance. Popular choices of the statistical distance are ϕ-divergence (Bayraksan and Love,

2015; Ben-Tal et al., 2013) and Wasserstein distance (Blanchet et al., 2021; Gao and Kleywegt,

2022; Mohajerin Esfahani and Kuhn, 2018; Xie, 2021). The distance-based approach also leads

to tractable reformulations under mild conditions (Bayraksan and Love, 2015; Mohajerin Esfahani

and Kuhn, 2018; Zhao and Guan, 2015). In addition, some distance-based DRO (e.g., Wasser-

stein DRO) model enjoys out-of-sample and asymptotic consistency guarantees (Duchi et al., 2021;

Mohajerin Esfahani and Kuhn, 2018; Kuhn et al., 2019).

Since its inception, the DRO approach has received significant attention in operations research,

economics, finance, and other fields due to its desirable theoretical properties and ability to pro-

duce decisions that maintain robust performance under various distributions. Nevertheless, there

are also criticisms concerning the conservatism of the DRO approach. These concerns arise because

solutions to (3) hedge against the worst-case distribution within a possibly diverse set of distri-

butions PN and hence could be overly conservative. In particular, worst-case distributions that

attain supP∈PN
EP
[
f(xxx,ξξξ)] under many celebrated (moment- and distance-based) ambiguity sets

are shown to be discrete with few support points even though the true distribution P∗ could be

continuous or have a large number of other support points (Bayraksan and Love, 2015; Chen et al.,

2011; Das et al., 2021; de Klerk et al., 2020; Gao and Kleywegt, 2022; Long et al., 2023). Hence,

DRO often hedges against pessimistic scenarios that are less likely to be observed in practice and

thus result in conservative decisions; that is, the realized objective value obtained by DRO solutions

would often be better than the optimal value of problem (3).

Recently, several authors proposed approaches to mitigate conservatism of DRO models. These

include globalized DRO (Ding et al., 2023; Li and Xing, 2023; Liu et al., 2023a) and techniques

to reduce the size of the ambiguity set, such as imposing additional structural properties on dis-

tributions in moment-based ambiguity set (de Klerk et al., 2020; Hanasusanto et al., 2015; Lam

et al., 2021; Li et al., 2019; Van Parys et al., 2016), restricting distributions in the ambiguity set to

specific parametric family (Iyengar et al., 2022; Michel et al., 2021, 2022), and developing modified

Wasserstein metrics for distance-based ambiguity sets (Liu et al., 2022; Wang et al., 2021). These

pioneering approaches often change the structure of the DRO problem and, as a result, require tai-

lored reformulation and solution techniques to solve the modified problem effectively. Thus, most of

these studies mainly focused on reformulating and solving their proposed models without analyzing

the models’ statistical properties. We refer to Rahimian and Mehrotra (2022) for a comprehensive

review of the theoretical and computational developments in the DRO literature.

Inevitably, there are trade-offs among different approaches to modeling uncertainty. On the

one hand, by following a blind distributional belief, one may obtain decisions based on an over-

3



optimistic viewpoint that might lead to disappointing performance in practice. On the other hand,

by focusing the optimization on the worst-case distribution, one may obtain pessimistic (conserva-

tive) solutions. In this paper, our goal is to introduce and analyze an alternative trade-off approach

for modeling uncertainty that serves as a middle ground between the optimistic approach, which

adopts a distributional belief, and the pessimistic approach, which protects against distributional

ambiguity. We formulate the trade-off (TRO) problem as follows:

υ̂N (θ) = inf
xxx∈X

sup
P∈P ′

N,θ

EP[f(xxx,ξξξ)], (4)

where P ′
N,θ is the TRO ambiguity set defined as

P ′
N,θ =

{
(1− θ)P̂N + θQ | Q ∈ PN

}
(5)

for some θ ∈ [0, 1]. The TRO model (4) can be viewed as a new data-driven DRO model equipped

with a TRO ambiguity set P ′
N,θ. The TRO ambiguity set P ′

N,θ in (5) is characterized by two

parameters: the shape parameter PN and the size parameter θ. The shape parameter PN repre-

sents distributional ambiguity and could be any (data-driven) ambiguity set satisfying some mild

assumptions to be made precise later. The size parameter θ ∈ [0, 1] controls the level of optimism,

i.e., it controls the trade-off between solving the problem under a distributional belief and solving

it under ambiguity. When θ = 0, problem (4) reduces to problem (2). In contrast, when θ = 1,

problem (4) reduces to problem (3). Between the two extremes, θ ∈ (0, 1) indicates a trade-off be-

tween optimistic and pessimistic perceptions of the objective. Thus, as we later show, by changing

the value of θ in (4), one could obtain a spectrum of optimal solutions, ranging from optimistic to

conservative solutions.

We emphasize that one can construct the TRO ambiguity set P ′
N,θ using any shape parameter

PN , including general moment- and distance-based ambiguity sets. This flexibility allows us to

derive general results outlined in Section 1.1 on the TRO model’s conservatism, finite-sample prop-

erties, and asymptotic convergence. Moreover, one can adopt the same techniques developed for

reformulating and solving classical DRO problems with specific ambiguity sets PN to reformulate

and solve the TRO problem with P ′
N,θ constructed using PN as the shape parameter. To the best

of our knowledge and according to Rahimian and Mehrotra (2022)’s recent survey, our paper is the

first to formally introduce the TRO approach and conduct a thorough theoretical investigation of its

properties. Notably, Shehadeh and Tucker (2022) is the first to explore the use of a convex combi-

nation of SAA and DRO (with mean-support) ambiguity set to model uncertainty in the context of

disaster relief. Their numerical investigations show that the trade-off approach could lead to a less

conservative disaster preparation plan than the DRO approach, with better post-disaster response

performance than the SAA-based plan. However, that work was problem-specific and did not an-

alyze the theoretical properties of the model. Recently, Wang et al. (2023) analyzed the trade-off
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between the robustness to unseen data and the specificity of the training data in the context of

machine learning. As we show in Appendix G, Wang et al. (2023)’s Bayesian distributionally

robust (BDR) model is a special case of our TRO model. In particular, by replacing function f in

(4) with the loss function h and choosing the shape parameter PN as the distance-based ambiguity

set BϵN (P̂N ) = {P ∈ P(Ξ) | ∆(P, P̂N ) ≤ ϵ} (where P(Ξ) is the set of probability measures on the

support Ξ and ∆ is a statistical distance), our TRO model reduces to the Wang et al. (2023)’s BDR

model. While our theoretical investigations are valid for any shape parameter (including moment-

based ambiguity sets), Wang et al. (2023)’s analyses are limited to the special case where PN is

a distance-based ambiguity set. In addition, different from Wang et al. (2023), we introduce and

study the hierarchical properties of the TRO ambiguity P ′
N,θ, analyze the conservatism of our TRO

model, and provide more comprehensive analyses of the finite-sample guarantees and asymptotic

properties of the TRO model; see Appendix G for detailed discussions.

1.1. Contributions

We highlight the following main contributions of our theoretical investigations:

• Hierarchical Properties of P ′
N,θ. We establish that constructing the TRO ambiguity set P ′

N,θ

using a general star-shaped shape parameter PN with a star center P̂N is both necessary and

sufficient for the sequence {P ′
N,θ | θ ∈ [0, 1]} to be non-decreasing (Theorem 1, part (i)). If, in

addition, PN ̸= {P̂N}, the sequence {P ′
N,θ | θ ∈ [0, 1]} increases with θ, i.e., P ′

N,θ contains more

distributions with a larger θ (Theorem 1, part (ii)).

• Quantifying the conservatism of the TRO model. Prior studies have quantified the impact of

variation of ambiguity set on the optimal values and solutions of DRO problems (Liu et al.,

2019; Liu and Xu, 2013; Pichler and Xu, 2018; Sun and Xu, 2016). Similarly, we conduct

quantitative stability analyses to quantify the difference in the optimal value υ̂N (θ) and the

set of optimal solutions X̂N (θ) and hence the conservatism incurred by perturbation in P ′
N,θ.

Specifically, we show the Lipschitz continuity of the optimal value function υ̂N (θ) and the Hölder

continuity of X̂N (θ) (Theorem 2). In addition, we quantify the difference between the optimal

value (resp. set of optimal solutions) and the convex combination of optimal values (resp. sets

of optimal solutions) to the SAA and DRO problems resulting from solving each separately

(Theorem 3). Together, the results of Theorems 1–3 show that by solving the TRO model with

different θ ∈ [0, 1], one can obtain a spectrum of decisions that span [υ̂N (0), υ̂N (1)], representing

decisions with different levels of conservatism.

• Finite-sample properties. The optimal value of our TRO model υ̂N (θ) is an estimator of the

optimal value υ⋆ of problem (1). We show that under some mild assumptions, there exists

θuN ∈ [0, 1] such that υ̂N (θ
u
N ) is an unbiased estimator (Theorem 4). In addition, we show

that our TRO model could produce estimators with a smaller bias than the SAA estimator

(Corollary 1) and derive the asymptotic convergence rate of θuN as N → ∞ (Theorems 5 and
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6). These analytical results hold for TRO models with TRO ambiguity sets constructed using

general shape parameters, including moment-based ambiguity sets. Moreover, we derive a bound

on the generalization error of the TRO model (Theorem 7). In particular, we show that the

generalization error has an exponentially decaying tail for specific choices of the shape parameter.

• Asymptotic properties. We show that as the number of data points N → ∞, the optimal value

υ̂N (θN ) and the set of optimal solutions X̂N (θN ) of the TRO problem (4) converge respectively

to the true optimal value xxx∗ and set of optimal solutions X ∗ of problem (1) almost surely (The-

orem 8). In addition, we derive the asymptotic distribution of υ̂N (θN ) (Theorem 9). These

asymptotic properties hold for TRO models with TRO ambiguity sets constructed using general

shape parameters, such as moment-based ambiguity sets. This differs from the existing con-

vergence results established for data-driven DRO models, which mainly employ distance-based

ambiguity sets. For the special case when the shape parameter is chosen as a distance-based

ambiguity set, we can recover the asymptotics of the optimal value of classical distance-based

DRO models (see, e.g., Blanchet and Shapiro, 2023). Specifically, we show that υ̂N (θN ) con-

verges to different distributions depending on the convergence rates of the size parameter θN

and the radius rN in the shape parameter (Theorem 10).

1.2. Structure of the paper

The remainder of the paper is organized as follows. In Section 2, we analyze hierarchical

properties of the TRO ambiguity set P ′
N,θ. In Section 3, we quantify the conservatism of our

TRO model. In Section 4, we analyze the bias of the optimal value of our TRO model υ̂N (θ)

as an estimator of the true optimal value υ⋆ and the generalization error of our TRO model. In

Section 5, we derive the asymptotic properties of our TROmodel. Finally, in Section 6, we exemplify

our theoretical results using an inventory control problem and a mean-risk portfolio optimization

problem.

1.3. Notation

For a set C in a general convex space X, the convex hull of C is defined as conv(C) ={∑k
i=1 αixi | k ∈ N,

∑k
i=1 αi = 1, αi ≥ 0, xi ∈ X, ∀i ∈ {1, . . . , k}

}
. We use ∥·∥ to denote a

general norm defined on a vector space. For any a ∈ R, we define (a)+ = max{a, 0}. In the

Euclidean space Rn, we use boldface letter such as yyy to denote a column vector in Rn and ∥yyy∥p
to denote the p-norm of the vector yyy. We define the distance between a point yyy ∈ Rn and a set

Y ⊆ Rn as d(yyy,Y) = infyyy′∈Y ∥yyy − yyy′∥, and the distance between two sets Y1 ⊆ Rn and Y2 ⊆ Rn

as D(Y1,Y2) = supyyy1∈Y1
infyyy2∈Y2∥yyy1 − yyy2∥. The sum of two sets Y1 ⊆ Rn and Y2 ⊆ Rn is inter-

preted in the sense of Minkowski, i.e., Y1 + Y2 = {yyy1 + yyy2 | yyy1 ∈ Y1, yyy2 ∈ Y2}. For any functions

g(N) and h(N) defined on N, we write h(N) = O(g(N)) (as N → ∞) if there exists M > 0 and

N0 ∈ N such that h(N) ≤ Mg(N) for all N ≥ N0, and we write h(N) = o(g(N)) (as N → ∞) if
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limN→∞ h(N)/g(N) = 0. Two probability measures P1 and P2 on a measurable space (Ω,F) are

equal, i.e., P1 = P2, if P1(B) = P2(B) for all B ∈ F . For a probability measure P, the variance of

a random variable Y under P is denoted as VarP(Y ), and the covariance of two random variables

Y1 and Y2 is denoted as CovP(Y1, Y2). For a sequence of random variables {Yn}n∈N and a sequence

of positive real numbers {an}n∈N, we write Yn = oP(an) if |Yn|/an → 0 in probability.

2. Hierarchical Property of the TRO Ambiguity Set

In this section, we analyze properties of P ′
N,θ and the sequence of TRO ambiguity sets {P ′

N,θ |
θ ∈ [0, 1]}. To facilitate the discussion, we introduce the notion of star-shapedness of the set of

distributions PN in Definition 2.1 and hierarchical properties of {P ′
N,θ | θ ∈ [0, 1]} in Definition 2.2.

Definition 2.1 (Star-Shaped Set). The set of distributions PN is called star-shaped if there exists

M ∈ PN such that

(1− α)M+ αP ∈ PN , ∀α ∈ [0, 1], P ∈ PN . (6)

Any M ∈ PN satisfying condition (6) is called a star center of PN .

Definition 2.2 (Hierarchical Properties). The sequence {P ′
N,θ | θ ∈ [0, 1]} satisfies the hierarchical

property if P ′
N,θ is non-decreasing in θ, i.e., P ′

N,θ1
⊆ P ′

N,θ2
for any 0 ≤ θ1 < θ2 ≤ 1. The sequence

{P ′
N,θ | θ ∈ [0, 1]} satisfies the strict hierarchical property if P ′

N,θ is increasing in θ, i.e., P ′
N,θ1

⊂
P ′
N,θ2

for any 0 ≤ θ1 < θ2 ≤ 1.

The hierarchical properties indicate that the size of the TRO ambiguity set P ′
N,θ increases with

θ, i.e., P ′
N,θ contains more distributions with a larger θ. In other words, with a larger θ, our TRO

model hedges against a larger set of distributions. In Theorem 1, we provide necessary and sufficient

conditions for the sequence of TRO ambiguity sets {P ′
N,θ | θ ∈ [0, 1]} to satisfy these properties.

Theorem 1. The following assertions hold.

(i) The sequence of TRO ambiguity sets {P ′
N,θ | θ ∈ [0, 1]} satisfies the hierarchical property if

and only if PN is star-shaped with a star center P̂N ∈ PN .

(ii) The sequence of TRO ambiguity sets {P ′
N,θ | θ ∈ [0, 1]} satisfies the strict hierarchical property

if and only if PN is star-shaped with a star center P̂N ∈ PN and PN ̸= {P̂N}.

Theorem 1 establishes that constructing the TRO ambiguity set P ′
N,θ using a star-shaped pa-

rameter PN with a star center P̂N is necessary and sufficient for the sequence of TRO ambiguity sets

{P ′
N,θ | θ ∈ [0, 1]} to satisfy the hierarchical property. Part (i) shows that for a general star-shaped

shape parameter PN , the TRO ambiguity set P ′
N,θ is non-decreasing in θ, i.e., P ′

N,θ1
⊆ P ′

N,θ2
when-

ever θ1 ≤ θ2, indicating that the objective function of the trade-off model (4) is non-decreasing

in θ. Figure 1 illustrates the relationship between the sets {P̂N}, P ′
N,θ1

, P ′
N,θ2

, and PN with

0 < θ1 < θ2 < 1 as suggested by part (ii) of Theorem 1. Specifically, this figure shows how the
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PN,θ1 PN,θ2 PNP̂N

Figure 1: Illustration of the strict hierarchical property of the sequence of TRO ambiguity sets {P ′
N,θ | 0 < θ1 < θ2 <

1}.

TRO ambiguity set P ′
N,θ enlarges with θ. This, in turn, implies that the TRO model is more

conservative when we pick a larger θ. Note that if P ′
N,θ is constructed using a star-shaped PN

with a star center M ̸= P̂, then {P ′
N,θ | θ ∈ [0, 1]} does not satisfy the hierarchical properties; see

Appendix B for an example.

Theorem 1 requires the shape parameter PN to be star-shaped with a star center P̂N . As is

well known, if PN is convex and P̂N ∈ PN , then PN is star-shaped with a star center P̂N . Many

celebrated (data-driven) ambiguity sets PN are convex and contain the empirical distribution; see

Examples 1–4 below. Thus, they are star-shaped with a star center P̂N . On the other hand, a

star-shaped set is not necessarily convex; hence, the hierarchical properties hold for general shape

parameters. For example, if PN is the union of a collection of convex ambiguity sets {PN,γ}γ∈Γ and

P̂N ∈ PN,γ for all γ ∈ Γ, then PN is star-shaped with a star center P̂N but not generally convex.

Note that in some settings, one may want to consider the union of multiple (convex) ambiguity

sets as the shape parameters. For example, the available data may not always follow a structured

pattern and, thus, a known shape parameter. Also, the decision-makers may be unable to articulate

their preference for the set of distributions to protect against. In such settings, considering a union

of two or more ambiguity sets may better represent or approximate the true distribution of the

available data. In Propositions 1 and 2, we derive necessary and sufficient conditions for general

moment- and distance-based ambiguity sets, respectively, to be star-shaped with a star center P̂N .

Proposition 1. Consider the moment-based ambiguity set PN =
{
P ∈ P(Ξ) | EP[Φi(ξξξ)] ∈ Ki, i ∈

{1, . . . , p}
}
, where Φi : Ξ → Rdi×di is a matrix-valued function and Ki ⊆ Rdi×di is a set of matrices

for all i ∈ {1, . . . , p}. Then, PN is star-shaped with a star center P̂N if and only if Ki is star-shaped

on Si := {EQ[Φi(ξξξ)] | Q ∈ PN} ⊆ Rdi×di with a star center EP̂N
[Φi(ξξξ)] ∈ Si for all i ∈ {1, . . . , p},

i.e., (1− α)EP̂N
[Φi(ξξξ)] + αΨ ∈ Ki for all α ∈ [0, 1] and Ψ ∈ Si.

Example 1. Consider the following moment ambiguity set

PN =
{
P ∈ P(Ξ)

∣∣∣ EP[Φi(ξξξ)] = µµµNi , ∀i ∈ {1, . . . , p}, EP[Φi(ξξξ)] ⪯ µµµNi , ∀i ∈ {p+ 1, . . . , q}
}
, (7)

where Φi : Ξ → Rdi×di for i ∈ {1, . . . , q} is a symmetric matrix (or a scalar when the dimension

di is one) with measurable entries and EP[Φi(ξξξ)] ⪯ µµµNi means that EP[Φi(ξξξ)] − µµµNi is negative
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semidefinite (Sun and Xu, 2016; Xu et al., 2018). Here, µµµNi for i ∈ {1, . . . , q} is the sample

estimate of EP⋆ [Φi(ξξξ)] based on the given data, i.e., µµµNi = (1/N)
∑N

i=1Φ(ξ̂ξξi). The ambiguity set

(7) includes several popular ambiguity sets adopted in the literature (Delage and Ye, 2010; So,

2011). It is straightforward to verify that Ki := {Ψi ∈ Rdi×di | Ψi = µµµNi } for i ∈ {1, . . . , p} and

Ki := {Ψi ∈ Rdi×di | Ψi − µµµNi ⪯ 0} for i ∈ {p + 1, . . . , q} are convex with EP̂N
[Φi(ξξξ)] ∈ Ki. Thus,

Ki is star-shaped with a star center EP̂N
[Φi(ξξξ)] for all i ∈ {1, . . . , q}. It follows from Proposition 1

that PN is star-shaped with a star center P̂N .

Proposition 2. Let d : P(Ξ) × P(Ξ) → R+ be a statistical distance satisfying d(P1,P2) = 0 if

and only if P1 = P2. Consider the distance-based ambiguity set of the form PN (ε) = {P ∈ P(Ξ) |
d(P, P̂N ) ≤ ε}. Then, PN (ε) is star-shaped with a star center P̂N for all ε ≥ 0 if and only if d is

quasi-convex about P̂N in the first argument, i.e.,

d
(
(1− α)P̂N + αQ, P̂N

)
≤ max

{
d(P̂N , P̂N ), d(Q, P̂N )

}
= d(Q, P̂N )

for any α ∈ [0, 1] and Q ∈ P(Ξ).

Example 2. Consider the following ϕ-divergence ambiguity set

PN =

{
P =

N∑
i=1

piδξ̂ξξi

∣∣∣∣ppp = (p1, . . . , pN ) ∈ RN+ , ppp⊤1 = 1,
1

N

N∑
i=1

ϕ(Npi) ≤ ε

}
(8)

for some ε > 0 and convex function ϕ : R+ → R+ with ϕ(1) = 0. This contains all the distribution

with support {ξ̂ξξ1, . . . , ξ̂ξξN} such that the ϕ-divergence defined by d(P, P̂N ) = (1/N)
∑N

i=1 ϕ(Npi) is

no greater than the radius ε. It is easy to verify that d is convex in P (identified with ppp ∈ RN ).
Thus, it follows from Proposition 2 that ambiguity set (8) is star-shaped with a star center P̂N .

Example 3. Consider the following p-Wasserstein ambiguity set

PN =
{
P ∈ P(Ξ) |Wp(P, P̂N ) ≤ ε

}
(9)

for some p ∈ [1,∞) and ε > 0, where Wp(P, P̂N ) is the p-Wasserstein distance between probability

measures P and P̂N (see Villani, 2009; Mohajerin Esfahani and Kuhn, 2018). Since d = Wp is

p-convex in P (see Lemma 2.10 of Pflug and Pichler, 2014), we have

Wp

(
(1−α)P̂N +αQ, P̂N

)
≤
{
(1−α)W p

p (P̂N , P̂N )+αW p
p (Q, P̂N )

} 1
p

≤ α
1
pWp(Q, P̂N ) ≤Wp(Q, P̂N )

for any α ∈ [0, 1] and Q ∈ PN . It follows from Proposition 2 that ambiguity set (9) is star-shaped

with a star center P̂N .

Finally, in the following example, we show that when the shape parameter PN consists only of

Dirac measures (as in the classical robust optimization approach), the sequence of TRO ambiguity

sets {P ′
N,θ | θ ∈ [0, 1]} satisfies the hierarchical property under some mild assumptions.

9



Example 4. The robust optimization (RO) counterpart of problem (1), defined as infxxx∈X supξξξ∈U f(xxx,ξξξ)

for some uncertainty set U ⊆ Ξ, can be recast as a DRO model with ambiguity set PN =
{
δξξξ | ξξξ ∈

U
}
. It is obvious that PN contains only Dirac measure and thus, does not contain P̂N . However,

if for any xxx ∈ X , there exists ξξξ ∈ U such that f(xxx,ξξξ) ≥ f(xxx, ξ̂ξξi) for all i ∈ {1, . . . , N}, then the RO

problem can be written as a DRO problem with ambiguity set

PN = conv
(
P̂N ∪

{
δξξξ | ξξξ ∈ U

})
(10)

(see Appendix C for a proof). By construction, the ambiguity set in (10) is convex with P̂N ∈ PN .
Hence, it is also star-shaped with a star center P̂N , and thus the hierarchical property of {P ′

N,θ |
θ ∈ [0, 1]} follows from Theorem 1.

3. Conservatism of the TRO Model

Recall that the shape parameter PN of the TRO ambiguity set P ′
N,θ represents distributional

ambiguity, and consequently, it influences the pessimistic view of the objective or conservatism.

On the other hand, the size parameter θ controls the level of optimism or, equivalently, the degree

of conservatism. In this section, we analyze the conservatism and properties of the optimal value

υ̂N (θ) and the set of optimal solutions X̂N (θ) of the TRO model for a fixed sample through the

lens of quantitative stability analysis. We refer to Appendix E for background results relevant to

our analysis.

Let us first introduce some additional notation to lay the foundation for subsequent discussions.

For two probability distributions P1 and P2, we define the pseudometric d(P1,P2) as

d(P1,P2) = sup
x∈X

∣∣∣EP1 [f(xxx,ξξξ)]− EP2 [f(xxx,ξξξ)]
∣∣∣ (11)

(Liu and Xu, 2013; Römisch, 2003; Sun and Xu, 2016). Using the pseudometric d, we de-

fine the distance between a single probability distribution P and a set P of distributions as

D(P,P) = infQ∈P d(P,Q). Finally, we define the Hausdorff distance between two sets of prob-

ability distributions, P1 and P2, as

H(P1,P2) = max

{
sup
Q∈P1

D(Q,P2), sup
Q∈P2

D(Q,P1)

}
. (12)

We make the following technical assumptions to ensure that the TRO model is well-defined.

Assumption 1. The feasible set X and the function f satisfy the following conditions:

(a) the feasible set X is compact;

(b) given an ambiguity set PN , (i) f(·, ξξξ) is Lipschitz continuous on X for any fixed ξξξ ∈ Ξ

with Lipschitz modulus bounded by κ(ξξξ), where supP∈PN
EP[κ(ξξξ)] <∞; and (ii) there exists

xxx0 ∈ X such that max
{
EP̂N

∣∣f(xxx0, ξξξ)∣∣, supP∈PN
EP
∣∣f(xxx0, ξξξ)∣∣} <∞.

10



Assumption 1(a) is a standard assumption in the stochastic optimization literature (Duchi et al.,

2021; Shapiro et al., 2014; Van Parys et al., 2021; Zhang et al., 2016). Assumption 1(b) ensures the

smoothness of the objective function of (4) and that the objective is finite at some point xxx0 ∈ X
(Gao, 2022; Pichler and Xu, 2018; Sun and Xu, 2016). Essentially, Assumption 1 ensures that

CN := max

{
sup
xxx∈X

∣∣∣EP̂N
[f(xxx,ξξξ)]

∣∣∣, sup
xxx∈X

sup
P∈PN

∣∣∣EP[f(xxx,ξξξ)]
∣∣∣} <∞, (13)

implying that our trade-off model (4) is well-defined, i.e., has a finite optimal value and optimal

solution for any θ ∈ [0, 1]. These assumptions hold valid in many applications (e.g., scheduling,

inventory control, facility location, etc.).

First, in Theorem 2, we quantify the impact of a perturbation of the trade-off parameter θ on

the optimal value and the set of optimal solutions to our TRO model. Specifically, we show the

Lipschitz continuity of the optimal value function υ̂N (θ) and the stability of the set of optimal

solutions X̂N (θ) to our TRO model.

Theorem 2. Under Assumption 1, the following assertions hold.

(i) |υ̂N (θ1)− υ̂N (θ2)| ≤ 2CN |θ1 − θ2|.

(ii) If, in addition, supP∈P ′
N,θ1

EP[f(xxx,ξξξ)] satisfies the second-order growth condition at X̂N (θ1),
i.e., there exists τ > 0 such that

sup
P∈P ′

N,θ1

EP[f(xxx,ξξξ)] ≥ υ̂N (θ1) + τ
[
d
(
xxx, X̂N (θ1)

)]2
(14)

for all xxx ∈ X , then D
(
X̂N (θ2), X̂N (θ1)

)
≤
√

6CNτ−1 |θ1 − θ2|.

Theorem 2 establishes mechanisms to quantify the difference in υ̂N (θ) and X̂N (θ) (and hence

conservatism) incurred by perturbation in θ. In particular, it shows that both the optimal value

and the set of optimal solutions change gradually with θ ∈ [0, 1]; υ̂N (θ) is Lipschitz continuous

in θ and X̂N (θ) is Hölder continuous with Hölder exponent 1/2 under distance D. Moreover, if θ

is sufficiently close to zero (resp. one), the optimal value and the set of optimal solutions to our

TRO model are close to the SAA (resp. DRO) counterparts. Therefore, in practice, to generate a

spectrum of optimal solutions with various extents of conservatism, it suffices to consider multiple

disjoint values of θ given the continuity of υ̂N (θ) and X̂N (θ). We remark that the second-order

growth condition assumption in (14) is standard in stochastic optimization literature (Liu et al.,

2019; Pichler and Xu, 2018; Shapiro, 1994). For example, as discussed in Pichler and Xu (2022),

the second-order growth condition (14) holds when the function f(xxx,ξξξ) is µ(ξξξ)-strongly convex in

xxx for each ξξξ ∈ Ξ and infP∈P EP[µ(ξξξ)] > 0.

Note that directly combining SAA and DRO optimal solutions, e.g., via a convex combination

after solving each separately, may not yield a feasible solution to the TRO problem (4). This is
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particularly true in many practical applications where X is not convex, for example, in problems

that involve integer variables such as facility location and scheduling problems. Thus, one needs to

solve the TRO model to obtain decisions with different levels of conservatism. In Theorem 3, we

leverage the results in Theorem 2 to quantify the difference between our TRO model’s optimal value

(set of optimal solutions) and the convex combination of optimal values (sets of optimal solutions)

to the SAA (θ = 0) and DRO (θ = 1) problems resulting from solving each separately.

Theorem 3. Under Assumption 1, the following assertion holds.

(i) υ̂N : [0, 1] → R is concave with

υ̂N (θ) = (1− θ) · υ̂N (0) + θ · υ̂N (1) + r̂N (θ), (15)

where r̂N (θ) ∈ [0, 4CNθ(1− θ)].

(ii) If, in addition, the second order growth rate condition (14) holds, then

D
(
X̂N (θ), (1− θ)X̂N (0) + θX̂N (1)

)
≤
√

6CNτ−1θ(1− θ)
(√

θ +
√
1− θ

)
,

where the set (1 − θ)X̂N (0) + θX̂N (1) contains convex combinations of the SAA and DRO

optimal solutions.

Part (i) of Theorem 3 establishes that the optimal value υ̂N (θ) to our TRO model is not less

than the convex combination (1 − θ)υ̂N (0) + θυ̂N (1) of the SAA and DRO optimal values. In

addition, if P̂N ∈ PN , then υ̂N (θ) is the minimum of the non-decreasing functions
{
g(θ;xxx) :=

EP̂N
[f(xxx,ξξξ)] + θ

[
supP∈PN

EP[f(xxx,ξξξ)] − EP̂N
[f(xxx,ξξξ)]

] ∣∣xxx ∈ X
}

and thus, is non-decreasing in θ

as illustrated in Figure 2. Therefore, by solving our TRO model with different θ ∈ [0, 1], we can

obtain a spectrum of decisions that spans [υ̂N (0), υ̂N (1)], representing decisions with different levels

of conservatism. Moreover, since υ̂N is concave, the rate of change in conservatism (i.e., slope of

υ̂N ) is larger for smaller values of θ. In other words, the increase in conservatism υ̂N (θ+∆)− υ̂N (θ)
is more significant when θ is small, where ∆ > 0 is the perturbation on θ. To obtain a decision with

a specific target level of conservatism, say υ = (1−λ)υ̂N (0)+λυ̂N (1) for some λ ∈ (0, 1), one should

pick a value of θ less than λ (see Figure 2). Part (ii) of Theorem 3 indicates that the set of optimal

solutions X̂N (θ) to our TRO model can be approximated by XN (θ) := (1− θ)X̂N (0)+ θX̂N (1) only
when θ is close to zero or one; however, the difference could be huge for intermediate values of

θ ∈ (0, 1).

4. Finite-Sample Properties

In this section, we investigate finite-sample properties of the TRO model. First, in Section 4.1,

we analyze the bias of the optimal value of our TRO model υ̂N (θ) as an estimator of the true

optimal value υ⋆. Then, inSection 4.2, we derive the generalization bound for our TRO model.
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Concavity: rN (θ)

Figure 2: Illustration of υ̂N (θ) when PN is convex and P̂N ∈ PN . For a given target level of conservatism υ =

(1− λ)υ̂N (0) + λυ̂N (1) with λ ∈ (0, 1), one should pick θ < λ in the TRO model.

4.1. Bias Analysis

The optimal value of our TRO model υ̂N (θ) represents an estimator of the optimal value υ⋆ of

problem (1). In this section, we analyze the bias of υ̂N (θ), i.e., EPN [υ̂N (θ)] − υ⋆, where PN is the

joint distribution of {ξ̂ξξ1, . . . , ξ̂ξξN}. Recall that when θ = 0, our TRO estimator reduces to the SAA

estimator υ̂N (0), which suffers from downward bias (Mak et al., 1999; Norkin et al., 1998; Shapiro

et al., 2014), i.e.,

EPN

[
υ̂N (0)

]
= EPN

[
min
xxx∈X

1

N

N∑
i=1

f(xxx, ξ̂ξξi)

]
≤ min

xxx∈X
EPN

[
1

N

N∑
i=1

f(xxx, ξ̂ξξi)

]
= min

xxx∈X
EP⋆ [f(xxx,ξξξ)] = υ⋆.

(16)

Although the bias υ⋆ − EPN

[
υ̂N (0)

]
decreases monotonically with N and goes to zero as N → ∞

(Homem-de Mello and Bayraksan, 2014), it may diminish slowly and could remain significant even

for large N (Dentcheva and Lin, 2022). Thus, constructing an accurate estimator of υ⋆, and ideally,

an unbiased estimator of υ⋆ is of practical interest. In this section, we show that our TRO model

could produce estimators with a smaller bias than the SAA estimator. Moreover, under mild

assumptions, we show that there exists θuN ∈ [0, 1] such that υ̂N (θ
u
N ) is an unbiased estimator.

Furthermore, we derive the asymptotic convergence rate of θuN as N → ∞. In what follows, we

say Assumption 1 holds if Assumption 1(a) holds and Assumption 1(b) holds for almost every

ambiguity set PN .
First, in Proposition 3, we derive an upper bound on the bias of the TRO estimator υ̂N (θ).

Proposition 3. Under Assumption 1, we have

EPN [υ̂N (θ)]− υ⋆ ≤ θ
{
EPN

[
υ̂N (1)

]
− EPN

[
υ̂N (0)

]}
+RN (θ), (17)

where RN (θ) ∈ [0, 4CNθ(1 − θ)] and CN := EP⋆(CN ) < ∞, where CN is as defined in (13). If

P̂N ∈ PN almost surely, then the upper bound in (17) is non-negative.
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EPN [υ̂N (1)]− EPN [υ̂N (0)]

}

Concavity: RN (θuN )

Figure 3: Illustration of the SAA bias reduction effect. The solid curve represents the concave function EPN [υ̂N (θ)].

Proposition 3 shows that the bias of the TRO estimator υ̂N (θ) is upper bounded by two terms

in (17). The first term θ{EPN

[
υ̂N (1)

]
− EPN

[
υ̂N (0)

]
} is due to the DRO objective component in

the TRO model, which is increasing with θ and is zero when θ = 0. The second term RN (θ) is a

consequence of the concavity of υ̂N (see Theorem 3). Thanks to the concavity, R(θ) is non-negative

when θ ∈ (0, 1). Thus, Proposition 3 suggests that the bias of υ̂N (θ) may not be a downward bias

as that of the SAA estimator. Indeed, in the next theorem, we show that υ̂N (θ) is an unbiased

estimator of υ⋆ for some choice of θ under a mild assumption.

Theorem 4. Suppose that Assumption 1 holds and EPN [υ̂N (1)] ≥ υ⋆. Then, there exists θuN ∈ [0, 1]

such that EPN [υ̂N (θ
u
N )] = υ⋆, i.e., υ̂N (θ

u
N ) is an unbiased estimator of υ⋆.

Corollary 1. Under the same assumptions as in Theorem 4, there exists θuN ∈ [0, 1] such that

|EPN [υ̂N (θ)]− υ⋆| ≤ |EPN [υ̂N (0)]− υ⋆| for all θ ∈ [0, θuN ], i.e., the bias of υ̂N (θ) is not greater than

the bias of the SAA estimator υ̂N (0).

We illustrate the results of Theorem 4 and Corollary 1 in Figure 3. First, in line with Theorem 4,

this figure shows that when υ⋆ is between EPN [υ̂N (0)] and EPN [υ̂N (1)], one can find θuN ∈ [0, 1] for

which EPN [υ̂N (θ
u
N )] = υ⋆. Here, θuN is a constant that depends only on the sample size N . Second,

any choice of θ ∈ [0, θuN ] leads to an estimator υ̂N (θ) that has a smaller bias than the SAA estimator

as indicated by Corollary 1. Finally, this figure shows that EPN [υ̂N (θ)] is the sum of three terms

(see Proposition 3) (a) the expected value of the SAA estimator EPN [υ̂N (0)]; (b) the DRO effect

θ
{
EPN

[
υ̂N (1)

]
− EPN

[
υ̂N (0)

]}
; and (c) the concavity effect RN (θ). Specifically, the DRO effect

adjusts EPN [υ̂N (0)] up to the linear combination of the two endpoints of EPN [υ̂N (θ)], while the

concavity effect accounts for the remaining difference. In practice, finding θuN that leads to the

unbiased estimator υ̂N (θ
u
N ) as shown in Theorem 4 is difficult. However, Corollary 1 suggests that

the bias of υ̂N (θ
u
N ) is smaller than that of the SAA estimator for sufficiently small θ. Therefore,

we could always choose a small θ in our TRO model to produce an estimator with a smaller bias.
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Remark 1. In Theorem 4, we assume that EPN [υ̂N (1)] ≥ υ⋆. This assumption will likely hold

when the ambiguity set PN is rich enough such that it contains a wide range of distributions.

For example, if the (data-driven) ambiguity set PN,α satisfies PN (P⋆ ∈ PN ) ≥ 1 − α for some

α ∈ (0, 1) (see, e.g., Delage and Ye, 2010; Mohajerin Esfahani and Kuhn, 2018), the assumption

would probably hold by choosing PN,α with α close to zero.

Note that under Assumption 1, if EPN [υ̂N (1)] > υ⋆, then θuN is unique by concavity of EPN [υ̂N (θ)].

Therefore, without loss of generality, we assume that θuN is unique in the following discussions. In

the case when ΘN :=
{
θ ∈ [0, 1] | EPN [υ̂N (θ)] = υ⋆

}
is not a singleton, we consider θuN as one of

the elements in ΘN . Next, we analyze the asymptotic behavior of θuN . In Theorem 5, we prove the

convergence of θuN as N → ∞ and derive the rate of convergence under mild assumptions.

Theorem 5. Suppose that Assumption 1 and the following hold.

(a) The samples {ξ̂ξξi}Ni=1 are i.i.d. following the true distribution P⋆.

(b) There exists xxx0 ∈ X such that EP⋆ [f(xxx0, ξξξ)
2] <∞.

(c) There exists a measurable function κ : ξξξ → R+ such that EP⋆ [κ(ξξξ)2] <∞ and∣∣∣f(xxx1, ξξξ)− f(xxx2, ξξξ)
∣∣∣ ≤ κ(ξξξ)∥xxx1 − xxx2∥

for any {xxx1,xxx2} ⊆ X and P⋆-almost everywhere ξξξ.

If EPN [υ̂N (1)] ≥ υ⋆ for all N ∈ N and infN∈N
{
EPN [υ̂N (1)] − EPN [υ̂N (0)]

}
> 0, then θuN =

o(
√
log logN/

√
N).

Theorem 5 shows that θuN converges to zero at a rate of o(
√
log logN/

√
N). This is not surprising

since when the size parameter θ converges to zero, the objective function of our TRO model

reduces to the SAA objective, and the bias of the SAA estimator |EPN [υ̂(0)] − υ⋆| is of order

o(
√
log logN/

√
N) (Banholzer et al., 2022). Thus, to construct an unbiased estimator υ̂N (θN ) of

υ⋆, one could use the convergence order as a criterion for choosing the size parameter θN . Next,

under a stronger assumption widely adopted in the stochastic optimization literature (see, e.g.,

Homem-de Mello and Bayraksan, 2014; Kim et al., 2015; Shapiro et al., 2014), we can derive an

improved convergence rate for θuN in Theorem 6.

Theorem 6. In addition to the assumptions in Theorem 5, suppose that the sequence {XN :=√
N(υ̂N (0)−υ⋆)}N∈N is asymptotic uniformly integrable, i.e., limM→∞ lim supN→∞ E

(
|XN |1(|XN | >

M)
)
= 0. If EPN [υ̂N (1)] ≥ υ⋆ for all N ∈ N and infN∈N

{
EPN [υ̂N (1)]− EPN [υ̂N (0)]

}
> 0, then

1. θuN = o(1/
√
N) when the optimal solution to (1) is unique;

2. θuN = O(1/
√
N) when there are multiple optimal solutions to (1).
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We close this section by highlighting that some recent studies in the stochastic optimization

literature have also proposed approaches to construct estimators of the true optimal value υ⋆ with

smaller bias than the SAA estimator, see, e.g., Blanchet et al. (2019); Dentcheva and Lin (2022).

Other studies focused on obtaining confidence intervals for υ⋆ (see, e.g., Bertsimas et al., 2018;

Duchi et al., 2021; Lam, 2022). Our proposed TRO model and results in this section add to the

first stream of literature on alternative approaches to constructing estimators with smaller biases.

4.2. Generalization Bound

In this section, we analyze the generalization error (also known as the out-of-sample disap-

pointment) of the TRO estimator. This error quantifies how much the model generalizes in the

(unseen) out-of-sample setting. Specifically, let xxxN (θ) ∈ X̂N (θ) be an optimal solution to the

TRO model. The generalization error (GE) of the TRO model is given by EP⋆ [f(xxxN (θ), ξξξ)] −
supP∈P ′

N,θ
EP[f(xxxN (θ), ξξξ)], i.e., the difference between the actual expected cost associated with im-

plementing xxxN (θ) under the true unknown distribution P⋆ and the cost estimated by the TRO

model. A positive GE indicates that the TRO model is overly optimistic. As in the literature, we

quantify the GE of our TRO model via the following probability:

PN
(

sup
xxx∈X

{
EP⋆ [f(xxx,ξξξ)]− sup

P∈P ′
N,θ

EP[f(xxx,ξξξ)]

}
> δ

)
(18)

for some δ > 0 (Duchi and Namkoong, 2021; Gao, 2022; Liu et al., 2023b). Note that (18) provides

an upper bound on the probability that the GE is greater than δ. Thus, our goal is to derive an

upper bound on (18) that decays rapidly (e.g., exponentially) when N increases. To this end, in

Theorem 7, we first derive an upper bound on (18).

Theorem 7. Assume that the generalization error of the SAA model satisfies

PN
(

sup
xxx∈X

{
EP⋆ [f(xxx,ξξξ)]− EP̂N

[f(xxx,ξξξ)]

}
> δ

)
≤ αN,1 (19)

and the generalization error of the DRO model with ambiguity set PN satisfies

PN
(

sup
xxx∈X

{
EP⋆ [f(xxx,ξξξ)]− sup

P∈PN

EP[f(xxx,ξξξ)]

}
> δ

)
≤ αN,2 (20)

for some constants αN,1 = αN,1(δ) > 0 and αN,2 = αN,2(δ) > 0 (which may depend on the

complexity of the function class H = {f(xxx, ·) | xxx ∈ X}). Then, we have

PN
(

sup
xxx∈X

{
EP⋆ [f(xxx,ξξξ)]− sup

P∈P ′
N,θ

EP[f(xxx,ξξξ)]

}
> δ

)
≤ αN,1 + αN,2. (21)

Theorem 7 shows that the probability (18) (i.e., GE) is upper bounded by the sum of the upper

bounds on the GE of the SAA and DRO models. This is reasonable because the objective of our
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TROmodel is a convex combination of the SAA and DRO objectives. The generalization bound (19)

for the SAA model is well-known in the literature. Specifically, under some mild assumptions, there

exist constants C1 > 0 and β1 = β1(δ) > 0 such that (19) holds with αN,1 = C1 exp{−Nβ1} (see,

e.g., Theorem 7.73 of Shapiro et al., 2014). Similarly, the generalization bound (20) for the DRO

model has been widely studied in the literature under various choices of the shape parameter PN .
For example, for specific moment-based ambiguity sets (Delage and Ye, 2010) and distance-based

ambiguity sets (Duchi and Namkoong, 2021; Liu et al., 2023b; Mohajerin Esfahani and Kuhn, 2018;

Van Parys et al., 2021), there exist constants C2 > 0 and β2 = β2(δ) > 0 such that (20) holds

with αN,2 = C2 exp{−Nβ2}. Hence, if we construct the TRO ambiguity set using one of these

shape parameters PN , we can apply Theorem 7 to obtain an exponentially decaying bound on the

probability (18)

PN
(

sup
xxx∈X

{
EP⋆ [f(xxx,ξξξ)]− sup

P∈P ′
N,θ

EP[f(xxx,ξξξ)]

}
> δ

)
≤ C1 exp{−Nβ1}+ C2 exp{−Nβ2}

≤ C exp{−Nβ},

where C = C1 + C2 and β = min{β1, β2}. This shows that the generalization error of our TRO

model has an exponentially decaying tail when the TRO ambiguity set is constructed using some

specific choice of the shape parameter.

5. Asymptotic Properties

In this section, we analyze the asymptotic properties of our TRO model. Specifically, in Sec-

tion 5.1, we show the almost sure convergence of the optimal value υ̂N (θN ) and the set of optimal

solutions X̂N (θN ) of the TRO problem (4) to their true counterparts when N → ∞. In Section 5.2,

we derive the asymptotic distribution of υ̂N (θN ) when N → ∞.

5.1. Asymptotic Convergence

In this section, we show the almost sure convergence of the optimal value υ̂N (θN ) and the

set of optimal solutions X̂N (θN ) of our TRO model respectively to the true optimal value v⋆ and

set of optimal solutions X ∗ of problem (1) when N → ∞ (Theorem 8). Our proof idea of these

convergence properties leverages the fact that the objective function of our TRO model has two

components: EP̂N
[f(xxx,ξξξ)] and supP∈PN

EP[f(xxx,ξξξ)]. Hence, to establish the desired convergence

results, we want to ensure that EP̂N
[f(xxx,ξξξ)] converges to EP̂⋆ [f(xxx,ξξξ)] and supP∈PN

EP[f(xxx,ξξξ)] does

not diverge (to infinity) as N → ∞ (Lemma 1). First, we adopt the following standard assumption

that guarantees the uniform convergence of EP̂N
[f(xxx,ξξξ)] over xxx ∈ X . In Example 5, we provide two

sufficient conditions commonly employed in the literature for this assumption to hold.

Assumption 2. The function class H := {f(xxx, ·) : Ξ → R | xxx ∈ X} is P⋆-Glivenko-Cantelli, i.e.,

∥P̂N − P⋆∥H := sup
h∈H

∣∣∣∣∣ 1N
N∑
i=1

h(ξ̂ξξi)− EP⋆ [h(ξξξ)]

∣∣∣∣∣→ 0
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almost surely as N → ∞.

Example 5. Suppose the samples {ξ̂ξξi}Ni=1 are i.i.d. generated from the true distribution P⋆. The

following are two sufficient conditions for H to be P⋆-Glivenko-Cantelli.

(a) X is compact; f(·, ξξξ) is continuous for P⋆-almost every ξξξ ∈ Ξ; f(xxx,ξξξ) is dominated by an

integrable function for all xxx ∈ X (see Theorem 7.53 of Shapiro et al., 2014).

(b) X is compact; f(·, ξξξ) is equicontinuous, i.e., for any ε > 0, there exists δ > 0 such that

|f(xxx,ξξξ) − f(xxx′, ξξξ)| ≤ ε for all ξξξ ∈ Ξ and xxx′ ∈ X with ∥xxx − xxx′∥ ≤ δ (see Lemma EC.5 of

Bertsimas and Kallus, 2020).

The second step toward deriving the desired convergence results is to establish a finite upper

bound on the DRO component supP∈PN
EP[f(xxx,ξξξ)]. Note that under Assumption 1, we have

sup
P∈PN

EP|f(xxx,ξξξ)| ≤ sup
P∈PN

EP|f(xxx,ξξξ)− f(xxx0, ξξξ)|+ sup
P∈PN

EP|f(xxx0, ξξξ)|

≤ sup
P∈PN

EP[κ(ξξξ)] · diam(X ) + sup
P∈PN

EP|f(xxx0, ξξξ)|, (22)

where diam(X ) = supxxx∈X ,xxx′∈X ∥xxx − xxx′∥ < ∞. From (22), we observe that the choice of ambiguity

set PN plays a critical role in the finiteness of supP∈PN
EP[f(xxx,ξξξ)]. In particular, PN should be

carefully chosen to ensure that supP∈PN
EP[κ(ξξξ)] and supP∈PN

EP|f(xxx0, ξξξ)| in (22) are finite for all

N ∈ N. To this end, we make the following assumptions on the objective function and/or the

sequence of ambiguity sets {PN}N∈N.

Assumption 3. Either the objective function is uniformly bounded, i.e., supxxx∈X supξξξ∈Ξ |f(xxx,ξξξ)| <
∞, or the sequence of ambiguity sets {PN}N∈N satisfies one of the following conditions.

(a) There exists P̂ ⊆ P(Ξ) (independent of the data) such that PN ⊂ P̂ almost surely for

sufficiently large N with supP∈P̂ EP|f(xxx0, ξξξ)| <∞ and supP∈P̂ EP|κ(ξξξ)| <∞.

(b) There exists P̂ ⊆ P(Ξ) (independent of the data) such that H(PN , P̂) → 0 almost surely as

N → ∞ with supP∈P̂ EP|f(xxx0, ξξξ)| <∞ and supP∈P̂ EP|κ(ξξξ)| <∞.

(c) For ambiguity sets PN containing only distributions with support on the i.i.d. sample {ξ̂ξξi}Ni=1,

which can be identified as a vector ppp ∈ RN , we have lim supN→∞ supP∈PN
∥Nppp − 1∥∞ < ∞

almost surely with EP⋆ |f(xxx0, ξξξ)| <∞ and EP⋆ |κ(ξξξ)| <∞.

The uniform boundedness assumption on f has been widely adopted in the literature and holds

valid in various real applications, for example, when f(xxx,ξξξ) represents the cost of action xxx under

scenario ξξξ, and both the sets X and Ξ are compact. Next, in Examples 6–10, we provide sequences

{PN}N∈N that satisfy Assumptions 3(a)–(c).

Example 6. If PN = P̂ for some fixed P̂ ⊆ P(Ξ), then Assumption 3(a) holds immediately. For

example, in robust optimization models, P̂ may contain Dirac measures on a set of scenarios Ξ′ ⊆ Ξ,

i.e., P̂ = {δξξξ′ | ξξξ′ ∈ Ξ′}.
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Example 7. Consider the moment-based ambiguity set of the form (7) with dimension d = 1.

If µNi for i ∈ {1, . . . , q} are the sample estimates, then H(PN , P̂) → 0 almost surely under mild

conditions, where P̂ is the moment-based ambiguity set with true moments µi (see, e.g., Sun and

Xu, 2016); thus, Assumption 3(b) holds.

Example 8. Consider the distance-based ambiguity set PN = {P ∈ P(Ξ) | d(P, P̂N ) ≤ r} for

some radius r > 0. Here, d is a statistical distance satisfying (i) d(P,P) = 0 for any P ∈ P(Ξ),

(ii) d(P1,P2) = d(P2,P1) for any {P1,P2} ⊆ P(Ξ), (iii) d(P1,P2) ≤ d(P1,P3) + d(P3,P2) for any

{P1,P2,P3} ⊆ P(Ξ), and (iv) d is convex in the first argument. These properties hold, for example,

if d is the Wasserstein metric. Let P̂ = {P ∈ P(Ξ) | d(P,P⋆) ≤ r}. If supP1∈P(Ξ),P2∈P(Ξ) d(P1,P2) <

∞ and d(P̂N ,P⋆) → 0 almost surely, then H(PN , P̂) → 0 almost surely as N → ∞ (see Appendix

D for a proof); thus, Assumption 3(b) holds.

Example 9. Consider the ϕ-divergence ambiguity set PN in (8) with radius r/N , where we note

that PN only consists of distributions with support {ξ̂ξξi}Ni=1. Under some smoothness conditions

on ϕ such as differentiability, Lemma 13 in Duchi et al. (2021) shows that supN∈N supP∈PN
∥Nppp−

1∥2 ≤
√
rCϕ almost surely for some constant Cϕ that depends on ϕ only. Since ∥·∥∞ ≤ ∥·∥2, our

Assumption 3(c) holds.

Example 10. Consider the total variation ambiguity set PN by setting ϕ(t) as the the non-

differentiable function |t− 1| in (8) with radius r/N , i.e., PN =
{
P =

∑N
i=1 piδξ̂ξξi

| ppp ∈ RN+ , ppp⊤1 =

1, ∥ppp−N−11∥1 ≤ r/N
}
. From the definition of PN , we immediately have supP∈PN

∥Nppp− 1∥1 ≤ r

almost surely for all N ∈ N, implying that Assumption 3(c) holds.

In Lemma 1, we show that supP∈PN
EP[f(xxx,ξξξ)] is upper bounded for sufficiently large N under

our Assumptions 1 and 3.

Lemma 1. Under Assumptions 1 and 3, we have lim supN→∞ supxxx∈X supP∈PN
EP|f(xxx,ξξξ)| ≤ M

almost surely for some constant M .

With Lemma 1, we are ready to prove the asymptotic convergence of our TRO model. Specifi-

cally, in Theorem 8, we show that, for any sequence {θN}N∈N converging to zero, the optimal value

υ̂N (θN ) and the set of optimal solutions X̂N (θN ) of our TRO model converges almost surely to the

true optimal value υ⋆ and the set of optimal solutions X ⋆ to (1), respectively.

Theorem 8. In addition to Assumptions 1–3, suppose that θN = o(1). Then, almost surely, as

N → ∞, we have (i) υ̂N (θN ) → υ⋆, and (ii) D
(
X̂N (θN ),X ⋆

)
→ 0.

5.2. Asymptotic Distribution

We now derive the asymptotic distribution of υ̂N (θN ). We use the following additional notation

in our derivations. Let L2(P⋆) be the set of P⋆-square-integrable functions equipped with the norm
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∥h∥L2(P⋆) =
√
EP⋆ [h(ξξξ)2] for h ∈ L2(P⋆). For a class of functions H ⊆ L2(P⋆), let ℓ∞(H) = {g :

H → R | ∥g∥H < ∞} be the space of bounded functions, where ∥g∥H := suph∈H |g(h)| is the sup-

norm of g ∈ ℓ∞(H). Following the convention in empirical process theory, we use the shorthand

notation P(h) := EP(h) for h ∈ H. We adopt the following standard assumption on the complexity

of the objective function class (see, e.g., Eichhorn and Römisch, 2007; Lam, 2019, 2022).

Assumption 4. The function class H := {f(xxx, ·) : Ξ → R | xxx ∈ X} is P⋆-Donsker, i.e.,
√
N(P̂N −

P⋆) ⇒ G in ℓ∞(H), where “⇒” denotes weak convergence and G is a tight Gaussian process indexed

by H with mean zero and covariance function Cov(G(h1),G(h2)) = CovP⋆(h1(ξξξ), h2(ξξξ)).

In Assumption 4, the measures P̂N and P⋆ are considered as elements in ℓ∞(H). Example 11

provides a sufficient condition for Assumption 4 to hold.

Example 11. Suppose that {ξ̂ξξ1, ξ̂ξξ2, . . . } is i.i.d. following P⋆, X is compact, EP⋆ [f(xxx,ξξξ)] <∞, and

VarP⋆(f(xxx,ξξξ)) <∞ for all xxx ∈ X . If there exists a measurable function κ : ξξξ → R+ such that f(·, ξξξ)
is Lipschitz with modulus κ(ξξξ) almost surely with EP⋆ [κ(ξξξ)2] < ∞, then H is P⋆-Donsker (Lam,

2019). This sufficient condition is widely adopted in the literature to derive asymptotic distribution

in stochastic optimization problems (Guigues et al., 2018; Shapiro et al., 2014).

A key step toward deriving the asymptotic distribution of υ̂N (θN ) is to show that SN :=√
N
[
(1− θN )P̂N + θNPN − P⋆

]
converges weakly to some tight Gaussian process G′ in ℓ∞(H) for

any PN ∈ PN . Here, (1 − θN )P̂N + θNPN is a probability measure in the TRO ambiguity set.

Lemma 2 establishes the desired convergence under some mild assumptions.

Lemma 2. Let {PN}N∈N be any sequence of probability measure PN ∈ PN . In addition to As-

sumptions 1 and 3, suppose that

(a) there exists a square-integrable envelope H of the function class H, i.e., h(ξξξ) ≤ H(ξξξ) for all

h ∈ H with EP⋆ [H(ξξξ)2] <∞, and

(b) θN = o(N−1/2).

Then, as N → ∞, the process SN :=
√
N [(1− θN )P̂N + θNPN − P⋆] ⇒ G′ in ℓ∞(H), where G′ is a

tight Gaussian process indexed by H with mean zero and covariance function Cov(G′(h1),G′(h2)) =

CovP⋆(h1(ξξξ), h2(ξξξ)).

With Lemma 2, we are ready to derive the asymptotic distribution of υ̂N (θN ). Specifically, in

Theorem 9, we show that
√
N(υ̂N (θN ) − υ⋆) converges to the infimum of some Gaussian process

indexed by X . For notational simplicity, we write υ̂N = υ̂N (θN ).

Theorem 9. In addition to assumptions in Lemma 2, suppose that Assumption 4 holds and there

exists a worst-case distribution P⋆N ∈ argmaxP∈PN
EP[f(xxx,ξξξ)] such that P⋆N ∈ PN for any xxx ∈ X .

Then, as N → ∞,
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(i)
√
N(υ̂N − υ⋆) ⇒ infxxx∈X ⋆ G(xxx), where G is a tight Gaussian process indexed by X with mean

zero and covariance function Cov(G(xxx1)),G(xxx2)) = CovP⋆(f(xxx1, ξξξ), f(xxx2, ξξξ));

(ii) υ̂N−υ⋆ = infxxx∈X ⋆

{
(1−θN )EP̂N

[f(xxx,ξξξ)]+θN supP∈PN
EP[f(xxx,ξξξ)]−EP⋆ [f(xxx,ξξξ)]

}
+oP⋆(N−1/2).

In particular, υ̂N = infxxx∈X ⋆

{
(1− θN )EP̂N

[f(xxx,ξξξ)] + θN supP∈PN
EP[f(xxx,ξξξ)]

}
+ oP⋆(N−1/2).

It follows from Theorem 9 that when set of optimal solutions to (1) is a singleton, say X ⋆ = {xxx⋆},√
N(υ̂N − υ⋆) ⇒ N

(
0,VarP⋆(f(xxx⋆, ξξξ))

)
, i.e., a normal distribution with mean zero and variance

VarP⋆(f(xxx⋆, ξξξ)).

Our asymptotic convergence results hold for TRO models with TRO ambiguity sets constructed

using general shape parameters PN , such as moment- and distance-based ambiguity sets. This dif-

fers from results in the existing literature focusing on a specific ambiguity set. In the special case

where the shape parameter is chosen as a distance-based ambiguity set PN,rN = {P ∈ P(Ξ) |
d(P, P̂N ) ≤ rN}, we can recover the asymptotics of the optimal value of classical distance-based

DRO models (see, e.g., Blanchet et al., 2021; Blanchet and Shapiro, 2023). Specifically, in Theo-

rem 10, we derive the asymptotic distribution of υ̂N under three different convergence rates of the

size parameter θN and the radius rN in the shape parameter PN,rN .

Theorem 10. Let G be a tight Gaussian process indexed by X with mean zero and covariance

function Cov(G(xxx1)),G(xxx2)) = CovP⋆(f(xxx1, ξξξ), f(xxx2, ξξξ)). Also, let εN (xxx) represent any term that

converges to zero in probability uniformly over xxx ∈ X , i.e., supxxx∈X |εN (xxx)| = oP⋆(1). In addition

to Assumptions 1 and 4, suppose we construct the TRO ambiguity set using a distance-based shape

parameter PN,rN = {P ∈ P(Ξ) | d(P, P̂N ) ≤ rN} and that υ̂N (1) exhibits the following expansion

sup
P∈PN,rN

EP[f(xxx,ξξξ)] = EP̂N
[f(xxx,ξξξ)] + rγNgN (xxx) + rγNεN (xxx) (23)

for some γ > 0, where gN (xxx) satisfies gN (xxx) = h(xxx) + εN (xxx) for some continuous deterministic

process h(xxx). Then, the following assertions hold.

(i) If θNr
γ
N = o(N−1/2), then

√
N(υ̂N − υ⋆) ⇒ infxxx∈X ⋆ G(xxx).

(ii) If θNr
γ
N = N−1/2, then

√
N(υ̂N − υ⋆) ⇒ infxxx∈X ⋆{G(xxx) + h(xxx)}.

(iii) If o(θNr
γ
N ) = N−1/2, then θ−1

N r−γN (υ̂N − υ⋆) ⇒ infxxx∈X ⋆ h(xxx).

Theorem (10) demonstrates that when the TRO ambiguity is constructed using a distance-

based shape parameter PN,r such that υ̂N (1) = supP∈PN,rN
EP[f(xxx,ξξξ)] satisfies (23), the asymptotic

distribution of υ̂N depends on the convergence rate of θNr
γ
N . In particular, when rN = r is fixed,

Theorem 10 implies that υ̂N converges to three different distributions depending on the convergence

rate of the size parameter θN . This resembles the asymptotics of distance-based DRO models, where

different convergence rates of the radius rN lead to different asymptotic distributions of the DRO

optimal value (see, e.g., Blanchet et al., 2021; Blanchet and Shapiro, 2023). These results indicate
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that the size parameter, θN , of the TRO model with TRO ambiguity set constructed using the

shape parameter PN,r and the radius rN in classical distance-based DRO models play a similar

role in controlling the asymptotic distribution of the model’s optimal value. Finally, we highlight

that the expansion (23) is commonly used in the DRO literature to derive asymptotics of the DRO

optimal value and is satisfied by popular distance-based ambiguity sets such as ϕ-divergence and

Wasserstein ambiguity sets (Blanchet and Shapiro, 2023).

6. Numerical Examples

In this section, we illustrate our theoretical results in the context of two stylized optimiza-

tion problems: an inventory control problem (Section 6.1) and a portfolio optimization problem

(Section 6.2).

6.1. Inventory Control

Consider the classical inventory control problem, where the decision-maker needs to decide the

order quantity x of a single item before observing the random demand ξ ∈ R (Gallego and Moon,

1993). If x units are ordered, then min{x, ξ} units are sold and (x− ξ)+ units are salvaged. Let c

be the per-unit ordering cost, p be the per-unit selling price, and h be the per-unit salvage value.

The goal is to minimize the expected ordering cost minus the expected profit and salvage value:

minimize
x≥0

EP⋆ [f(x, ξ)] = EP⋆ [cx− pmin{x, ξ} − h(x− ξ)+],

where P⋆ is the true distribution of ξ. Writing f(x, ξ) = (c−h)x+(p−h)
[
(ξ−x)+−ξ

]
(see Gallego

and Moon, 1993), we formulate the following TRO model for this problem

minimize
x≥0

(c− h)x+ (p− h)

{
(1− θ)

1

N

N∑
i=1

[
(ξ̂i − x)+ − ξ̂i

]
+ θ sup

P∈PN

EP
[
(ξ − x)+ − ξ

]}
, (24)

where {ξ̂i}Ni=1 is the set of samples. Note that f(x, ξ) is Lipschitz in x with Lipschitz constant

c+ p− 2h (independent of ξ). Moreover, one can impose a practical upper bound on x so that the

feasible set X is compact, and thus, Assumption 1 holds.

We consider the following shape parameters (ambiguity sets) PN in our experiment: (a) the

mean-variance ambiguity set (Gallego and Moon, 1993), (b) the 1-Wasserstein ambiguity set (Mo-

hajerin Esfahani and Kuhn, 2018), (c) the empirical Burg-entropy divergence ball (Lam, 2019), (d)

a set of Dirac measures on points that lie in the confidence interval of ξ (Fabozzi et al., 2007).

Table 1 summarizes these sets and the parameter settings we used for each. It is easy to verify

that ambiguity sets (a)–(d) satisfy Assumption 3 (see Appendix F.2 for a proof for ambiguity set

(d)). In Appendix F.1, we provide tractable reformulations of the TRO model (24) under each set.

We adopt similar parameter settings as in Gotoh et al. (2021). Specifically, we set p = 30, c = 2,

and h = 1. For illustrative purposes, we use the exponential distribution with mean 50 as the true
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Table 1: Shape parameters for the inventory control problem. Notation: µ̂N is the sample mean; σ̂2
N is the sample

variance; ∆N ⊆ RN is the probability simplex; tν,α/2 is the upper (1− α)/2-th quantile of a Student’s t-distribution

with degree of freedom ν.

Ambiguity Set PN Parameters

(a) Mean-Variance PN = {P ∈ P(R) | EP(ξ) = µ, VarP(ξ) = σ2} (µ, σ2) = (µ̂N , σ̂2
N )

(b) 1-Wasserstein PN = {P ∈ P(R) | W1(P, P̂N ) ≤ r} r = 100

(c) Burg-Divergence PN = {ppp ∈ ∆N | − 1
N

∑N
i=1 log(Npi) ≤ r

N
} r = 10

(d) Confidence Interval PN = {δξ | |ξ − µ̂N | ≤ tN−1,α/2σ̂N/
√
N} α = 0.95

Figure 4: Optimal solution and optimal value for different values of θ in the inventory control problem.

distribution of the demand ξ for generating the data. Under this distribution, we can compute the

true optimal value υ⋆ = 1, 232 (Gallego and Moon, 1993).

First, to demonstrate the effect of θ on the optimal solution and value, we solve our TRO model

with different values of θ ∈ {0, 0.01, 0.02, . . . , 1} and N = 100. Figure 4 illustrates the resulting

optimal solutions and objective values. Clearly, the optimal value function is concave under shape

parameters (a)–(d), which is consistent with Theorem 3. The optimal value function is increasing

under sets (a)–(c). increasing on the entire interval [0,1] under set (d). This is because sets (a)–

(c) are star-shaped with a star center P̂N ∈ PN , and thus, the sequence of TRO ambiguity sets

constructed using sets (a)–(c) satisfy the hierarchical properties in Theorem 1. In contrast, the

optimal value function is first increasing on θ ∈ [0, 0.85] and then decreasing. This is because by

the construction of the set (d), P̂N ̸∈ PN , and thus, P̂N is not a star center of PN . It follows

that the sequence of TRO ambiguity sets constructed using set (d) does not satisfy the hierarchical

property. We also observe that different choices of the shape parameter PN result in different

spectra of optimal solutions and values. For example, the TRO model with shape parameter (a)

suggests ordering more under a larger θ and suggests ordering less when using shape parameters

(c) and (d).

Let us now investigate the bias and standard deviation of the TRO estimator υ̂N (θ). We
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Figure 5: Bias and standard deviation of υ̂N (θ) for different values of θ with N = 10 in the inventory control problem.

estimate these quantities as follows. First, for each θ ∈ {0, 0.01, 0.02, . . . , 1}, we solve our TRO

model with R = 1, 000 samples, each consisting of N = 10 scenarios. Let {υ̂N,r(θ)}Rr=1 denote the

resulting optimal values of the TRO model from the R replications under each θ. We compute the

mean of {υ̂N,r(θ)}Rr=1 as meanN (θ) = R−1
∑R

r=1 υ̂N,r(θ). Then, we estimate the bias as biasN (θ) =

meanN (θ)− υ⋆ and the standard deviation as stdN (θ) = R−1
∑R

r=1[υ̂N,r(θ)− meanN (θ)]
2. Figure 5

presents the estimated bias and standard deviation. As expected, the SAA estimator υ̂N (0) exhibits

a downward bias. In contrast, the TRO estimator υ̂N (θ) is an unbiased estimator for some θ.

Moreover, when θ is sufficiently small, the absolute bias of υ̂N (θ) is smaller than that of the SAA

estimator υ̂N (0). Note that the absolute bias of υ̂N (θ) varies across different shape parameters

employed in the model. For example, when using sets (a)–(b), the absolute bias of υ̂N (θ) is smaller

than that of the SAA estimator for θ ∈ (0, 1]. In contrast, when using sets (c)–(d), the absolute bias

of υ̂N (θ) is smaller for θ ∈ (0, 0.12]. These results are consistent with Theorem 4 and Corollary 1.

Finally, we observe that the standard deviation of υ̂N (θ) decreases when θ increases from zero,

demonstrating that the TRO estimator’s variability reduces with θ.

Finally, we demonstrate the asymptotic properties of υ̂N (θN ). First, to show the asymp-

totic convergence of υ̂N (θN ), we solve the TRO model with N ∈ {10, 50, 100, 500, 1000} and

θN = 10/N = o(N−1/2) (consistent with the rate suggested in Lemma 2) and compute the ab-

solute difference |υ̂N (θN )− υ⋆| between the optimal value of the TRO model υ̂N (θN ) and the true

optimal value υ⋆. Table 2 presents |υ̂N (θN ) − υ⋆| for N ∈ {10, 50, 100, 500, 1000}. It is clear that

|υ̂N (θN )− υ⋆| decreases with N , illustrating the asymptotic convergence of υ̂N (θN ) to υ
⋆ as shown

in Theorem 8. Next, to demonstrate the asymptotic distribution of υ̂N (θN ), we solve the TRO

model with R = 1, 000 sets of data, each consisting of N scenarios, to obtain the optimal values

{υ̂N,r(θN )}Rr=1. We then compute the Kolmogorov–Smirnov (KS) statistic that quantifies the differ-

ence between the standard normal distribution and the empirical distribution of
√
N
[
υ̂N (θ)−υ⋆

]
/V ⋆

based on the samples {υ̂N,r(θN )}Rr=1, where V
⋆ = VarP⋆

(
f(xxx⋆, ξξξ)

)
and xxx⋆ is the (unique) true op-
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Table 2: Absolute difference between υ̂N (θN ) and υ⋆ for different N in the inventory control problem.

N = 10 N = 50 N = 100 N = 500 N = 1000

(a) Mean-Variance 150.31 96.11 140.18 24.42 2.79

(b) 1-Wasserstein 264.01 102.63 142.20 24.35 2.76

(c) Burg-Divergence 1004.17 29.20 95.42 21.28 2.03

(d) Confidence Interval 998.49 35.05 123.69 24.41 3.34

Table 3: Kolmogorov–Smirnov statistics for
√
N
[
υ̂N (θ) − υ⋆

]
/V ⋆ with V ⋆ = VarP⋆

(
f(xxx⋆, ξξξ)

)
for different N in the

inventory control problem.

N = 10 N = 100 N = 1000

(a) Mean-Variance 0.1121 0.0666 0.0312

(b) 1-Wasserstein 0.0681 0.0651 0.0318

(c) Burg-Divergence 0.9071 0.1796 0.0365

(d) Confidence Interval 0.7422 0.1103 0.0269

timal solution. Table 3 presents the KS statistics for N ∈ {10, 100, 1000}. The KS statistic

converges to zero when N increases, suggesting that
√
N
[
υ̂N (θ)− υ⋆

]
/V ⋆ converges weakly to the

standard normal distribution. These observations are consistent with Theorem 9. These results

also emphasize that the asymptotic properties of υ̂N (θN ) hold for for general shape parameters.

6.2. Portfolio Optimization

Consider the classical mean-risk portfolio optimization problem, where there are n trading

assets, and an investor needs to decide the proportion xxx = (x1, . . . , xn)
⊤ of the total investment

amount allocated to each trading asset before observing the random return ξξξ = (ξ1, . . . , ξn)
⊤. Given

the portfolio xxx, the corresponding portfolio loss is −xxx⊤ξξξ. The goal is to minimize the sum of the

expected portfolio loss and the portfolio risk measured by conditional value-at-risk (CVaR):

minimize
xxx∈X

β EP⋆(−xxx⊤ξξξ) + (1− β)P⋆- CVaRα(−xxx⊤ξξξ), (25)

where P⋆ is the true distribution of ξξξ, β ∈ (0, 1), X = {xxx ∈ Rn | 1⊤xxx = 1, xxx ≥ 0}, and

P- CVaRα(−xxx⊤ξξξ) = min
t

{
t+

1

1− α
EP
[
(−xxx⊤ξξξ − t)+

]}
(26)

for some α ∈ (0, 1) (Rockafellar and Uryasev, 2000). Using (26), we can reformulate (25) into

minimize
xxx∈X , t∈R

EP⋆

[
(1− β)t+ β(−xxx⊤ξξξ) + 1− β

1− α
(−xxx⊤ξξξ − t)+

]
= EP⋆ [f(xxx, t, ξξξ)], (27)

where f(xxx, t, ξξξ) = (1−β)t+β(−xxx⊤ξξξ)+ [(1−β)/(1−α)](−xxx⊤ξξξ− t)+. Using (27), we formulate the

following TRO model for this problem

minimize
xxx∈X , t∈R

(1− θ)
1

N

N∑
i=1

f(xxx, t, ξ̂ξξi) + θ sup
P∈PN

EP[f(xxx, t, ξξξ)], (28)
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Table 4: Shape parameters for the portfolio optimization problem. Notation: µ̂µµN is the sample mean; Σ̂ΣΣN is the

sample covariance matrix; ∆N ⊆ RN is the probability simplex.

Ambiguity Set PN Parameters

(a) Mean-Variance PN = {P ∈ P(Rn) | EP(ξξξ) = µµµ, VarP(ξξξ) = ΣΣΣ} (µµµ,ΣΣΣ) = (µ̂µµN , Σ̂ΣΣN )

(b) 1-Wasserstein PN = {P ∈ P(Rn) | W1(P, P̂N ) ≤ r} r = 0.1

(c) Total Variation PN = {ppp ∈ ∆N | ∥ppp− 1
N
1∥1 ≤ r

N
} r = 100

where {ξ̂ξξi}Ni=1 is the set of samples.

Note that for any xxx ∈ X , a minimizer of (26) over t ∈ R is the value-at-risk P⋆- VaRα(−xxx⊤ξξξ) =
inf{t ∈ R | P⋆(−xxx⊤ξξξ ≤ t) ≥ 1 − α} (Shapiro et al., 2014), which is finite whenever EP⋆ |ξj | < ∞
for all j ∈ {1, . . . , n}. Thus, we can impose a large upper bound on |t| so that the feasible set is

compact. Moreover, f(xxx, t, ξξξ) is Lipschitz in (xxx, t) with Lipschitz constant depending on ∥ξξξ∥1 (see

Appendix F.4). Thus, Assumption 1 holds if supP∈PN
EP∥ξξξ∥1 < ∞. This is true for the shape

parameters (ambiguity sets) PN used in our experiment: (a) the mean-variance ambiguity set,

(b) the 1-Wassestein ambiguity set with ℓ1-norm on Rn, and (c) a ϕ-divergence ball based on total

variational distance (Huang et al., 2021). Table 4 summarizes these sets and the parameter settings

we used for each. It is straightforward to verify that ambiguity sets (a)–(c) satisfy Assumption 3.

In Appendix F.3, we provide tractable reformulations of the TRO model (28) under each set. For

illustrative purposes, we consider four major indices (S&P 500, DAX, HSI, and FTSE 1000). As

in Yam et al. (2016), we use the multivariate normal distribution as the true distribution of the

(monthly) return ξξξ with mean µµµ and covariance ΣΣΣ given by

µµµ =


0.06116

0.109547

0.090358

0.040923

 and ΣΣΣ =


0.018632 0.020056 0.020646 0.015213

0.020056 0.034507 0.027412 0.020652

0.020646 0.027412 0.048680 0.021663

0.015213 0.020652 0.021663 0.018791

 .

These quantities are estimated based on ten-year historical data. Under this distribution, we can

compute the true optimal value υ⋆ = 0.0719, where we set β = 0.5 and α = 0.95.

Let us first analyze the optimal value and solution to the TRO model (28) for this problem.

Figure 6 illustrates the optimal value for different values of θ. Clearly, the optimal value function is

concave, which is consistent with Theorem 3. Also, the optimal value function is increasing. This

is because sets (a)–(c) are star-shaped with a star center P̂N ∈ PN , and thus, the sequence of the

TRO ambiguity sets constructed using these sets satisfies the hierarchical properties in Theorem 1.

Figure 7 illustrates the optimal proportion invested in each asset obtained from solving the TRO

model with different values of θ ∈ {0, 0.01, 0.02, . . . , 1} and N = 500. We again observe that

different choices of the shape parameter PN result in different spectra of optimal solutions. The

TRO model with shape parameter (b) suggests investing equally in each asset under larger θ; in
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Figure 6: Optimal value for different values of θ in the portfolio optimization problem.

Figure 7: Optimal solution for different values of θ in the portfolio optimization problem.

particular, the optimal proportion invested in each asset converges to 1/4 for sufficiently large θ. In

contrast, the TRO model with shape parameters (a) and (c) suggests investing more in assets with

smaller variances under a larger θ. For example, the optimal proportion invested in asset 1, which

has the smallest variance among the four assets, increases with θ. The optimal proportion invested

in asset 4, which has a similar variance but a smaller return compared with asset 1, remains zero

for most values of θ. Finally, the optimal proportion invested in assets 2 and 3, which have higher

returns and variances compared with asset 1, decreases under a larger θ.

Next, we analyze the bias and standard deviation of the TRO estimator υ̂N (θ) presented in

Figure 8. We estimate these quantities as discussed in Section 6.1 with N = 10. Again, the SAA

estimator υ̂N (0) exhibits a downward bias. We also observe that our TRO estimator υ̂N (θ) is an

unbiased estimator for some θ. Moreover, the absolute bias of υ̂N (θ) with sufficiently small θ > 0

is smaller than that of υ̂N (0). For example, when using set (c), the absolute bias of υ̂N (θ) is

smaller for θ ∈ (0, 1]. These results are consistent with Theorem 4 and Corollary 1. In contrast

to the inventory optimization problem, where the standard deviation of υ̂N (θ) decreases with θ,

we observe that the standard deviation may increase or decrease, depending on the choice of the

shape parameter PN . With shape parameter (c), the TRO estimator υ̂N (θ) has a larger standard
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Figure 8: Bias and standard deviation of υ̂N (θ) for different values of θ with N = 10 in the portfolio optimization

problem.

Table 5: Absolute difference between υ̂N (θN ) and υ⋆ for different N in the portfolio optimization problem.

N = 10 N = 50 N = 100 N = 500 N = 1000

(a) Mean-Variance 0.0953 0.0391 0.0239 0.0059 0.0002

(b) 1-Wasserstein 0.2792 0.0117 0.0422 0.0010 0.0035

(c) Total Variation 0.0699 0.0442 0.0204 0.0070 0.0007

deviation compared with the SAA estimator υ̂N (0) for θ ∈ (0, 1]. In contrast, with shape parameter

(b), υ̂N (θ) has a smaller standard deviation than υ̂N (0) for θ ∈ (0, 1]. Finally, with shape parameter

(a), the standard deviation of υ̂N (θ) is smaller than that of υ̂N (0) for θ ∈ (0, 0.21]. These results

show that for this problem, our TRO model could produce estimators with a smaller bias when the

TRO ambiguity set is constructed using shape parameters (a)–(c) and a smaller standard deviation

when constructed using shape parameters (a) for small θ and (b) for θ ∈ (0, 1].

Finally, we demonstrate the asymptotic properties of υ̂N (θN ). First, we compute the absolute

difference |υ̂N (θN )−υ⋆| between the optimal value of the TRO model υ̂N (θN ) and the true optimal

value υ⋆ as discussed in Section 6.1. Table 5 presents |υ̂N (θN )−υ⋆| for N ∈ {10, 50, 100, 500, 1000}.
Clearly, |υ̂N (θN ) − υ⋆| decreases with N , illustrating the asymptotic convergence of υ̂N (θN ) to

υ⋆ as shown in Theorem 8. Second, to demonstrate the asymptotic distribution of υ̂N (θN ), we

compute the KS statistic between the standard normal distribution and the empirical distribution

of
√
N
[
υ̂N (θ) − υ⋆

]
/V ⋆ as discussed in Section 6.1. Table 6 presents the KS statistics for N ∈

{10, 100, 1000}. The KS statistic converges to zero when N increases, suggesting that
√
N
[
υ̂N (θ)−

υ⋆
]
/V ⋆ converges weakly to the standard normal distribution. These observations are consistent

with Theorem 9.

7. Conclusion

In this paper, we propose and analyze a new TRO approach for modeling uncertainty in op-

timization problems that serves as a middle ground between the optimistic approach that adopts
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Table 6: Kolmogorov–Smirnov statistics for
√
N
[
υ̂N (θ) − υ⋆

]
/V ⋆ with V ⋆ = VarP⋆

(
f(xxx⋆, ξξξ)

)
for different N in the

portfolio optimization problem.

N = 10 N = 100 N = 1000

(a) Mean-Variance 0.5040 0.1725 0.0683

(b) 1-Wasserstein 0.9275 0.5103 0.2674

(c) Total Variation 0.1144 0.0995 0.0319

a distributional belief and the pessimistic approach that protects against distributional ambiguity.

We equip the TRO model with a TRO ambiguity set P ′
N,θ characterized by a size parameter θ

controlling the level of optimism and a shape parameter PN representing distributional ambiguity,

which could be any ambiguity set satisfying mild assumptions. Our theoretical investigations and

results include the following. First, we derive necessary and sufficient conditions for P ′
N,θ to satisfy

the hierarchical property. Second, we analyze the conservatism of the TRO model and quantify the

difference in the optimal value and the set of optimal solutions (and hence conservatism) incurred

by perturbation in θ. Moreover, we show how using the TRO model, one can obtain a spectrum

of optimal solutions, ranging from optimistic to conservative solutions. Third, we show that our

TRO model could produce an unbiased estimator of the true optimal value. Additionally, we derive

the generalization bound for the TRO model, demonstrating that the generalization error has an

exponentially decaying tail under specific choices of the shape parameter. Finally, we prove the

almost sure convergence of the optimal value and the set of optimal solutions of the TRO model

to their true counterparts. In addition, we derive the asymptotic distribution of the optimal value

to the TRO model. These properties hold for TRO models with TRO ambiguity sets constructed

using general shape parameters, such as moment- and distance-based ambiguity sets. We numer-

ically demonstrate these theoretical results using an inventory control problem and a portfolio

optimization problem.

Our work opens avenues for further research in various directions. These include extending

and identifying properties of the TRO approach for risk-averse settings. Moreover, developing

computationally efficient algorithms aimed at obtaining the complete spectrum of optimal solutions

of the TRO model would be of significant value in many application domains. Another interesting

area is investigating the characteristics of the spectrum of TRO optimal solutions of the TRO model

under different shape parameters.
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Appendix A. Proofs

Appendix A.1. Proof of Theorem 1

Proof. Proof. First, we prove part (i). Suppose that PN is star-shaped and P̂N ∈ PN is a star center

of PN . We show that {PN,θ | θ ∈ [0, 1]} satisfies the hierarchical property. For any 0 ≤ θ1 < θ2 ≤ 1

and Q ∈ PN , we have

(1− θ1) P̂N + θ1Q = (1− θ1) P̂N + θ2 P̂N − θ2 P̂N + θ1Q

= (1− θ2) P̂N + (θ2 − θ1) P̂N + θ1Q

= (1− θ2)P̂N + θ2

[(
1− θ1

θ2

)
P̂N +

θ1
θ2

Q

]
, (A.1)

where θ1/θ2 ∈ [0, 1). Since PN is star-shaped and P̂N ∈ PN is a star center of PN , the measure

(1− θ1/θ2)P̂N +(θ1/θ2)Q in the second term of (A.1) belongs to PN . It follows from the definition

of P ′
N,θ2

that (1− θ1) P̂N + θ1Q ∈ P ′
N,θ2

for any Q ∈ PN , and thus, P ′
N,θ1

⊆ P ′
N,θ2

. This shows that

{PN,θ | θ ∈ [0, 1]} satisfies the hierarchical property.

Now, suppose that {PN,θ | θ ∈ [0, 1]} satisfies the hierarchical property, i.e., P ′
N,θ1

⊆ P ′
N,θ2

for

all 0 ≤ θ1 < θ2 ≤ 1. We show that PN is star-shaped with a star center P̂N . For any Q ∈ PN , by
(A.1), we have that

(1− θ1) P̂N + θ1Q = (1− θ2)P̂N + θ2

[(
1− θ1

θ2

)
P̂N +

θ1
θ2

Q

]
∈ P ′

N,θ2 (A.2)

since (1− θ1) P̂N + θ1Q ∈ P ′
N,θ1

⊆ P ′
N,θ2

. By definition of P ′
N,θ2

, the inclusion in (A.2) implies that

(1 − θ1/θ2)P̂N + (θ1/θ2)Q ∈ PN . Since θ1/θ2 ∈ [0, 1) is arbitrary, we have (1 − α)P̂N + αQ ∈ PN
for all α ∈ [0, 1] and Q ∈ PN . (Note that when α = 1, we have (1− α)P̂N + αQ = Q ∈ PN .) This

shows that PN is star-shaped and P̂N is a star center.

Next, we prove part (ii). Suppose that {PN,θ | θ ∈ [0, 1]} satisfies the strict hierarchical property,
i.e., P ′

N,θ is increasing in θ. We show that PN is star-shaped with a star center P̂N and PN ̸= {P̂N}.
From part (i), we have that PN is star-shaped with a star center P̂N . Suppose, on the contrary, that

PN = {PN}. Then, we have P′
N,θ = {P̂N} for all θ ∈ [0, 1], contradicting that P ′

N,θ is increasing in

θ. This shows that PN ̸= {PN}.
Now, suppose that PN is star-shaped with a star center P̂N ∈ PN and PN ̸= {P̂N}. We

show that {PN,θ | θ ∈ [0, 1]} satisfies the strict hierarchical property. From part (i), we have

P ′
N,θ1

⊆ P ′
N,θ2

, for any 0 ≤ θ1 < θ2 ≤ 1. To show the strict inclusion P ′
N,θ1

⊂ P ′
N,θ2

, we need to

show that there exists a probability measure M such that M ∈ P ′
N,θ2

but M ̸∈ P ′
N,θ1

. We first claim

that this is equivalent to

PN \
{(

1− θ1
θ2

)
P̂N +

θ1
θ2

Q

∣∣∣∣∣Q ∈ PN
}

̸= ∅. (A.3)
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Indeed, (A.3) is equivalent to the existence of Q′ ∈ PN such that Q′ ̸= (1 − θ1/θ2)P̂N + (θ1/θ2)Q
for all Q ∈ PN . Note that Q′ ̸= (1 − θ1/θ2)P̂N + (θ1/θ2)Q for all Q ∈ PN is equivalent to

θ2Q′+(1−θ2)P̂N ̸= θ1Q+(1−θ1)P̂N for all Q ∈ PN . Thus, we have that θ2Q′+(1−θ2)P̂N ∈ P ′
N,θ2

cannot be expressed as θ1Q + (1 − θ1)P̂N for any Q ∈ PN , i.e., θ2Q′ + (1 − θ2)P̂N ̸∈ P ′
N,θ1

. This

completes the proof of the claim.

Next, suppose, for the sake of contradiction, that condition (A.3) does not hold, i.e.,

PN ⊆
{(

1− θ1
θ2

)
P̂N +

θ1
θ2

Q

∣∣∣∣∣Q ∈ PN
}
. (A.4)

We claim that (A.4) is equivalent to PN = {P̂N} is a singleton, which contradicts with PN ̸= {P̂N}.
Consider an arbitrary probability measure M ∈ PN . By (A.4), we can write M = (1− θ1/θ2)P̂N +

(θ1/θ2)Q1 for some Q1 ∈ PN . Moreover, note that for any i ∈ N and probability measure Qi ∈ PN ,
by (A.4), we can write Qi = (1−θ1/θ2)P̂N+(θ1/θ2)Qi+1 for some Qi+1 ∈ PN . Using this recursion,

we have

M =

(
1− θ1

θ2

)
P̂N +

θ1
θ2

Q1 =

(
1− θ1

θ2

)
P̂N ·

(
1 +

θ1
θ2

)
+

(
θ1
θ2

)2

Q2

= · · ·

=

(
1− θ1

θ2

)
P̂N ·

n−1∑
i=0

(
θ1
θ2

)i
+

(
θ1
θ2

)n
Qn

for any n ∈ N. Since θ1 < θ2,
∑n−1

i=0 (θ1/θ2)
i → 1/(1−θ1/θ2) and (θ1/θ2)

n → 0 as n→ ∞. Thus, for

any ε > 0, there exists n′ ∈ N such that |(1− θ1/θ2)
∑n−1

i=0 (θ1/θ2)
i − 1| < ε/2 and |(θ1/θ2)n| < ε/2

for all n > n′. Therefore, for any B ∈ B, we have that

|M(B)− P̂N (B)| =
∣∣∣∣∣
(
1− θ1

θ2

)
P̂N (B) ·

n−1∑
i=0

(
θ1
θ2

)i
+

(
θ1
θ2

)n
Qn(B)− P̂N (B)

∣∣∣∣∣
≤
∣∣∣∣∣
(
1− θ1

θ2

)
n−1∑
i=0

(
θ1
θ2

)i
− 1

∣∣∣∣∣ · P̂N (B) +

∣∣∣∣∣
(
θ1
θ2

)n∣∣∣∣∣ ·Qn(B)

≤ ε

2
P̂N (B) +

ε

2
Qn(B)

≤ ε

for all n > n′, where the first inequality follows from triangular inequality. Since ε > 0 is arbitrary, it

follows that M = P̂N for any M ∈ PN , implying that PN = {P̂N}. This contradicts the assumption

that PN ̸= {P̂N} and completes the proof.

Appendix A.2. Proof of Proposition 1

Proof. Proof. Suppose that Ki is star-shaped on Si with a star center EP̂N
[Φi(ξξξ)] for all i ∈

{1, . . . , p}. We show that PN is star-shaped with a star center P̂N . Indeed, for all i ∈ {1, . . . , p},
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by the star-shapedness of Ki, we have (1− α)EP̂N
[Φi(ξξξ)] + αEQ[Φi(ξξξ)] = E

(1−α)P̂N+αQ[Φi(ξξξ)] ∈ Ki

for any α ∈ [0, 1] and Q ∈ PN . It follows from the definition of PN that (1− α)P̂N + αQ ∈ PN for

any α ∈ [0, 1] and Q ∈ PN , i.e., PN is star-shaped with a star center P̂N .
Now, suppose that PN is star-shaped with a star center P̂N . We show that Ki is star-shaped

on Si := {EQ[Φi(ξξξ)] | Q ∈ PN} ⊆ Rdi×di with a star center EP̂N
[Φi(ξξξ)] ∈ Si for all i ∈ {1, . . . , p}.

Since (1 − α)P̂N + αQ ∈ PN for any α ∈ [0, 1] and Q ∈ PN , we have E
(1−α)P̂N+αQ[Φi(ξξξ)] =

(1 − α)EP̂N
[Φi(ξξξ)] + αEQ[Φi(ξξξ)] ∈ Ki for all i ∈ {1, . . . , p}. This, in turn, implies that (1 −

α)EP̂N
[Φi(ξξξ)] + αΨ ∈ Ki for any α ∈ [0, 1] and Ψ ∈ Si. This completes the proof.

Appendix A.3. Proof of Proposition 2

Proof. Proof. Suppose that d is quasi-convex about P̂N in the first argument. We show that PN (ε)
is star-shaped with a star center P̂N for all ε ≥ 0. Indeed, for any given ε ≥ 0, by quasi-convexity,

we have d
(
(1− α)P̂N + αQ, P̂N

)
≤ d(Q, P̂N ) ≤ ε for any α ∈ [0, 1] and Q ∈ PN (ε). It follows from

the definition of PN (ε) that (1−α)P̂N +αQ ∈ PN (ε) for any α ∈ [0, 1] and Q ∈ PN (ε), i.e., PN (ε)
is star-shaped with a star-center P̂N .

Now, suppose that PN (ε) is star-shaped with a star center P̂N for all ε ≥ 0. We show that d

is quasi-convex about P̂N . Since PN (ε) is star-shaped, we have (1 − α)P̂N + αQ ∈ PN (ε) for any

α ∈ [0, 1] and Q ∈ PN (ε). It follows from the definition of PN (ε) that d
(
(1− α)P̂N + αQ, P̂N

)
≤ ε

for any α ∈ [0, 1] and Q ∈ PN (ε). Suppose, for the sake of contradiction, that d is not quasi-

convex about P̂N in the first argument. That is, there exist α ∈ (0, 1) and Q ∈ P(Ξ) such that

d
(
(1−α)P̂N +αQ, P̂N

)
> d(Q, P̂N ). Let ε̄ := d(Q, P̂N ) ∈ [0,∞). Since PN (ε̄) is star-shaped with a

star center P̂N andQ ∈ PN (ε̄), we have (1−α)P̂N+αQ ∈ PN (ε̄). Thus, d
(
(1−α)P̂N+αQ, P̂N

)
≤ ε̄ =

d(Q, P̂N ), contradicting the assumption that d is not quasi-convex. This completes the proof.

Appendix A.4. Proof of Theorem 2

Proof. Proof. First, we show that for any {θ1, θ2} ⊂ [0, 1], we have

H(P ′
N,θ1 ,P ′

N,θ2) ≤ 2CN |θ1 − θ2|. (A.5)

For any P1 ∈ P ′
N,θ1

and P2 ∈ P ′
N,θ2

, we can write Pi = (1 − θi)P̂N + θiQi for some Qi ∈ PN and

i ∈ {1, 2}. Then,

∣∣∣EP1 [f(xxx,ξξξ)]− EP2 [f(xxx,ξξξ)]
∣∣∣ = ∣∣∣∣∣(θ2 − θ1) ·

1

N

N∑
i=1

f(xxx, ξ̂ξξi) + θ1 · EQ1 [f(xxx,ξξξ)]− θ2 · EQ2 [f(xxx,ξξξ)]

∣∣∣∣∣
≤ |θ1 − θ2|

∣∣∣∣∣ 1N
N∑
i=1

f(xxx, ξ̂ξξi)

∣∣∣∣∣+ ∣∣∣θ1EQ1 [f(xxx,ξξξ)]− θ2EQ2 [f(xxx,ξξξ)]
∣∣∣

≤ CN |θ1 − θ2|+
∣∣∣θ1EQ1 [f(xxx,ξξξ)]− θ2EQ2 [f(xxx,ξξξ)]

∣∣∣, (A.6)
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where the last inequality follows from Assumption 1 and the definition of CN in (13). Note that

sup
P1∈P ′

N,θ1

inf
P2∈P ′

N,θ2

d(P1,P2) = sup
P1∈P ′

N,θ1

inf
P2∈P ′

N,θ2

sup
xxx∈X

∣∣∣EP1 [f(xxx,ξξξ)]− EP2 [f(xxx,ξξξ)]
∣∣∣

≤ CN |θ1 − θ2|+ sup
Q1∈PN

inf
Q2∈PN

sup
xxx∈X

∣∣∣θ1EQ1 [f(xxx,ξξξ)]− θ2EQ2 [f(xxx,ξξξ)]
∣∣∣

(A.7)

≤ CN |θ1 − θ2|+ sup
Q1∈PN

sup
xxx∈X

∣∣∣θ1EQ1 [f(xxx,ξξξ)]− θ2EQ1 [f(xxx,ξξξ)]
∣∣∣ (A.8)

≤ CN |θ1 − θ2|+ sup
Q1∈PN

sup
xxx∈X

|θ1 − θ2|
∣∣EQ1 [f(xxx,ξξξ)]

∣∣
≤ 2CN |θ1 − θ2|. (A.9)

Inequality (A.7) follows from (A.6), where we note that the arguments in supremum and infimum

are changed to Q1 ∈ PN and Q2 ∈ PN , respectively; inequality (A.8) follows from the fact that

choosing Q2 = Q1 for the infimum problem yields an upper bound; inequality (A.9) follows from

Assumption 1 and the definition of CN in (13). Interchanging the role of P1 and P2, as well as

P ′
N,θ1

and P ′
N,θ2

, we can obtain a similar inequality:

sup
P2∈P ′

N,θ2

inf
P1∈P ′

N,θ1

d(P1,P2) ≤ 2CN |θ1 − θ2|.

Therefore, from the definition of H in (12), we have

H(P ′
N,θ1 ,P ′

N,θ2) = max

{
sup

P1∈P ′
N,θ1

inf
P2∈P ′

N,θ2

d(P1,P2), sup
P2∈P ′

N,θ2

inf
P1∈P ′

N,θ1

d(P1,P2)

}
≤ 2CN |θ1 − θ2|.

Now, we prove assertion (i):

|υ̂N (θ1)− υ̂N (θ2)| ≤ H(P ′
N,θ1 ,P ′

N,θ2) ≤ 2CN |θ1 − θ2|,

where the first inequality follows from the quantitative stability analysis; see Proposition 7 in

Appendix E.

For (ii), under the second-order growth condition, we have

D
(
X̂N (θ2), X̂N (θ1)

)
≤
√

3

τ
H(P ′

N,θ1
,P ′

N,θ2
) ≤

√
6CN
τ

|θ1 − θ2|,

where the first inequality follows again from the quantitative stability analysis; see Proposition 7

in Appendix E. This completes the proof.

Appendix A.5. Proof of Theorem 3

Proof. Proof.

First, we prove part (i). To show the concavity of υ̂N (θ), we define the function g(θ;xxx) :=

EP̂N
[f(xxx,ξξξ)]+θ

{
supP∈PN

EP[f(xxx,ξξξ)]−EP̂N
[f(xxx,ξξξ)]

}
, which is linear in θ for any xxx ∈ X . Since υ̂N (θ)
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is the pointwise minimum of the linear functions {g(θ;xxx) | xxx ∈ X}, i.e., υ̂N (θ) = minxxx∈X g(θ;xxx),

the function υ̂N (θ) is concave. Next, to show (15), note that θ = (1− θ) · 0+ θ · 1. Thus, concavity
of υ̂N implies

r̂N (θ) = υ̂N (θ)−
[
(1− θ) · υ̂N (0) + θ · υ̂N (1)

]
≥ 0.

Also, by Theorem 2, we have

r̂N (θ) = υ̂N (θ)−
[
(1− θ) · υ̂N (0) + θ · υ̂N (1)

]
≤ (1− θ) ·

∣∣∣υ̂N (θ)− υ̂N (0)
∣∣+ θ ·

∣∣∣υ̂N (θ)− υ̂N (1)
∣∣

≤ (1− θ) · 2CNθ + θ · 2CN (1− θ)

≤ 4CNθ(1− θ).

This completes the proof of part (i).

Finally, for part (ii), we have

D
(
X̂N (θ), (1− θ)X̂N (0) + θX̂N (1)

)
= sup

xxx∈X̂N (θ)

inf
xxx∈(1−θ)X̂N (0)+θX̂N (1)

∥xxx− xxx∥

= sup
xxx∈X̂N (θ)

inf
xxx′∈X̂N (0),xxx′′∈X̂N (1)

∥∥xxx−
[
(1− θ)xxx′ + θxxx′′

]∥∥
≤ sup

xxx∈X̂N (θ)

inf
xxx′∈X̂N (0),xxx′′∈X̂N (1)

{
(1− θ)∥xxx− xxx′∥+ θ∥xxx− xxx′′∥

}
(A.10)

≤ (1− θ) sup
xxx∈X̂N (θ)

inf
xxx′∈X̂N (0)

∥xxx− xxx′∥+ θ sup
xxx∈X̂N (θ)

inf
xxx′′∈X̂N (1)

∥xxx− xxx′′∥ (A.11)

= (1− θ)D
(
X̂N (θ), X̂N (0)

)
+ θD

(
X̂N (θ), X̂N (1)

)
≤ (1− θ)

√
6CNθ

τ
+ θ

√
6CN (1− θ)

τ
(A.12)

=

√
6CNθ(1− θ)

τ

(√
θ +

√
1− θ

)
.

Inequality (A.10) follows from triangle inequality; inequality (A.11) follows from separating the

supremum operator to each summand; inequality (A.12) follows from Theorem 2.

Appendix A.6. Proof of Proposition 3

Proof. Proof. Since EPN [υ̂N (0)] ≤ υ⋆, we have

EPN [υ̂N (θ)]− υ⋆ ≤ EPN [υ̂N (θ)]− EPN [υ̂N (0)]

= EPN [(1− θ) · υ̂N (0) + θ · υ̂N (1) + r̂N (θ)]− EPN [υ̂N (0)] (by (15) in Theorem 3)

= θ
{
EPN

[
υ̂N (1)

]
− EPN

[
υ̂N (0)

]}
+ EPN [r̂N (θ)].
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From Theorem 3, we have r̂N (θ) ∈ [0, 4CNθ(1−θ)]. Thus, RN (θ) := EPN [r̂N (θ)] ∈ [0, 4CNθ(1−θ)].
Finally, if P̂N ∈ PN , then υ̂N (0) ≤ υ̂N (1). It follows that the upper bound on the bias in (17) is

non-negative.

Appendix A.7. Proof of Theorem 4

Proof. Proof. From Theorem 2, we have that υ̂N (θ) is Lipschitz continuous with Lipschitz constant

CN < ∞ (almost surely). Thus, EPN [υ̂N (θ)] is also Lipschitz continuous with Lipschitz constant

CN = EPN (CN ) < ∞. Since EPN [υ̂N (0)] ≤ υ⋆ ≤ EPN [υ̂N (1)], it follows by the intermediate

value theorem (see Theorem 4.23 of Rudin et al., 1976) that there exists θuN ∈ [0, 1] for which

EPN [υ̂N (θ
u
N )] = υ⋆. This completes the proof.

Appendix A.8. Proof of Corollary 1

Proof. Proof. By Theorem 3, υ̂N (θ) is concave on [0, 1], and so is EPN [υ̂N (θ)]. Since EPN [υ̂N (0)] ≤
EPN [υ̂N (1)], we have that EPN [υ̂N (θ)] is either (a) non-decreasing on [0, 1] or (b) first non-decreasing

and then non-increasing (see Lemma 1.1.4 of Niculescu and Persson, 2018). By Theorem 4,

there exists θuN such that EPN [υ̂N (θ)] = υ⋆. When it is not unique, take θuN = inf{θ ∈ [0, 1] |
EPN [υ̂N (θ)] = υ⋆}. It follows that EPN [υ̂N (θ)] is non-decreasing on [0, θuN ] and thus, |EPN [υ̂N (θ)]−
υ⋆| ≤ |EPN [υ̂N (0)]− υ⋆| for all θ ∈ [0, θuN ].

Appendix A.9. Proof of Theorem 5

Proof. Proof. First, note that θuN satisfies EPN [υ̂N (θ
u
N )] = υ⋆, where Theorem 4 ensures the exis-

tence of θuN . Moreover, Theorem 3 implies that

EPN [υ̂N (θ
u
N )] = (1− θuN )EPN [υ̂N (0)] + θuNEPN [υ̂N (1)] +RN (θ

u
N ),

where RN (θ
u
N ) ∈ [0, 4CθuN (1− θuN )]. Combining these two equations, we have

υ⋆ − EPN [υ̂N (0)] = θuN

{
EPN

[
υ̂N (1)

]
− EPN

[
υ̂N (0)

]}
+RN (θ

u
N ). (A.13)

Note that left-hand-side of (A.13) corresponds to the bias of the SAA estimator. Under assumptions

(a)–(c), Theorem 6 of Banholzer et al. (2022) gives υ⋆−EPN [υ̂N (0)] = o(
√
log logN/

√
N). For the

ease of notation, let ∆N = EPN

[
υ̂N (1)

]
−EPN

[
υ̂N (0)

]
and bN =

√
log logN/

√
N . By the assumption

that infN∈N∆N > 0, we know that ∆N ≥ ∆ for some ∆ > 0. Then,

0 ≤ θuN∆ ≤ θuN∆N +RN (θ
u
N ) = o(bN ), (A.14)

where the second inequality follows from RN (θ
u
N ) ≥ 0. In other words, (A.14) implies that

0 ≤
(
b−1
N θuN

)
∆ ≤ o(1),

showing that b−1
N θuN → 0 as N → ∞. This completes the proof.
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Appendix A.10. Proof of Theorem 6

Proof. Proof. Theorem 5.7 of Shapiro et al. (2014) gives the following asymptotic normality of

υ̂N (0):

XN =
√
N
(
υ̂N (0)− υ⋆

)
⇒ inf

xxx∈X ⋆
G(xxx), (A.15)

where “⇒” denotes the convergence in distribution, X ⋆ is the set of optimal solutions to (1), and G
is a Gaussian process indexed by X with mean zero and covariance function Cov(G(xxx1),G(xxx2)) =

CovP⋆(f(xxx1, ξξξ), f(xxx2, ξξξ)). Together with the asymptotic uniform integrability of {XN}N∈N, (A.15)

implies that

EPN

[√
N
(
υ̂N (0)− υ⋆

)]
= E

[
inf
xxx∈X ⋆

G(xxx)
]
+ o(1)

(see, e.g., Theorem 2.20 of van der Vaart, 2000). Hence, the bias of the SAA estimator is given by

EPN [υ̂N (0)]− υ⋆ =
1√
N

E
[

inf
xxx∈X ⋆

G(xxx)
]
+ o(1/

√
N). (A.16)

If X ⋆ is a singleton, then infxxx∈X ⋆ G(xxx) reduces to a normal distribution with mean zero. Therefore,

(A.16) implies that the bias of the SAA estimator is of order o(1/
√
N). A similar argument in the

proof of Theorem 5 shows that θuN = o(1/
√
N).

Next, we consider that X ⋆ is not a singleton. In the trivial case when EPN [infxxx∈X ⋆ G(xxx)] = 0,

we immediately have θuN = o(1/
√
N), which directly implies θuN = O(1/

√
N). Now, consider the

case when EPN [infxxx∈X ⋆ G(xxx)] < 0. From (A.13) and (A.16), we have

θuN

{
EPN

[
υ̂N (1)

]
− EPN

[
υ̂N (0)

]}
+RN (θ

u
N ) = − 1√

N
E
[

inf
xxx∈X ⋆

G(xxx)
]
+ o(1/

√
N), (A.17)

where RN (θ
u
N ) ∈ [0, 4CθuN (1 − θuN )]. Again, for the ease of notation, let ∆N = EPN

[
υ̂N (1)

]
−

EPN

[
υ̂N (0)

]
> 0. By the assumption that infN∈N∆N > 0, we know that ∆N ≥ ∆ for some ∆ > 0.

Since RN (θ
u
N ) ≥ 0, (A.17) implies

0 ≤
(√
NθuN

)
∆ ≤ −E

[
inf
xxx∈X ⋆

G(xxx)
]
+ o(1). (A.18)

Thus, (A.18) shows that lim supN→∞
√
NθuN is upper bounded, concluding that θuN = O(1/

√
N).
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Appendix A.11. Proof of Theorem 7

Proof. Proof. We derive the desired generalization bound as follows:

PN
(

sup
xxx∈X

{
EP⋆ [f(xxx,ξξξ)]− sup

P∈P ′
N,θ

EP[f(xxx,ξξξ)]

}
> δ

)

= PN
(

sup
xxx∈X

{
(1− θ) ·

(
EP⋆ [f(xxx,ξξξ)]− EP̂N

[f(xxx,ξξξ)]
)
+ θ ·

(
EP⋆ [f(xxx,ξξξ)]− sup

P∈PN

EP[f(xxx,ξξξ)]
)}

> δ

)

≤ PN
(
(1− θ) sup

xxx∈X

{
EP⋆ [f(xxx,ξξξ)]− EP̂N

[f(xxx,ξξξ)]

}
+ θ sup

xxx∈X

{
EP⋆ [f(xxx,ξξξ)]− sup

P∈PN

EP[f(xxx,ξξξ)]

}
> δ

)

≤ PN
(

sup
xxx∈X

{
EP⋆ [f(xxx,ξξξ)]− EP̂N

[f(xxx,ξξξ)]

}
> δ

)
+ PN

(
sup
xxx∈X

{
EP⋆ [f(xxx,ξξξ)]− sup

P∈PN

EP[f(xxx,ξξξ)]

}
> δ

)
(A.19)

≤ αN,1 + αN,2. (A.20)

Here, (A.19) follows from the fact that {(1 − θ)A1 + θA2 > δ} ⊆ {A1 > δ} ∪ {A2 > δ} for any

random variables A1 and A2, and (A.20) follows from (19) and (20).

Appendix A.12. Proof of Lemma 1

Proof. Proof. For brevity, all convergence, equalities and inequalities hold almost surely in this

proof. If f is uniformly bounded, i.e., supxxx∈X supξξξ∈Ξ f(xxx,ξξξ) < ∞, then the desired inequality

follows immediately. Now, suppose that Assumption 3(a) holds. We can directly obtain an upper

bound from (22):

sup
P∈PN

EP|f(xxx,ξξξ)| ≤ sup
P∈P̂

EP[κ(ξξξ)] · diam(X ) + sup
P∈P̂

EP|f(xxx0, ξξξ)| :=M <∞ (A.21)

for all sufficiently large N . Thus, we obtain lim supN→∞ supxxx∈X supP∈PN
EP|f(xxx,ξξξ)| ≤M by taking

supremum over xxx ∈ X on both sides of (A.21).

Now, suppose that Assumption 3(b) holds. Then, for any xxx ∈ X , we have

sup
P∈PN

EP[f(xxx,ξξξ)] ≤
∣∣∣∣ sup
P∈PN

EP[f(xxx,ξξξ)]− sup
P∈P̂

EP[f(xxx,ξξξ)]

∣∣∣∣∣+ sup
P∈P̂

EP[f(xxx,ξξξ)]

≤ H(PN , P̂) +

{
sup
P∈P̂

EP[κ(ξξξ)] · diam(X ) + sup
P∈P̂

EP|f(xxx0, ξξξ)|
}
, (A.22)

where the first term in (A.22) follows from the definition of H(PN , P̂) and the second term in

(A.22) follows from the same argument in (A.21). Since H(PN , P̂) → 0, (A.22) implies that

lim sup
N→∞

sup
xxx∈X

sup
P∈PN

EP|f(xxx,ξξξ)| ≤ sup
P∈P̂

EP[κ(ξξξ)] · diam(X ) + sup
P∈P̂

EP|f(xxx0, ξξξ)| <∞.
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Finally, suppose that Assumption 3(c) holds. For any P ∈ PN identified as ppp ∈ RN+ ,

∣∣EP[κ(ξξξ)]− EP̂N
[κ(ξξξ)]

∣∣ = ∣∣∣∣∣
N∑
i=1

(
pi −

1

N

)
κ(ξ̂ξξi)

∣∣∣∣∣ ≤
∥∥∥∥ppp− 1

N
1

∥∥∥∥
∞

·
N∑
i=1

κ(ξ̂ξξi)

=
1

N
∥Nppp− 1∥∞ ·

N∑
i=1

κ(ξ̂ξξi)

= ∥Nppp− 1∥∞ · EP̂N
[κ(ξξξ)]. (A.23)

Hence, we have

lim sup
N→∞

sup
P∈PN

EP[κ(ξξξ)] ≤ lim sup
N→∞

sup
P∈PN

{
EP̂N

[κ(ξξξ)] +
∣∣EP[κ(ξξξ)]− EP̂N

[κ(ξξξ)]
∣∣}

≤ lim sup
N→∞

EP̂N
[κ(ξξξ)] + lim sup

N→∞

{
sup
P∈PN

∥Nppp− 1∥∞ · EP̂N
[κ(ξξξ)]

}
(A.24)

≤ lim sup
N→∞

EP̂N
[κ(ξξξ)] +

(
lim sup
N→∞

sup
P∈PN

∥Nppp− 1∥∞
)(

lim sup
N→∞

EP̂N
[κ(ξξξ)]

)

=

(
1 + lim sup

N→∞
sup
P∈PN

∥Nppp− 1∥∞
)(

lim sup
N→∞

EP̂N
[κ(ξξξ)]

)
,

where the second term in (A.24) follows from (A.23). Since {ξ̂ξξi}Ni=1 are i.i.d. following P⋆, the
strong law of large numbers gives lim supN→∞ EP̂N

[κ(ξξξ)] = EP⋆ [κ(ξξξ)] < ∞. Moreover, since

lim supN→∞ supP∈PN
∥Nppp−1∥∞ <∞, we have lim supN→∞ supP∈PN

EP[κ(ξξξ)] <∞. Using a similar

argument, we can obtain lim supN→∞ supP∈PN
EP|f(xxx0, ξξξ)| <∞. Therefore, we have

lim sup
N→∞

sup
xxx∈X

sup
P∈PN

EP|f(xxx,ξξξ)| ≤ lim sup
N→∞

{
sup
P∈PN

EP[κ(ξξξ)] · diam(X ) + sup
P∈PN

EP|f(xxx0, ξξξ)|
}

≤ lim sup
N→∞

sup
P∈PN

EP[κ(ξξξ)] · diam(X ) + lim sup
N→∞

sup
P∈PN

EP|f(xxx0, ξξξ)| <∞.

This completes the proof.

Appendix A.13. Proof of Theorem 8

Proof. Proof. For brevity, all convergence, equalities and inequalities hold almost surely in this

proof. First, we claim that the following uniform convergence holds:

sup
xxx∈X

∣∣∣∣∣
{
(1− θN ) ·

1

N

N∑
i=1

f(xxx, ξ̂ξξi) + θN · sup
P∈PN

EP[f(xxx,ξξξ)]

}
− EP⋆ [f(xxx,ξξξ)]

∣∣∣∣∣→ 0 (A.25)
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as N → ∞. To prove (A.25), note that

sup
xxx∈X

∣∣∣∣∣
{
(1− θN ) ·

1

N

N∑
i=1

f(xxx, ξ̂ξξi) + θN · sup
P∈PN

EP[f(xxx,ξξξ)]

}
− EP⋆ [f(xxx,ξξξ)]

∣∣∣∣∣
≤ (1− θN ) · sup

xxx∈X

∣∣∣∣∣ 1N
N∑
i=1

f(xxx, ξ̂ξξi)− EP⋆ [f(xxx,ξξξ)]

∣∣∣∣∣+ θN · sup
xxx∈X

∣∣∣∣∣ supP∈PN

EP[f(xxx,ξξξ)]− EP⋆ [f(xxx,ξξξ)]

∣∣∣∣∣.
(A.26)

Assumption 2 implies that the first term supxxx∈X
∣∣N−1

∑N
i=1 f(xxx, ξ̂ξξi) − EP⋆ [f(xxx,ξξξ)]

∣∣ converges to

zero. Next, for the second term, note that

θN · sup
xxx∈X

∣∣∣∣∣ supP∈PN

EP[f(xxx,ξξξ)]− EP⋆ [f(xxx,ξξξ)]

∣∣∣∣∣ ≤ θN

(
sup
xxx∈X

sup
P∈PN

EP|f(xxx,ξξξ)|+ sup
xxx∈X

EP⋆ |f(xxx,ξξξ)|
)

(A.27)

Since lim supN→∞ supxxx∈X supP∈PN
EP|f(xxx,ξξξ)| ≤M by Lemma 1 and supxxx∈X EP⋆ |f(xxx,ξξξ)| <∞, the

upper bound in (A.27) converges to zero by θN = o(1). Therefore, the upper bound in (A.26)

converges to zero, which shows (A.25).

Now, with the use of (A.25), we can prove the desired asymptotic convergence results in a way

similar to Theorem 5.3 of Shapiro et al. (2014). For completeness, we also provide the details here.

To show assertion (i), note that

|υ̂N (θN )− υ⋆| =
∣∣∣∣∣min
xxx∈X

{
(1− θN ) ·

1

N

N∑
i=1

f(xxx, ξ̂ξξi) + θN · sup
P∈PN

EP[f(xxx,ξξξ)]

}
−min
xxx∈X

EP⋆ [f(xxx,ξξξ)]

∣∣∣∣∣
≤ sup

xxx∈X

∣∣∣∣∣
{
(1− θN ) ·

1

N

N∑
i=1

f(xxx, ξ̂ξξi) + θN · sup
P∈PN

EP[f(xxx,ξξξ)]

}
− EP⋆ [f(xxx,ξξξ)]

∣∣∣∣∣,
which converges to zero by (A.25). Next, to show assertion (ii), suppose, on the contrary, that

D
(
X̂N (θN ),X ⋆

)
→ 0 does not hold almost surely, i.e., P∞(D(X̂N (θN ),X ⋆

)
̸→ 0

)
> 0. Consider

a data sequence such that the event D
(
X̂N (θN ),X ⋆

)
̸→ 0 holds. Then, for some ϵ > 0, there

exists a sequence {xxxNj}j∈N such that xxxNj ∈ X̂Nj (θNj ) and d
(
xxxNj ,X ⋆

)
> ϵ. Since X is compact

by Assumption 1, without loss of generality, we can assume that xxxNj → xxx for some xxx ∈ X . By

continuity of the distance function d, we have d(xxx,X ⋆) = limj→∞ d(xxxNj ,X ⋆) > ϵ. Thus, xxx ̸∈ X ⋆,

which implies that EP⋆ [f(xxx,ξξξ)] > υ⋆. However, note that∣∣∣EP⋆ [f(xxx,ξξξ)]− υ̂Nj (θNj )
∣∣∣ ≤ ∣∣∣EP⋆ [f(xxx,ξξξ)]− EP⋆ [f(xxxNj , ξξξ)]

∣∣∣+ ∣∣∣EP⋆ [f(xxxNj , ξξξ)]− υ̂Nj (θNj )
∣∣∣,

where the first term converges to zero by the continuity of EP⋆ [f(·, ξξξ)], and the second term converges

to zero by (A.25). Therefore, we arrive at limj→∞ υ̂Nj (θNj ) = EP⋆ [f(xxx,ξξξ)] > υ⋆, which contradicts

assertion (i) that limj→∞ υ̂Nj (θNj ) = υ⋆.
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Appendix A.14. Proof of Lemma 2

Proof. Proof.

Recall that, following the convention in empirical process theory, we view P ∈ P(Ξ) as an

element in ℓ∞(H) defined as P(h) = EP(h) for h ∈ H. We divide the proof of the desired weak

convergence SN ⇒ G′ into two steps.

Step 1. We first show that
(
SN (h1), . . . ,SN (hk)

)
⇒
(
G′(h1), . . . ,G′(hk)

)
for any finite sub-

set {h1, . . . , hk} ⊂ H. To prove this, we write SN =
√
N(1 − θN )(P̂N − P⋆) +

√
NθN (PN − P⋆).

Note that
√
N(P̂N − P⋆)(h1, . . . , hk) ⇒

(
G′(h1), . . . ,G′(hk)

)
by Assumption 4. Also, from the as-

sumption that θN = o(N−1/2), we have (1 − θN ) → 1. Hence, for the first term in SN , we have

(1−θN )·
√
N(P̂N−P⋆)(h1, . . . , hk) ⇒

(
G′(h1), . . . ,G′(hk)

)
by Slutsky’s Theorem (see, e.g., Example

1.4.7 of van der Vaart and Wellner, 1996). Next, for the second term in SN , Lemma 1 implies that

lim supN→∞ suph∈H supP∈PN
EP|h| ≤ M almost surely for some constant M . Therefore, there ex-

ists constant M ′ such that lim supN→∞ |EPN
(h)−EP⋆(h)| ≤ lim supN→∞ suph∈H supP∈PN

|EP(h)−
EP⋆(h)| ≤ M ′ for any PN ∈ PN and h ∈ H (since EP⋆ |h| < ∞). By assumption (b),

√
NθN

converges to zero as N → ∞ and hence,
√
NθN (PN − P⋆)(h) also converges to zero almost surely.

This implies that
√
NθN (PN − P⋆)(h1, . . . , hk) → (0, . . . , 0) ∈ Rk almost surely. Therefore, pro-

voking Slutsky’s Theorem again, we obtain the desired convergence, i.e.,
(
SN (h1), . . . ,SN (hk)

)
⇒(

G′(h1), . . . ,G′(hk)
)
. This completes step 1.

Step 2. We show that SN is asymptotically tight. Note that for any ε > 0,

lim sup
δ→0

lim sup
N→∞

PN
(

sup
∥h−h′∥L2(P⋆)<δ

∣∣SN (h− h′)
∣∣ ≥ ε

)
(A.28)

≤ lim sup
δ→0

lim sup
N→∞

PN
(

sup
∥h−h′∥L2(P⋆)<δ

∣∣(1− θN )
√
N(P̂N − P⋆)(h− h′)

∣∣ ≥ ε

2

)
(A.29)

+ lim sup
δ→0

lim sup
N→∞

PN
(

sup
∥h−h′∥L2(P⋆)<δ

∣∣θN√N(PN − P⋆)(h− h′)
∣∣ ≥ ε

2

)
. (A.30)

Since
√
N(1 − θN )(P̂N − P⋆) ⇒ G′, the sequence {

√
N(1 − θN )(P̂N − P⋆)}N∈N is asymptotically

tight. Therefore, (A.29) equals zero by Theorem 1.5.7 of van der Vaart and Wellner (1996). Now,

we show that (A.30) also vanishes. It suffices to show that the sequence {
√
NθN (PN − P⋆)}N∈N is

asymptotically tight. Note that

QN (h) :=
√
NθN (PN − P⋆)(h) =

√
NθN [EPN

(h)− EP⋆(h)].

By assumption (a), the metric space (H, ∥·∥L2(P⋆)) is totally bounded. Also, as shown earlier (in

step 1), QN (h) converges to zero almost surely. It follows by Theorem 1.5.4 of van der Vaart and

Wellner (1996) that QN (h) is asymptotically tight for any h ∈ H. Next, we claim that QN is

asymptotically uniform equicontinuous in probability, i.e., for any ε > 0, and η > 0, there exists

40



δ > 0 such that

lim sup
N→∞

PN
(

sup
∥h−h′∥L2(P⋆)<δ

|QN (h− h′)| > ε

)
< η.

For notational simplicity, we write ∥h− h′∥ = ∥h− h′∥L2(P⋆). Note that

sup
∥h−h′∥<δ

∣∣QN (h− h′)
∣∣ = sup

∥h−h′∥<δ

∣∣√NθN (PN − P⋆)(h− h′)
∣∣

≤
√
NθN sup

∥h−h′∥<δ

{∣∣PN (h− h′)
∣∣+ ∣∣P⋆(h− h′)

∣∣}
≤

√
NθN sup

∥h−h′∥<δ

∣∣PN (h− h′)
∣∣+√

NθN sup
∥h−h′∥<δ

∣∣P⋆(h− h′)
∣∣.

Therefore, we have

PN
(

sup
∥h−h′∥L2(P⋆)<δ

|QN (h− h′)| > ε

)
≤ PN

(√
NθN sup

∥h−h′∥<δ
|PN (h− h′)| > ε

2

)
+ PN

(√
NθN sup

∥h−h′∥<δ
|P⋆(h− h′)| > ε

2

)
=: AN +BN . (A.31)

Consider the term BN in (A.31). For any h and h′ such that ∥h− h′∥ < δ, we have |P⋆(h− h′)| =
|EP⋆(h − h′)| ≤ EP|h − h′| ≤

√
EP⋆ [(h− h′)2] = ∥h − h′∥ < δ, where the second inequality follows

from Cauchy-Schwartz inequality. Also, by assumption (b), we have
√
NθN = o(1). Therefore,

lim sup
N→∞

BN ≤ P∞
(
lim sup
N→∞

{√
NθNδ

}
>
ε

2

)
= 0. (A.32)

Consider the term AN in (A.31). Note that for any PN ∈ PN ,

sup
∥h−h′∥<δ

EPN
|h− h′| ≤ 2 sup

h∈H
EPN

|h| ≤ 2 sup
h∈H

sup
P∈PN

EP|h|. (A.33)

By Lemma 1, (A.33) implies that lim supN→∞ sup∥h−h′∥<δ EPN
|h−h′| ≤M ′′ almost surely for some

constant M ′′. Since
√
NθN = o(1), we have lim supN→∞

{√
NθN sup∥h−h′∥<δ EPN

|h − h′|
}

= 0.

Therefore, we have

lim sup
N→∞

AN ≤ P∞
(
lim sup
N→∞

{√
NθN sup

∥h−h′∥<δ
EPN

|h− h′|
}
>
ε

2

)
= 0. (A.34)

Combining (A.32) and (A.34) with (A.31), we have

0 ≤ lim sup
N→∞

PN
(

sup
∥h−h′∥L2(P⋆)<δ

|QN (h− h′)| > ε

)
≤ lim sup

N→∞
AN + lim sup

N→∞
BN ≤ 0. (A.35)

Since (A.35) holds for any δ > 0, this shows that QN is asymptotically uniform continuous in

probability. Since (a) the metric space (H, ∥·∥L2(P⋆)) is totally bounded, (b) QN (h) is asymptotically

tight for any h ∈ H, and (c) QN is asymptotically uniform continuous in probability, QN is
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asymptotically tight by Theorem 1.5.7 of van der Vaart and Wellner (1996), implying that (A.30)

equals zero. Since both (A.29) and (A.30) equal zero, (A.28) also equals zero, showing that the

sequence {SN}N∈N is asymptotically tight. This completes step 2.

Combining the two steps, we have (a) {SN} is asymptotically tight and (b) the marginals(
SN (h1), . . . ,SN (hk)

)
converge weakly to

(
G′(h1), . . . ,G′(hk)

)
. It follows from Theorem 1.5.4 of

van der Vaart and Wellner (1996) that SN ⇒ G′.

Appendix A.15. Proof of Theorem 9

Proof. Proof.

By our assumption, there exists P⋆N ∈ argmaxP∈PN
EP[f(xxx,ξξξ)] such that P⋆N ∈ PN for any

xxx ∈ X . Thus, by Lemma 2, we have

√
N

[
(1− θN )P̂N (·) + θN sup

P∈PN

P(·)− P⋆(·)
]
⇒ G′(·) in ℓ∞(H), (A.36)

where supP∈PN
P(·) ∈ PN denotes the worst-case distribution of the input function h ∈ H. Recall

that H = {f(xxx, ·) | xxx ∈ X}. Note that the map from ℓ∞(H) to ℓ∞(X ) given by g(·) 7→ g(h(·, ·))
is continuous, where ℓ∞(X ) is the Banach space of bounded functions ψ : X → R equipped with

the supremum norm ∥ψ∥ = supxxx∈X |ψ(xxx)|. By continuous mapping theorem (see Theorem 1.3.6 of

van der Vaart and Wellner, 1996), (A.36) implies that

√
N

[
(1− θN )EP̂N

[f(·, ξξξ)] + θN sup
P∈PN

EP[f(·, ξξξ)]− EP⋆ [f(·, ξξξ)]
]
⇒ G(·) in ℓ∞(X ). (A.37)

Consider the functional V : ℓ∞(X ) → R by V (ψ) = infxxx∈X ψ(xxx). Since X is compact by Assump-

tion 1, the Hadamard directional derivative of V at ψ is given by V ′
ψ(ϕ) = infxxx∈B(ψ) ϕ(xxx), where

B(ψ) = argminxxx∈X ψ(xxx) (see, e.g., Corollary 2.2 of Cárcamo et al., 2020). Thus, together with

(A.37), applying the Delta’s method (see, e.g., Theorem 2.2 of Cárcamo et al., 2020), we obtain

the desired assertions: (i)
√
N(υ̂N − υ⋆) ⇒ infxxx∈X ⋆ G(xxx) and (ii)

υ̂N − υ⋆ = inf
xxx∈X ⋆

{
(1− θN )EP̂N

[f(xxx,ξξξ)] + θN sup
P∈PN

EP[f(xxx,ξξξ)]−EP⋆ [f(xxx,ξξξ)]

}
+ oP⋆(N−1/2). (A.38)

Finally, since −∞ < υ⋆ = EP⋆ [f(xxx,ξξξ)] for any xxx ∈ X ⋆, (A.38) directly implies υ̂N = infxxx∈X ⋆

{
(1−

θN )EP⋆ [f(xxx,ξξξ)] + θN supP∈PN
EP[f(xxx,ξξξ)]

}
+ oP⋆(N−1/2). This completes the proof.

Appendix A.16. Proof of Theorem 10

Proof. Proof. Using (23), we can rewrite the objective function of the TRO model with shape

parameter PN,rN as follows:

sup
P∈P ′

N,θ

EP[f(xxx,ξξξ)] = (1− θN )EP̂N
[f(xxx,ξξξ)] + θN sup

P∈PN,rN

EP[f(xxx,ξξξ)]

= EP̂N
[f(xxx,ξξξ)] +

(
θNr

γ
N

)
gN (xxx) +

(
θNr

γ
N

)
εN (xxx),
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which resembles the expansion (23) with rγN replaced by θNr
γ
N . Thus, we can prove the desired

assertions by following the same proof techniques of Theorem 1 in Blanchet and Shapiro (2023).

Appendix B. An Example of a Sequence of TRO Ambiguity Sets

Let P̂N = δ0, i.e., the Dirac measure on 0, and PN = {(1 − t)δ1 + tδe | t ∈ [0, 1], e ∈ {0, 2}}.
That is, PN contains the one-point distributions {δ0, δ1, δ2}, as well as all two-point distributions

with support on either {0, 1} or {1, 2}. Note that PN is star-shaped with a star center δ1. Indeed,

for any α ∈ [0, 1] and Q = (1− t)δ1 + tδe ∈ PN , we have

(1− α)δ1 + αQ = (1− α)δ1 + α
[
(1− t)δ1 + tδe

]
= (1− αt)δ1 + αtδe ∈ PN

since αt ∈ [0, 1]. However, P̂N = δ0 is not a star center. To see this, note that

1

2
δ0 +

1

2

(
1

2
δ1 +

1

2
δ2

)
=

1

2
δ0 +

1

4
δ1 +

1

4
δ2 ̸∈ PN

since it is a three-point distribution.

Now, we show that P ′
N,θ is not non-decreasing. In particular, we show that for any 0 < θ1 <

θ2 ≤ 1, there exists M ∈ P ′
N,θ1

but M ̸∈ P ′
N,θ2

. Indeed, since 1
2δ1 +

1
2δ2 ∈ PN , we construct the

measure M ∈ P ′
N,θ1

as follows:

M = (1− θ1)δ0 + θ1

(
1

2
δ1 +

1

2
δ2

)
. (B.1)

We show that M defined in (B.1) does not belong to P ′
N,θ2

. Note that

M = (1− θ1)δ0 + θ1

(
1

2
δ1 +

1

2
δ2

)
= (1− θ2)δ0 + (θ2 − θ1)δ0 + θ1

(
1

2
δ1 +

1

2
δ2

)
= (1− θ2)δ0 + θ2

{(
1− θ1

θ2

)
δ0 +

θ1
θ2

(
1

2
δ1 +

1

2
δ2

)}
.

Since (1− θ1
θ2
)δ0 +

θ1
θ2
(12δ1 +

1
2δ2) is a three-point distribution that does not belong to PN , we have

M ̸∈ P ′
N,θ2

.

Appendix C. Robust Optimization Ambiguity Set

Proposition 4. For a fixed xxx ∈ X , if there exists ξξξ0 ∈ U such that f(xxx,ξξξ0) ≥ f(xxx, ξ̂ξξi) for all

i ∈ {1, . . . , N}, then supξξξ∈U f(xxx,ξξξ) = supP∈PN
EP[f(xxx,ξξξ)], where PN = conv

(
P̂N ∪

{
δξξξ | ξξξ ∈ U

})
.

Proof. Proof. First, if supξξξ∈U f(xxx,ξξξ) = ∞, then there exists a sequence {ξξξj}j∈N ⊂ U such that

f(xxx,ξξξj) → ∞ as j → ∞. Since ξξξj ∈ U , we have δξξξj ∈ PN and Eδξξξj [f(xxx,ξξξ)] = f(xxx,ξξξj) → ∞ as

j → ∞. This shows that supP∈PN
EP[f(xxx,ξξξ)] = ∞.

Now, assume that supξξξ∈U f(xxx,ξξξ) < ∞, and thus f(xxx,ξξξ) < ∞ for all ξξξ ∈ U . Note that for any

P ∈ PN , by definition of PN , there exists K ∈ N, λ ∈ [0, 1], and {αk}Kk=1 ⊆ [0, 1] with αk ≥ 0 and
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∑K
k=1 αk = 1 such that P = (1− λ)P̂N + λ

∑K
k=1 αiδξ̄ξξk for some ξ̄ξξk ∈ U , k ∈ {1, . . . ,K}. Then,

sup
P∈PN

EP[f(xxx,ξξξ)]

= sup

{
(1− λ) · 1

N

N∑
i=1

f(xxx, ξ̂ξξi) + λ
K∑
k=1

αkf(xxx, ξ̄ξξk)

∣∣∣∣∣ K ∈ N, λ ∈ [0, 1], αk ∈ [0, 1],∑K
k=1 αk = 1, ξ̄ξξk ∈ U , k ∈ {1, . . . ,K}

}
(C.1)

= sup
λ∈[0,1]

{
(1− λ) · 1

N

N∑
i=1

f(xxx, ξ̂ξξi) + λ · sup
{

K∑
k=1

αkf(xxx, ξ̄ξξk)

∣∣∣∣∣ K ∈ N, αk ∈ [0, 1],
∑K

k=1 αk = 1,

ξ̄ξξk ∈ U , k ∈ {1, . . . ,K}

}}

= sup
λ∈[0,1]

{
(1− λ) · 1

N

N∑
i=1

f(xxx, ξ̂ξξi) + λ · sup
ξξξ∈U

f(xxx,ξξξ)

}
(C.2)

= sup
ξξξ∈U

f(xxx,ξξξ). (C.3)

Equality (C.1) follows from P ∈ PN and the definition of PN . Equality (C.2) follows from the fact

that

K∑
k=1

αkf(xxx, ξ̄ξξk) ≤ sup
ξξξ∈U

f(xxx,ξξξ) ≤ sup

{
K∑
k=1

αkf(xxx, ξ̄ξξk)

∣∣∣∣∣ K ∈ N, αk ∈ [0, 1],
∑K

k=1 αk = 1,

ξ̄ξξk ∈ U , k ∈ {1, . . . ,K}

}
(C.4)

for any k ∈ N, αk ∈ [0, 1] and ξ̄ξξk ∈ U for k ∈ {1, . . . ,K} with
∑K

k=1 αk = 1. Here, the first

inequality in (C.4) follows from f(xxx, ξ̄ξξ) ≤ supξξξ∈U f(xxx,ξξξ) for all ξ̄ξξ ∈ U while the second inequality

in (C.4) follows from letting K = 1. Taking supremum over K, {αk}Kk=1 and {ξ̄ξξk}Kk=1 in (C.4),

we obtain the desired equality in (C.2). Finally, equality (C.3) follows from the fact that λ = 1 is

optimal to (C.2) since

f(xxx, ξ̂ξξi) ≤ f(xxx,ξξξ0) ≤ sup
ξξξ∈U

f(xxx,ξξξ)

for all i ∈ {1, . . . , N}, where the first inequality follows from our assumption that f(xxx,ξξξ0) ≥ f(xxx, ξ̂ξξi)

for all i ∈ {1, . . . , N}. This shows that (1/N)
∑N

i=1 f(xxx, ξ̂ξξi) ≤ supξξξ∈U f(xxx,ξξξ).

Appendix D. Convergence of Distance-Based Ambiguity Sets

Proposition 5. Consider the distance-based ambiguity set PN = {P ∈ P(Ξ) | d(P, P̂N ) ≤ r} for

some radius r > 0, where d is any statistical distance satisfying

(i) (normalization) d(P,P) = 0 for any P ∈ P(Ξ),

(ii) (symmetry) d(P1,P2) = d(P2,P1) for any {P1,P2} ⊆ P(Ξ),

(iii) (triangle inequality) d(P1,P2) ≤ d(P1,P3) + d(P3,P2) for any {P1,P2,P3} ⊆ P(Ξ), and

(iv) (convexity) d is convex in the first argument.
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Let P̂ = {P ∈ P(Ξ) | d(P,P⋆) ≤ r}. If ∆ := supP1∈P(Ξ),P2∈P(Ξ) d(P1,P2) < ∞ and d(P̂N ,P⋆) → 0

almost surely, then H(PN , P̂) → 0 almost surely as N → ∞.

Proof. Proof. The idea of the proof follows from the proof of Hoffman’s Lemma for moment

problems (see Theorem 2 in Liu et al., 2019). First, we claim that for any P1 ∈ PN , (1−ρ)P1+ρP⋆ ∈
P̂, where ρ = d(P̂N ,P⋆)/

(
r + d(P̂N ,P⋆)

)
. To see this, note that

d
(
(1− ρ)P1 + ρP⋆,P⋆

)
≤ (1− ρ)d(P1,P⋆)

≤ r

r + d(P̂N ,P⋆)

[
d(P1, P̂N ) + d(P̂N ,P⋆)

]
≤ r

r + d(P̂N ,P⋆)

[
r + d(P̂N ,P⋆)

]
= r, (D.1)

where the first inequality follows from properties (iv) and (i), the second inequality follows from

the definition of ρ and property (iii). Then, we have

D(P1, P̂) = inf
P∈P̂

d(P1,P) ≤ d
(
P1, (1− ρ)P1 + ρP⋆

)
= sup

xxx∈X

∣∣∣∣EP1 [f(xxx,ξξξ)]−
{
(1− ρ)EP1 [f(xxx,ξξξ)] + ρEP⋆ [f(xxx,ξξξ)]

}∣∣∣∣
= ρ sup

xxx∈X

∣∣∣∣EP1 [f(xxx,ξξξ)]− EP⋆ [f(xxx,ξξξ)]

∣∣∣∣
=

d(P̂N ,P⋆)
r + d(P̂N ,P⋆)

· d(P1,P⋆) ≤
∆

r
· d(P̂N ,P⋆), (D.2)

where the last inequality follows from the fact that d(P̂N ,P⋆) ≥ 0 and d(P1,P⋆) ≤ ∆. This implies

that supP1∈PN
D(P1, P̂) ≤ (∆/r)d(P̂N ,P⋆). Similarly, following a similar argument in (D.1), we

can show that for any P2 ∈ P̂, (1 − τ)P2 + τ P̂N ∈ PN , where τ = d(P⋆, P̂N )/
(
r + d(P⋆, P̂N )

)
. A

similar argument as in (D.2) shows that

D(P2, P̂N ) ≤
∆

r
· d(P⋆, P̂N ) =

∆

r
· d(P̂N ,P⋆),

where the last inequality follows from property (ii). This implies that supP2∈P̂ D(P2, P̂N ) ≤
(∆/r)d(P̂N ,P⋆). Therefore, we have

H(PN , P̂) = max

{
sup

P1∈PN

D(P1, P̂), sup
P2∈P̂

D(P2,PN )
}

≤ ∆

r
· d(P̂N ,P⋆) → 0

almost surely as N → ∞.

Appendix E. Some Quantitative Stability Analysis Results

Consider two DRO models with two different ambiguity sets:

υi = inf
xxx∈X

sup
P∈Pi

EP[f(xxx,ξξξ)]
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for i ∈ {1, 2}, where we assume that υi is finite and the set of optimal solutions X ⋆
i is non-empty.

In quantitative stability analysis, we analyze how the change in the ambiguity set would affect the

optimal value and the set of optimal solutions to the DRO model. In this appendix, we summarize

some relevant results in the existing literature, in particular, the upper bounds on the differences

between the optimal values and the set of optimal solutions from the two DRO models (see, e.g.,

Liu and Xu, 2013; Pichler and Xu, 2018; Sun and Xu, 2016). For the sake of completeness, we also

provide the proof of these results.

Proposition 6. The (pointwise) absolute difference between the two objective functions is upper

bounded by the Hausdorff distance between the two ambiguity sets, i.e., for any xxx ∈ X ,∣∣∣∣ sup
Q∈P1

EQ[f(xxx,ξξξ)]− sup
Q′∈P2

EQ′ [f(xxx,ξξξ)]

∣∣∣∣ ≤ H(P1,P2). (E.1)

Proof. Proof. By definition of the pseudometric d in (11), for any Q ∈ P1 and Q′ ∈ P2, we have∣∣EQ[f(xxx,ξξξ)]− EQ′ [f(xxx,ξξξ)]
∣∣ ≤ d(Q,Q′) for all xxx ∈ X . Since

sup
Q∈P1

EQ[f(xxx,ξξξ)]− sup
Q′∈P2

EQ′ [f(xxx,ξξξ)] = sup
Q∈P1

inf
Q′∈P2

{
EQ[f(xxx,ξξξ)]− EQ′ [f(xxx,ξξξ)]

}
≤ sup

Q∈P1

inf
Q′∈P2

d(Q,Q′)

and

sup
Q′∈P2

EQ′ [f(xxx,ξξξ)]− sup
Q∈P1

EQ[f(xxx,ξξξ)] = sup
Q′∈P2

inf
Q∈P1

{
EQ′ [f(xxx,ξξξ)]− EQ[f(xxx,ξξξ)]

}
≤ sup

Q′∈P2

inf
Q∈P1

d(Q,Q′),

we obtain∣∣∣∣ sup
Q∈P1

EQ[f(xxx,ξξξ)]− sup
Q′∈P2

EQ′ [f(xxx,ξξξ)]

∣∣∣∣ ≤ max

{
sup
Q∈P1

inf
Q′∈P2

d(Q,Q′), sup
Q′∈P2

inf
Q∈P1

d(Q,Q′)

}
= H(P1,P2).

This completes the proof.

Proposition 7. The following assertions hold.

(i) |υ1 − υ2| ≤ H(P1,P2).

(ii) If, in addition, supP∈P1
E[f(xxx,ξξξ)] satisfies the second order growth condition at X ⋆

1 , i.e., there

exists τ > 0 such that

sup
P∈P1

E[f(xxx,ξξξ)] ≥ υ1 + τ [d(xxx,X ⋆
1 )]

2

for all xxx ∈ X , then

D(X ⋆
2 ,X ⋆

1 ) ≤
√

3

τ
H(P1,P2).
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Proof. Proof. Part (i) follows directly from

|υ1 − υ2| =
∣∣∣∣ infxxx∈X

sup
P∈P1

EP[f(xxx,ξξξ)]− inf
xxx∈X

sup
P∈P2

EP[f(xxx,ξξξ)]

∣∣∣∣
≤ sup

xxx∈X

∣∣∣∣ sup
Q∈P1

EQ[f(xxx,ξξξ)]− sup
Q′∈P2

EQ′ [f(xxx,ξξξ)]

∣∣∣∣
≤ H(P1,P2),

where the last inequality follows from Proposition 6. For part (ii), suppose, on the contrary, that

D(X ⋆
2 ,X ⋆

1 ) = sup
xxx∈X ⋆

2

d(xxx,X ⋆
1 ) >

√
3

τ
H(P1,P2).

Then, there exists xxx ∈ X ⋆
2 such that d(xxx,X ⋆

1 ) >
√
3τ−1H(P1,P2). The second order growth

condition implies that

sup
P∈P1

E[f(xxx,ξξξ)]− υ1 ≥ τ
[
d(xxx,X ⋆

1 )
]2
> 3H(P1,P2). (E.2)

However, by Proposition 6 and part (i), we have

sup
P∈P1

E[f(xxx,ξξξ)]− υ1 ≤
{

sup
P∈P2

E[f(xxx,ξξξ)] +H(P1,P2)

}
−
[
υ2 −H(P1,P2)

]
= sup

P∈P2

E[f(xxx,ξξξ)]− υ2 + 2H(P1,P2)

= 2H(P1,P2),

where the first equality follows from xxx ∈ X ⋆
2 . Thus, this contradicts with (E.2).

Appendix F. Details of Numerical Experiments

Appendix F.1. Inventory Control – Reformulations

Recall the TRO model (24) under shape parameters (a)–(d) in Table 1. This model cannot be

solved directly because of the inner supremum problem supP∈PN
EP
[
(ξ − x)+ − ξ

]
. In this section,

we provide tractable reformulation to this inner supremum problem, and thus our TRO model.

First, consider ambiguity set (a) in Table 1. We have

sup
P∈PN

EP
[
(ξ − x)+ − ξ

]
= sup

P∈PN

EP
[
(ξ − x)+

]
− µ̂N =

1

2

[
− (x− µ̂N ) +

√
σ̂2N + (x− µ̂N )2

]
− µ̂N ,

where the first equality follows from EP(ξ) = µ̂N for any P ∈ PN , and the second equality follows

from Lemma 2.2 of Chen et al. (2011). Therefore, the TRO model under set (a) is equivalent to

minimize
x≥0

(c−h)x+(p−h)
{
(1−θ) 1

N

N∑
i=1

[
(ξ̂i−x)+−ξ̂i

]
+θ

{
1

2

[√
σ̂2N + (x− µ̂N )2−(x−µ̂N )

]
−µ̂N

}}
.
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Next, consider ambiguity set (b) in Table 1. Note that (ξ−x)+−ξ = max{−x,−ξ} is piecewise

linear. By the strong duality result in Theorem 6.3 and Remark 6.6 of Mohajerin Esfahani and

Kuhn (2018), we have

sup
P∈PN

EP
[
(ξ − x)+ − ξ

]
= r +

1

N

N∑
i=1

[
(ξ̂i − x)+ − ξ̂i

]
.

Therefore, the TRO model under set (b) is equivalent to

minimize
x≥0

(c− h)x+ (p− h)

{
(1− θ)

1

N

N∑
i=1

[
(ξ̂i − x)+ − ξ̂i

]
+ θ

{
r +

1

N

N∑
i=1

[
(ξ̂i − x)+ − ξ̂i

]}}
.

Now, consider ambiguity set (c) in Table 1. By the strong duality result for ϕ-divergence DRO

problems in Bayraksan and Love (2015), we have

sup
P∈PN

EP
[
(ξ − x)+ − ξ

]
= inf

λ≥0, τ

{
τ + λr − λ

N

N∑
i=1

log

(
1− (ξ̂i − x)+ − ξ̂i − τ

λ

)}
,

where −0 log(1− s/0) = 0 for s ≤ 0 and −0 log(1− s/0) = ∞ for s > 0. Therefore, the TRO model

under set (c) is equivalent to

minimize
x≥0, λ≥0, τ

(c− h)x+ (p− h)

{
(1− θ)

1

N

N∑
i=1

[
(ξ̂i − x)+ − ξ̂i

]
+ θ

{
τ + λr − λ

N

N∑
i=1

log

(
1− (ξ̂i − x)+ − ξ̂i − τ

λ

)}}
.

Finally, consider ambiguity set (d) in Table 1. For notational simplicity, let γ := tN−1,α/2σ̂N/
√
N .

Then, we have

sup
P∈PN

EP
[
(ξ − x)+ − ξ

]
= sup

ξ:|ξ−µ̂N |≤γ

{
(ξ − x)+ − ξ

}
= max

{
− x,−µ̂N + γ

}
,

where the last equality follows from the fact that (ξ − x)+ − ξ = max{−x,−ξ} and the objective

function is non-increasing in ξ. Thus, the supremum over ξ ∈ [µ̂N − γ, µ̂N + γ] is attained at the

lower bound. Therefore, the TRO model under set (d) is equivalent to

minimize
x≥0

(c− h)x+ (p− h)

{
(1− θ)

1

N

N∑
i=1

[
(ξ̂i − x)+ − ξ̂i

]
+ θmax

{
− x,−µ̂N + γ

}}
.

Appendix F.2. Inventory Control – Ambiguity Set (d)

We show that ambiguity set (d) in Table 1, i.e., PN = {δξ | |ξ − µ̂N | ≤ tN−1,α/2σ̂N/
√
N},

satisfies Assumption 3(b). Recall that f(x, ξ) = (ξ− x)+ − ξ, which is Lipschitz in ξ with modulus
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1. We claim that H(PN , P̂) → 0 as N → ∞ almost surely, where P̂ = {δµ⋆} with µ⋆ = EP⋆(ξ).

Indeed,

H(PN , P̂) = sup
P∈PN

D(P, P̂) = sup
ξ:|ξ−µ̂N |≤tN−1,α/2σ̂N/

√
N

sup
x≥0

∣∣f(x, ξ)− f(x, µ⋆)| (F.1)

≤ sup
ξ:|ξ−µ̂N |≤tN−1,α/2σ̂N/

√
N

|ξ − µ⋆| (F.2)

= max

{∣∣∣∣µ̂N − µ⋆ − tN−1,α/2
σ̂N√
N

∣∣∣∣∣,
∣∣∣∣µ̂N − µ⋆ + tN−1,α/2

σ̂N√
N

∣∣∣∣∣
}

(F.3)

→ 0

almost surely. Here, (F.1) follows from the definitions in (12) and (11), and that supP∈P̂ D(P, P̂) ≤
supP∈PN

D(P, P̂); (F.2) follows from the Lipschitz continuity of f(x, ξ) in ξ; (F.3) follows from

the fact that the supremum over a compact interval of the absolute value function |ξ − µ⋆| is
attained either at the lower or the upper bound of the interval. Finally, by the strong law of

large numbers, |µ̂N − µ⋆| → 0 and |σ̂N − σ⋆| → 0 almost surely, where σ⋆ = VarP⋆(ξ) < ∞.

Also, tN−1,α/2 → zα/2 < ∞, where zα/2 is the upper (1 − α)/2-th quantile of a standard normal

distribution. Thus, we have (F.3) converges to zero almost surely. Thus, ambiguity set (d) satisfies

Assumption 3(b).

Appendix F.3. Portfolio Optimization – Reformulations

Recall the TRO model (28) under shape paraemters (a)–(c) in Table 4. Again, this model

cannot be solved directly because of the inner supremum problem supP∈PN
EP[f(xxx, t, ξξξ)]. In this

section, we provide tractable reformulation to this inner supremum problem, and thus our TRO

model.

First, consider ambiguity set (a) in Table 4. By Lemma 2.2 and Lemma 2.4 of Chen et al.

(2011), we have

sup
P∈PN

EP[f(xxx, t, ξξξ)] = (1− β)t− βxxx⊤µ̂N +
1− β

1− α
· 1
2

[
− xxx⊤µ̂µµN − t+

√
xxx⊤Σ̂ΣΣNxxx+ (−xxx⊤µ̂µµN − t)2

]
.

Therefore, the TRO model under set (a) is equivalent to

minimize
xxx∈X , t∈R

(1− θ) · 1

N

N∑
i=1

{
(1− β)t+ β(−xxx⊤ξ̂ξξi) +

1− β

1− α
(−xxx⊤ξ̂ξξi − t)+

}

+ θ

{
(1− β)t− βxxx⊤µ̂N +

1− β

1− α
· 1
2

[
− xxx⊤µ̂µµN − t+

√
xxx⊤Σ̂ΣΣNxxx+ (−xxx⊤µ̂µµN − t)2

]}
.

Now, consider ambiguity set (b) in Table 4. By Theorem 6.3 of Mohajerin Esfahani and Kuhn

(2018), we have

sup
P∈PN

EP[f(xxx, t, ξξξ)] = (1− β)t+ r

(
β +

1− β

1− α

)
∥xxx∥∞ +

1

N

N∑
i=1

[
β(−xxx⊤ξ̂ξξi) +

1− β

1− α
(−xxx⊤ξ̂ξξi − t)+

]
.
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Therefore, the TRO model under set (b) is equivalent to

minimize
xxx∈X , t∈R

(1− θ) · 1

N

N∑
i=1

{
(1− β)t+ β(−xxx⊤ξ̂ξξi) +

1− β

1− α
(−xxx⊤ξ̂ξξi − t)+

}

+ θ

{
(1− β)t+ r

(
β +

1− β

1− α

)
∥xxx∥∞ +

1

N

N∑
i=1

[
β(−xxx⊤ξ̂ξξi) +

1− β

1− α
(−xxx⊤ξ̂ξξi − t)+

]}
.

Finally, consider ambiguity set (c). Note that ambiguity set (c) is characterized by the ℓ1

norm constraint. Thus, as in Lemma 3.1 of Huang et al. (2021), using linear programming duality,

supP∈PN
EP[f(xxx, t, ξξξ)] is equivalent to

minimize
τ∈R, λ∈R

(1− β)t+ τ + rλ+
1

N

N∑
i=1

(u+i − u−i ) (F.4a)

subject to τ ≥ β(−xxx⊤ξ̂ξξi) +
1− β

1− α

(
− xxx⊤ξ̂ξξi − t

)
+
− u+i + u−i , ∀i ∈ {1, . . . , n}, (F.4b)

λ ≥ u+i + u−i , ∀i ∈ {1, . . . , n}, (F.4c)

λ ≥ 0, u+i ≥ 0, u−i ≥ 0, ∀i ∈ {1, . . . , n}. (F.4d)

Therefore, the TRO model under set (c) is equivalent to

minimize
xxx∈X , t, τ, λ, u+, u−

(1− θ) · 1

N

N∑
i=1

{
(1− β)t+ β(−xxx⊤ξ̂ξξi) +

1− β

1− α
(−xxx⊤ξ̂ξξi − t)+

}

θ

{
(1− β)t+ τ + rλ+

1

N

N∑
i=1

(u+i − u−i )

}
(F.5a)

subject to τ ≥ β(−xxx⊤ξ̂ξξi) +
1− β

1− α

(
− xxx⊤ξ̂ξξi − t

)
+
− u+i + u−i , ∀i ∈ {1, . . . , n}, (F.5b)

λ ≥ u+i + u−i , ∀i ∈ {1, . . . , n}, (F.5c)

λ ≥ 0, u+i ≥ 0, u−i ≥ 0, ∀i ∈ {1, . . . , n}. (F.5d)

Appendix F.4. Portfolio Optimization – Lipschitz Continuity

In this section, we show that the function f(xxx, t, ξξξ) = (1 − β)t + β(−xxx⊤ξξξ) + [(1 − β)/(1 −
α)](−xxx⊤ξξξ − t)+ is Lipschitz continuous in (xxx, t). Indeed, for any {(xxx1, t1), (xxx2, t2)} ⊆ X × R, we
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have

|f(xxx1, t1, ξξξ)− f(xxx2, t2, ξξξ)|

=

∣∣∣∣∣
[
(1− β)t1 + β(−xxx⊤1 ξξξ) +

1− β

1− α
(−xxx⊤1 ξξξ − t1)

+

]
−
[
(1− β)t2 + β(−xxx⊤2 ξξξ) +

1− β

1− α
(−xxx⊤2 ξξξ − t2)

+

]∣∣∣∣∣
≤ (1− β)

∣∣t1 − t2
∣∣+ β

∣∣xxx⊤1 ξξξ − xxx⊤2 ξξξ
∣∣+ 1− β

1− α

∣∣∣(−xxx⊤1 ξξξ − t1)
+ − (−xxx⊤2 ξξξ − t2)

+
∣∣∣

≤ (1− β)
∣∣t1 − t2

∣∣+ β
∣∣xxx⊤1 ξξξ − xxx⊤2 ξξξ

∣∣+ 1− β

1− α

(∣∣t1 − t2
∣∣+ ∣∣xxx⊤1 ξξξ − xxx⊤2 ξξξ

∣∣) (F.6)

≤ (1− β)

(
1 +

1

1− α

)
|t1 − t2|+

1− αβ

1− α
∥ξξξ∥1∥xxx1 − xxx2∥∞ (F.7)

≤
[
(1− β)

(
1 +

1

1− α

)
+

1− αβ

1− α
∥ξξξ∥1

](
|t1 − t2|+ ∥xxx1 − xxx2∥∞

)
≤
[
(1− β)

(
1 +

1

1− α

)
+

1− αβ

1− α
∥ξξξ∥1

]∥∥∥∥∥
(
xxx1 − xxx2

t1 − t2

)∥∥∥∥∥
1

=: κ(ξξξ)

∥∥∥∥∥
(
xxx1 − xxx2

t1 − t2

)∥∥∥∥∥
1

. (F.8)

Here, (F.6) follows from the fact that |(a1)+− (a2)
+| ≤ |a1−a2| for any {a1, a2} ⊂ R; (F.7) follows

from
∣∣xxx⊤1 ξξξ−xxx⊤2 ξξξ∣∣ ≤ ∥ξξξ∥1∥xxx1−xxx2∥∞; the inequality in (F.8) follows from ∥xxx1−xxx2∥∞ ≤ ∥xxx1−xxx2∥1.

Appendix G. Comparison with Wang et al. (2023)

In this appendix, we provide a detailed comparison between our work and that of Wang et al.

(2023).

• The Proposed Model. While our TRO model looks similar to Wang et al. (2023)’s model at the

outset, our work actually generalizes the idea of Wang et al. (2023). Recall our TRO model

in (4), which is equipped with the TRO ambiguity set P ′
N,θ in (5). The TRO ambiguity set

(5) is characterized by two parameters: the shape parameter PN and the size parameter θ.

The shape parameter PN represents distributional ambiguity and could be any (data-driven)

ambiguity set satisfying some mild assumptions mentioned in the paper. The size parameter

θ ∈ [0, 1] controls the level of optimism, i.e., it controls the trade-off between solving the problem

under a distributional belief and solving it under ambiguity. By replacing function f in (4) with

the loss function h and choosing the shape parameter PN as the distance-based ambiguity

set BϵN (P̂N ) = {P ∈ P(Ξ) | ∆(P, P̂N ) ≤ ϵ} (where P(Ξ) is the set of probability measures

on the support Ξ and ∆ is a statistical distance), our TRO model reduces to the Bayesian

distributionally robust (BDR) optimization model proposed in Wang et al. (2023) (see equation

(11) in Wang et al., 2023), i.e., model (4) reduces to

minimize
xxx∈X

βN max
P∈BϵN

(P̂N )
EP[h(xxx,ξξξ)] + (1− βN )EP̂N

[h(xxx,ξξξ)]. (BDR)

Thus, Wang et al. (2023)’s BDR model is a special case of our TRO model. In particular, we

emphasize that one can construct the TRO ambiguity set P ′
N,θ using any shape parameter PN ,

51



including general moment- and distance-based ambiguity sets. Hence, our theoretical results

are valid for various types of the shape parameter. In contrast, Wang et al. (2023) analyses are

limited to the case where PN is a distance-based ambiguity set.

• Hierarchical Properties. In Section 2, we analyze properties of the TRO ambiguity set P ′
N,θ

defined in (5) and the sequence of TRO ambiguity sets {P ′
N,θ | θ ∈ [0, 1]}. These were not

analyzed in Wang et al. (2023). We first formally introduce the notion of hierarchical properties

of the sequence of the TRO ambiguity sets {P ′
N,θ | θ ∈ [0, 1]}; see Definition 2.2. The hier-

archical properties indicate that the size of the TRO ambiguity set P ′
N,θ increases with θ, i.e.,

P ′
N,θ contains more distributions with a larger θ. This implies that the TRO model is more

conservative when we pick a larger θ. Then, in Theorem 1, we provide necessary and sufficient

conditions for the sequence of TRO ambiguity sets {P ′
N,θ | θ ∈ [0, 1]} to satisfy these properties.

Specifically, Theorem 1 establishes that constructing the TRO ambiguity set P ′
N,θ using a star-

shaped shape parameter PN with a star center P̂N is necessary and sufficient for the sequence of

TRO ambiguity sets {P ′
N,θ | θ ∈ [0, 1]} to satisfy the hierarchical property. Part (i) shows that

for a general star-shaped shape parameter PN , the TRO ambiguity set P ′
N,θ is non-decreasing

in θ, i.e., P ′
N,θ1

⊆ P ′
N,θ2

whenever θ1 ≤ θ2, indicating that the objective function of the trade-off

model (4) is non-decreasing in θ. Part (ii) illustrates the relationship between the sets {P̂N},
P ′
N,θ1

, P ′
N,θ2

, and PN with 0 < θ1 < θ2 < 1. Specifically, part (ii) shows how the TRO ambiguity

set P ′
N,θ enlarges with θ. This, in turn, implies that the TRO model is more conservative when

we pick a larger θ. These important new results establish the connection between the specific

choice of θ and the conservatism of the TRO model. However, they were not analyzed in Wang

et al. (2023). In addition, in Proposition 2, we derive necessary and sufficient conditions for a

general distance-based ambiguity set, i.e., the one adopted in the BDR model, to be star-shaped

with a star center P̂N . Thus, our results provide necessary and sufficient conditions under which

the sequence of ambiguity sets corresponding to the BDR model satisfies the hierarchical prop-

erty. This was not studied in Wang et al. (2023). Moreover, as mentioned in the first point,

our findings can be applied to TRO models with a general shape parameter. For instance, in

Proposition 1, we establish the corresponding conditions for a general moment-based ambiguity

set to be star-shaped, with a star center represented by P̂N , a novel contribution not explored

in previous studies.

• Analysis of the Conservatism. In Section 3, we investigate the conservatism and properties of

the optimal value υ̂N (θ) and the set of optimal solutions X̂N (θ) of the TRO model through the

lens of quantitative stability analysis. First, in Theorem 2, we establish mechanisms to quantify

the difference in υ̂N (θ) and X̂N (θ) (and hence conservatism) incurred by perturbation in θ. In

particular, it shows that υ̂N (θ) is Lipschitz continuous in θ and X̂N (θ) is Hölder continuous

with Hölder exponent 1/2 under distance D. This shows that both the optimal value and the
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set of optimal solutions change gradually with θ ∈ [0, 1]. Then, in Theorem 3, we show that

naively combining SAA and DRO optimal solutions, e.g., via a convex combination after solving

each separately, may not yield a feasible solution to the TRO problem (4). This is particularly

true in applications where X is not convex (e.g., problems involving integer variables such as

facility location and scheduling problems). Specifically, part (i) of Theorem 3 establishes that the

optimal value υ̂N (θ) to our TRO model is not less than the convex combination (1− θ)υ̂N (0) +

θυ̂N (1) of the SAA and DRO optimal values. In addition, if P̂N ∈ PN , Theorem 3 implies

that υ̂N is non-decreasing in θ as illustrated in Figure 2. Part (ii) of Theorem 3 indicates

that the set of optimal solutions X̂N (θ) to our TRO model can be approximated by XN (θ) :=

(1 − θ)X̂N (0) + θX̂N (1) only when θ is close to zero or one; however, the difference could be

huge for intermediate values of θ ∈ (0, 1). These important investigations and results are new.

In particular, Wang et al. (2023) only suspected that their BDR model is likely to be less

conservative than the DRO model without providing any theoretical analysis. Indeed, we could

apply our results to show that by changing βN in Wang et al. (2023)’s BDR model, one can

obtain a spectrum of optimal solutions, ranging from optimistic to conservative solutions.

• Finite-Sample Properties. As discussed in the first paragraph of Section 4.1, the optimal value

of our TRO model υ̂N (θ) represents an estimator of the true optimal value of the stochastic

optimization problem υ⋆ = infxxx∈X EP⋆

[
f(xxx,ξξξ)

]
. Analyzing the bias of an estimator to the true

optimal value υ⋆ is common in the related literature; see, e.g., Blanchet et al. (2019); Dentcheva

and Lin (2022). Also, it is well known that the SAA estimator υ̂N (0) is a downward biased

estimator of υ⋆; see (16). Thus, we and Wang et al. (2023) analyze the bias of the TRO and

BDR estimators, respectively. Specifically, we and Wang et al. (2023) show that there exists

θuN ∈ [0, 1] in our TRO model and βuN ∈ [0, 1] in the BDR model such that the optimal values of

the TRO model and the BDR model are unbiased estimators of υ⋆. However, in Section 4.1, we

provide a more detailed investigation of the bias of the more general model, the TRO model, as

well as new results. First, in Proposition 3, we derive an upper bound on the bias of the TRO

estimator υ̂N (θ). It suggests that the bias of υ̂N (θ) may not be a downward bias as that of the

SAA estimator. Second, in Corollary 1, we show that for sufficiently small θ, the TRO estimator

υ̂N (θ) has a smaller bias than the SAA estimator, which was not discussed in Wang et al. (2023).

Third, we show that EPN
[υ̂N (θ)] can be decomposed as the sum of three terms: (a) the expected

value of the SAA estimator EPN [υ̂N (0)], (b) the DRO effect θ
{
EPN

[
υ̂N (1)

]
− EPN

[
υ̂N (0)

]}
,

and (c) the concavity effect RN (θ) (see Figure 3). Finally, as pointed out by Wang et al.

(2023), parameter βuN is typically hard to obtain. Similarly, θuN is hard to obtain. However,

in Theorems 5 and 6, we analyze the asymptotic behavior of θuN . In particular, we prove the

convergence of θuN as N → ∞ and derive its convergence rate. Wang et al. (2023) did not

conduct such analyses. In Section 4.2, we derive the generalization bound for our TRO model
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in Theorem 7 based on that of the SAA and DRO models. In particular, we show that the

probability (18) (i.e., the generalization error) is upper bounded by the sum of the probabilities

αN,1 in (19) from the SAA model and αN,2 in (20) from the DRO model. This indeed corrects

the generalization bound derived in Theorem 3.5 of Wang et al. (2023), where they did not

take the sum of the two probability bounds from the SAA and DRO models; see Appendix C.6

of Wang et al. (2023). In addition, we show that for specific choices of the shape parameter

PN , such as popular distance-based ambiguity sets as the one employed in Wang et al. (2023)’s

BDR model, the generalization error exhibits an exponentially decaying tail. This important

and attractive finite-sample property was not mentioned in Wang et al. (2023).

• Asymptotic Convergence. In Section 5, we show the almost sure convergence of the optimal value

υ̂N (θN ) and the set of optimal solutions X̂N (θN ) of the TRO model to their true counterparts

when N → ∞, and we derive the asymptotic distribution of υ̂N (θN ) when N → ∞. Our

asymptotic convergence results hold for TRO models with TRO ambiguity sets constructed

using general shape parameters PN , such as moment- and distance-based ambiguity sets. This

differs from results in the existing literature focusing on a specific ambiguity set, including Wang

et al. (2023). Note that the asymptotic convergence and distribution are two basic asymptotic

properties that are commonly analyzed in the existing literature for data-driven optimization

models (Blanchet and Shapiro, 2023; Kuhn et al., 2019; Shapiro et al., 2014). Hence, Wang

et al. (2023) analyzed these asymptotic properties of their BDR model. However, the following

are some differences between our analyses and those of Wang et al. (2023).

– First, Wang et al. (2023) assumed the DRO objective supP∈BϵN
(P̂N )

E[h(xxx,ξξξ)] is P⋆-bounded
and attainable for xxx ∈ X , where we recall that P⋆ is the true distribution; see assumption

C1 of Theorem 3.3 in Wang et al. (2023). To justify this assumption, Wang et al. (2023)

provided one example based on the Wasserstein ambiguity set; see Appendix C.2 in Wang

et al. (2023). Our convergence analyses also require the DRO objective to be upper-bounded

for sufficiently large N . However, we adopt a more general set of assumptions under which the

desired boundedness condition holds. Specifically, we impose assumptions on the objective

function or the sequence of the ambiguity sets {PN}N∈N; see Assumption 3. Examples 6–10

provide a wide range of settings under which Assumption 3 holds. These examples include

the case where PN is constructed based on the Wasserstein ambiguity sets, as well as other

distance-based and moment-based ambiguity sets. In Lemma 1, we formally prove that

under Assumption 3, the DRO objective is asymptotically bounded, which is weaker than

assumption C1 adopted by Wang et al. (2023) (which requires the DRO objective to be

bounded for all N ∈ N).

– Second, in Theorem 8, we prove the almost-sure convergence of our TRO model. Specifically,

we show that the optimal value υ̂N (θN ) and the set of optimal solutions X̂N (θN ) of our TRO
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model converges almost surely to the true optimal value υ⋆ and the set of optimal solutions

X ⋆ to (1), respectively. In contrast, in Theorem 3.3 of Wang et al. (2023), they only provided

the convergence of the optimal value and the set of optimal solutions of the BDR model in

probability, which is weaker than our almost-sure convergence. We would like to highlight

that the asymptotic convergence holds for TRO models with TRO ambiguity sets constructed

using general shape parameters, such as moment-based ambiguity sets. This differs from the

existing convergence results established for data-driven DRO models, which mainly employ

distance-based ambiguity sets.

– Third, in Theorem 3.3 of Wang et al. (2023), they derived the asymptotic normality of the

optimal value of the BDR model. To show this, they assumed that the optimal solution

x̂xxb,N to the BDR model converges (in probability) to an optimal solution xxx0 to the stochastic

optimization problem under the true distribution P⋆. This assumption is not common in

relevant literature when deriving the asymptotic distribution of the optimal value of data-

driven optimization models (Blanchet and Shapiro, 2023; Guigues et al., 2018; Shapiro et al.,

2014). In contrast, in Theorem 9, we derive the asymptotic distribution of υ̂N (θN ) without

imposing such an assumption. Specifically, we apply the Delta’s method (see, e.g., Cárcamo

et al., 2020) to derive the following asymptotic distribution of the optimal value υ̂N = υ̂N (θN )

of the TROmodel:
√
N(υ̂N−υ⋆) ⇒ infxxx∈X ⋆ G(xxx), whereG is a tight Gaussian process indexed

by X with mean zero and covariance function Cov(G(xxx1)),G(xxx2)) = CovP⋆(f(xxx1, ξξξ), f(xxx2, ξξξ)).

Thus, our results on the asymptotic distribution of the optimal value are different from those

of Wang et al. (2023).

– Finally, for the special case when the shape parameter is chosen as some popular distance-

based ambiguity set PN,rN = {P ∈ P(Ξ) | d(P, P̂N ) ≤ rN} as in Wang et al. (2023)’s BDR

model, we can recover the asymptotics of the optimal value in classical distance-based DRO

models. Specifically, in Theorem 10, we derive the asymptotic distribution of the optimal

value υ̂N (θN ) of our TRO model under different convergence rates of the size parameter θN

and the radius rN in the shape parameter PN,rN . This generalizes the asymptotic convergence

of the optimal solution derived in Theorem 3.3 of Wang et al. (2023). In particular, the

asymptotic distribution results in Theorem 3.3 of Wang et al. (2023) essentially correspond

to the case (i) in Theorem 10 only. Cases (ii) and (iii) in Theorem 10 were not investigated in

Wang et al. (2023). Moreover, we also investigate the connection between the size parameter

θN in our TRO model (with TRO ambiguity set constructed using the shape parameter PN,r)
and the radius rN in classical distance-based DRO models. This was not analyzed in Wang

et al. (2023).
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