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Abstract

This paper develops two parameter-free methods for solving convex and strongly convex hybrid com-
posite optimization problems, namely, a composite subgradient type method and a proximal bundle type
method. Both functional and stationary complexity bounds for the two methods are established in terms
of the unknown strong convexity parameter. To the best of our knowledge, the two proposed methods are
the first universal methods for solving hybrid strongly convex composite optimization problems that do
not rely on any restart scheme nor require the knowledge of the optimal value.
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1 Introduction

This paper considers convex hybrid composite optimization (HCO) problem

¢ ;= min{o(z) := f(x) + h(z) : x € R"}, (1)

where f,h: R" - RU{+o0} are proper lower semi-continuous convex functions such that domh C dom f and
the following conditions hold: there exist scalars My > 0 and L; > 0 and a first-order oracle f':domh — R"
(i.e., f'(x) € 9f(z) for every & € domh) satisfying the (Mg, L¢)-hybrid condition that || f'(z) — f'(y)| <
2M; + Ly||lz — y|| for every z,y € domh. Moreover, assume that g > 0 is the largest scalar such that
é(-) — pl - ||?/2 is convex, i.e., u is the intrinsic convex parameter of ¢.

This work is concerned with parameter-free (PF) methods for solving (1), i.e., ones that do not require
knowledge of any of parameters associated with the instance (f, k), such as the parameter pair (M, L¢) or the
intrisic convexity parameter u of ¢. More specifically, it considers PF methods whose complexities for solving
(1) are expressed in terms of u (in addition to other parameters associated with (f,h)). We refer to them
as p-universal methods. PF methods whose (provable) complexities do not depend on u are called universal
ones (even if p > 0). Moreover, PF methods whose complexities are given in terms of the intrinsic convex
parameter py for f (resp., pp for h) are called ps-universal (resp., pp-universal). It is worth noting that p
can be substantially larger than py + pp (e.g., for a > 0, f(z) = aexp(z), and h(z) = aexp(—x), we have
p=2a> 0= pus+uy). Hence, complexities for y-universal methods are usually better than u-universal and
pp-universal methods, and even (universal or non-universal) methods whose complexities depend on gy + fip,.

Related literature. We divide our discussion here into universal and p-universal methods.

Universal methods: The first universal methods for solving (1) under the condition that Vf is Holder
continuous have been presented in [21] and [10]. Specifically, the first paper develops universal variants of
the primal gradient, the dual gradient, and the accelerated gradient methods, while the second one shows
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that acceleration versions of the bundle-level and the prox-level methods are universal. Additional universal

methods for solving (1) have been studied in [14, 16, 19, 25] under the condition that f is smooth, and in
[13, 15, 17] for the case where f is either smooth or nonsmooth. The methods in [15, 17] (resp., [19, 25]) are
also shown to be pp-universal (resp., ps-universal under the condition that A = 0). The papers [14, 16] present

universal accelerated composite gradients methods for solving (1) under the more general condition that f is
a smooth m-weakly convex function. Since any convex function is m-weakly convex for any m > 0, the results
of [14, 16] also apply to the convex case and yield complexity bounds similar to the ones of [19, 25].
p-Universal methods: Under the assumption that f is a smooth function (i.e., My = 0), various works
[1,2,3,4,5,06,8, 12,20, 23] have developed p-universal (or p z-universal) methods for (1) with a (’N)(\/Lf/,u) (or
O(\/Ly/uy)) iteration complexity bound. For the sake of our discussion, we refer to a convex (resp., strongly
convex) version of an accelerated gradient method as ACG (resp., S-ACG). Among papers concerned with
finding an e-solution of (1), [20] proposes the first ;1 s-universal method based on a restart S-ACG scheme where
each iteration adaptively updates an estimate of p1y and calls S-FISTA (see also [¢] for a p-universal variant
along this venue); moreover, using restart ACG schemes motivated by previous works such as [11, 22, 24],

paper [23] develops p-universal methods under the assumption that ¢, is known.

Among papers concerned with finding an e-stationary solution of (1), [1, 2, 3, 4, ] (resp., [12]) develop
p-universal (resp., py-universal) methods based on restart ACG (resp., S-ACG) schemes that estimate the
condition number L/ (resp., puy), or some related quantity; [3, 4, 0] then use the estimation to determine
the number of iterations of each ACG call while the SCAR method of [12] uses a stationary termination to
end each S-ACG call. Moreover, under the assumption that ¢, and L; are known, [5] develops a p-universal
method that performs only one call to an ACG variant (for convex CO).

Under the assumption that f is non-smooth (i.e., My > 0), [23] (see also [9] for an extension) proposes

p-universal methods under the assumption that ¢, is known. Specifically, the p-universal method of [23]
repeatedly invokes a universal oracle that halves the primal gap ¢(x) — ¢, on each call.!

Our contribution. The goal of this work is to present two p-universal methods for problem (1), namely:
a composite subgradient (U-CS) type method and a proximal bundle (U-PB) type method. The first method
is a variant of the universal primal gradient method of [21] (see also Appendix C.2 of [17]), which is still
not known to be p-universal. The second one is a variant of the generic proximal bundle (GPB) method of
[17] that bounds the number of consecutive null iterations and adaptively chooses the prox stepsize under
this policy. Both methods are analyzed in a unified manner using a general framework for strongly convex
optimization problems (1) (referred to as FSCO) which specifies sufficient conditions for its PF instances to
be p-universal. Both functional and stationary complexities are established for FSCO in terms of u, which
are then used to obtain complexity bounds for both U-CS and U-PB. Interestingly, in contrast to previous
p-universal methods, both U-CS and U-PB do not perform any restart scheme nor require ¢, to be known.

Organization of the paper. Subsection 1.1 presents basic definitions and notation used throughout the
paper. Section 2 formally describes FSCO and the assumptions on the problem of interest, and provides both
functional and stationarity complexity analyses of FSCO. Section 3 presents U-CS and U-PB, as two instances
of FSCO, for solving problem (1) and establishes their corresponding complexity bounds. Section 4 presents
some concluding remarks and possible extensions. Finally, Appendix A provides technical results of FSCO
and U-PB.

1.1 Basic definitions and notation

Let R denote the set of real numbers. Let Ry (resp., Ro 1) denote the set of non-negative real numbers (resp.,
the set of positive real numbers). Let R™ denote the standard n-dimensional Euclidean space equipped with
inner product and norm denoted by (-, -) and || - ||, respectively. Let log(:) denote the natural logarithm.

For given ® : R" — (—00,+], let dom ® := {z € R™ : ®(x) < oo} denote the effective domain of ¢ and
® is proper if dom ® # (). A proper function ® : R” — (—oo, +00] is p-convex for some p > 0 if

a(l — oz)uH

®(az + (1 - a)y) < a@(z) + (1 - a)2(y) - ——

z—y|?

for every z,y € dom® and o € [0,1]. Let Conv, (R™) denote the set of all proper lower semicontinuous
p-convex functions. We simply denote Conv,, (R™) by Conv (R™) when p = 0. For € > 0, the e-subdifferential

IPaper [23] removes the assumption that ¢. is known but forces its method to make multiple parallel calls to the universal
oracle.



of ® at x € dom ® is denoted by
0:P(z) :={s e R" : ®(y) > ®(x) + (s,y —z) —¢,Vy € R"}.

We denote the subdifferential of ® at € dom ® by 0®(z), which is the set dy®(x) by definition. For a given
subgradient ®'(z) € 0®(z), we denote the linearization of convex function ® at x by ¢g (-, z), which is defined
as

lo(-,z) = B(x) + (D' (2),  — ). (2)

2 A framework for strongly convex optimization

This section presents a general framework, namely FSCO, for convex optimization problems and establishes
both functional and stationary complexity bounds for any of its instances. These results will then be used in
Subsections 3.1 and 3.2 to analyze the complexities of two specific algorithms, namely: U-CS and U-PB. This
section is divided into two subsections. Subsection 2.1 focuses on the functional complexity analysis, while
Subsection 2.2 provides the stationary complexity analysis.

FSCO is presented in the context of the convex optimization problem

b, := min {§(x) : 2 € R") 3)
for which the following conditions are assumed:

(A1) the set of optimal solutions X, of problem (3) is nonempty;

(A2) ¢ € Conv,, (R™) for some p > 0.

Clearly, the HCO problem (1) with the assumptions described underneath it is a special case of (3) where

o= f+h.
We now describe FSCO.

FSCO

0. Let x € [0,1), € > 0, and & € dom ¢ be given, and set k = 1;

1. Compute A, > 0, I', € Conv (R™), Iy < ¢, and §; € dom ¢ satisfying

)+ i~ P~ i {0 + 53—l < (@

and set )
iy := argmin { T (u) + ——|ju — 251 ]|% ¢ ; (5)

s 2

2. Check whether a termination criterion holds and if so stop; else go to step 3;

3. Set k< k+ 1 and go to step 1.

FSCO does not specify how sequences {Zx} and {gi} are generated, how models {f‘k} are updated, and
how stepsizes {\;} are computed. Rather, it provides sufficient conditions on these sequences to ensure that
its instances are u-universal.

The complexity analysis of FSCO requires two additional assumptions, namely:

(F1) there exists v € [0, u] such that T’y € Conv,, (R™);

(F2) there exists A > 0 such that Ay > A for every iteration k of the FSCO.



2.1 Functional complexity analysis

This subsection studies the iteration complexity for the framework FSCO to obtain an iterate g such that
d(Jx) — ¢« < &. Its main result is stated in Theorem 2.3.
The following lemma will be useful in the sequel.

Lemma 2.1 Consider sequences {@x}, {Gx}, {Tx}, and {\.} generated by FSCO. Define for k > 1,

R (6)
Ak
ik = &(Gk) — Tr(&x) — (Br, 91 — 2x) (7)
where ~ y R A y
R T S T 0
Then for k > 1, we have:
a) 51, € AT (&%) and for every u € R™,
Tj(u) > Ti(@k) + (5pu — k) (9)
b) 3k € 95, $(Gr) and
0 < 22Xk < 2Mke — (L4 vAR) |5k — 2ell* + (L =201 — Zr-a ]| (10)
¢) for any x € [0,1) and every u € dom ¢, we have
~ ~ . - R —_ l/ R %]
) 2 30) + (5w — g + X g2 - ()

Proof: (a) The optimality condition of (5) yields 0 € Ok (i) + (&% — Zx—1)/ M. This inclusion and the fact
that 0Ty (u) = 0Tk (u) + vu for every u € R™ imply that
T W OD (i) — e
k
where the identity is due to the definition of § in (6). Hence, the inclusion in a) holds. Relation (9)
immediately follows from the inclusion in a) and the definition of the subdifferential.
(b) It follows from the relation ¢ > I’y (see step 1 of FSCO) and the definition of ¢ and Ty in (8) that

¢ > T'). This inequality, (9), the definition of 7 in (7) imply that for every u € dom ¢,

0 € oLy (&x) + vy +

- - 9) ~ -
3(w) > Tulw) > T(@n) + G — &) 2 $) + G — o) — i

which yields the inclusion in b). Taking u = g in the above inequality gives 7, > 0, and hence the first
inequality in (10) holds. Using the definitions of 5; and 7 in (6) and (7), respectively, the definitions of ¢
and ' in (), and (4) and (5), we have

- (7),(8) N A, Vo N SN .
e = (k) — Tk(ffk) +3 (12el® = 19el?) = (8rs G — &)

(4),(5) 1 ) )
< e Hyk — & + oy Ika — &p|?] + (||»T/c||2 —1901?) = (5k, G — 1)
(6) 1 . . T — Tp— PP
= €*7Hyk*$k 1| + oy ||Ik*$k * + (||Ik||2* I19x1%) + <)\k1+mk,ykxk>
= +7Hyk— Feall® = 5l — 2l —*H:l)k—ﬁkﬂz-
2k )\k 2
Hence, the second inequality in (10) holds. }
(c¢) Using the inclusion in b), the fact that ¢ is (u — v)-convex, and Lemma A.1 of [18], we have for any

¢ € (0,00] and every u € dom ¢,

B(u) > d(ijk) + (Gt — G) + 5 —lu— Gell* = (1 + )i

w—
(1+<)

Now, (11) follows from the above inequality with ¢ = (1 — x)/x where x is as in step 0 of FSCO. n
Before showing Theorem 2.3 on the complexity of FSCO, we also need the following Proposition 2.2.



Proposition 2.2 Consider sequences {Zy}, {gx}, and {\c} generated by FSCO. For every u € R™, we have
for every k > 1, u € R™, and x € [0,1), we have:

X+ Nk = rl2 < (1= ) llErr — 2l + 2hee. (12)
and
) 2M\e . 2 - 2

27k [0(g) — o(w)] < T v [Eh—1 — ull” = (L + o) [|2x — ull", (13)

e AL+ 13) + x(1— )

A (L+ pd) + x(p— v

=og()\) := . 14
o=0oQ) L4 pd + xA(v — p) 1)
Proof: Let A(u) := ||Zx—1 — u|* — (1 + vAp)||Zx — u||?. Since A(u) is a quadratic function in u, its Taylor’s

expansion gives
X N N 1 N X X
Au) = AGe) + (VA@R), v = i) + 5 (V2A@Gr) (w = i), w = Gr),
where V2A(gy) = —2vA\ I and

. 6 . -
VAG) = 2(gk — Erp—1) — 2(1 + v ) (G — @) (:) —2UA Uk — 2 Sk-
Using the above formulas, we have for A(u) — A({) the expresssion

&kt — ull® = (L+vXe) @ — ull* = (|8-1 — Gell® — 1 + v A0 [| 2k — 9x]I7)

= —2Xe(Vik + Fryu — Gx) — vAk|lu — Gxl1? = =20 (B, u — G1) — vAe([Jull® = (|9 1?)
an - x(p —v X Tk X

> 22X | 6(G) — d(u) + %Hu — gl - e vAe(llul® = 1|9]1%)

25Tk

1—x’

o [6(n) — d(w)] + x (1 — v)Millu — il — (15)

where the inequality is due to (11) and the last identity is due to the definition of ¢ in (8). Rearranging the
terms in (15) and using Lemma 2.1(b), we have

k-1 = ull® = (14 vXe) & — ull® = 27k [6(Gx) — d(u)]

(15) . . . 261k
> [|&r—1 — Gll” = (L4 vX)l1Ek — Gell® 4+ x (1 — V) Aellu — Gill* —

1_
(10)  2Xpe 14+ v .
R N (RN AT
—x 1_
where in the last inequality we have used Assumption (F1).
Rearranging the terms and using Assumption (F1), we have
. 2, .
27k [0 (1) — d(u)] <= =t k-1 = ull* = (1 +v) &, — ul?
1+vA "
(TR = ul? + = m)ale = ). (16)

It is clear that (12) follows from (16) with u = z, and observing that ¢(gx) — ¢(x,) > 0. Using the triangle
inequality and the fact that (a; + ag)? < (by' 4 by M) (a3by + a3by) with (a1, a2) = (|x — 9|, [|u — 9x]|) and
(b1, b2) = (1 +vA)/(1 = X), (u = v)A) we have

1—x 1 1+vA
s a2 < £ —0ull? + (= ) A|u — 91? ) . 17
o= l? < (525 + ) (T bon = el + (= vl aul? a7)

Plugging the above ineqaulity into (16), we have

2\,€ .
2N sl
- X

20k [0(Gr) — ¢(u)] <

-1
1—x 1 N 2
1 A —
+V+X<1+V>\+(MV))\> ]xk ul|?,



which is the same as (13) after simplification. (]

Before giving the first main complexity result for FSCO, namely, a complexity bound for obtaining a &-
solution of (3), we first introduce some terminology used throughout our analysis. Let x, denote the closest
solution of (3) to the initial point &g of FSCO and let dy denote its distance to &g, i.e.,

o — .| = min{la — dol| s @ € X.},  do = 170 .. (18

Theorem 2.3 For a given tolerance &€ > 0, consider FSCO with € = (1 — x)&/2, where x € [0,1) is as in step
0 of FSCO. Then, the number of iterations of FSCO to generate an iterate gy satisfying ¢(Jx) — ¢ < € is at

most 1 1 1 Aopd? d?
. . 0HGg 0

fi g):=min<{min|—(1+—),1+—|log |1+ — ,. 19

Cpunc (&) ' { ' {X ( Au) ’ )\1/] g( AE ) Y (19)

Proof: It is easy to see that (13) with u = x, where x, is given by (18) satisfies (93) with o is as in (14) and

€
1—x"

Ve =2X\e, Nk =0(Gk) — i, i = ||Ep — 2, 0= (20)

Also, note that

=E.

2
y=2)\, 2= -——

It follows from Lemma A.1(c) with the above parameters and the definition of ¢ in (14) that the complexity
to find a &-solution is

. [140 od3\ di) (4 . (T+vA)(1+ pA) od?\ d3
1 1+ — — 5 = 1 1+ — — 5. 21
min {1 g (1 58 ) G} min { TS s (14 52) )

Since x € [0, 1), it is easy to verify that

L2 S

v(1+pA) +x(p—v) = xp

and hence that

(1+2vA)(1+ uA) <1+uA_1(1 1)
AT+ pd) +x(p—v)] = xAn X A/
Moreover, noting that x € [0,1) and p > v, we also have

(1 +vA)(1+ p) 1
) -] =

v
Combining the above two inequalities, we obtain

(14+vA) (14 pd) _f1 1 1
Mo ) + i —)] <mm{x (” Au> ’”Au}'

The result now immediately follows from (21), the above inequality, and the fact that

< A+ pd) +x(p = v)] SA(V+X(H_V)) <o (v+"(“_”)) < Xo (v + (1 — 1)) < Aop.

- 14 pA 14 pA 1+ puro
m
We now comment on the complexity bound obtained in Theorem 2.3. First, the bound
(1 1 1 Xopud?
—(14+—), 14+ — 1 1+ —— 22
{5 (1 57) 1+ 55 s (1425 -
implied by (19) is meaningful only when x > 0 or v > 0 (otherwise, it should be understood as being infinity).
Second, the validity of the second bound in (22) is well-known and can be found for example in [7, 15]. Third,



if 4> v (see the assumption (F2) in Section 1) and x is sufficiently close to one, the smallest term in (22) is
the first one, in which case (19) reduces to

1 1 Nopd? /1
{14+ —)log 1+ 2220 = — ).
x(+M>Og<+ AE © Ap

Fourth, since the second bound does not depend on v, p and x, it holds for any parameters p > v > 0 and
x €[0,1).

The drawback of using the termination criterion ¢(Z) — ¢. < £ is that it requires knowledge of ¢.. The
next subsection presents the complexity of FSCO to obtain a point satisfying a stopping criterion that is easily
checkable for any instance of (3).

2.2 Stationarity complexity analysis

This subsection studies the iteration complexity for FSCO to obtain a near-stationary solution of (3) (see the
definition below). Its main result is stated in Theorem 2.8.
We start by defining the notion of near-stationary solutions considered in this subsection.

Definition 2.4 A triple (xz,v,n) is called ¢p-compatible if it satisfies the inclusion v € Oy¢(x). For a given
tolerance pair (p,€), a ¢-compatible triple (x,v,n) is called a (p,€)-stationary solution of (3) if it satisfies
loll < p and n < &.

We now comment on the benefits of using near-stationary solutions as a way to terminate an algorithm.
First, many algorithms, including the ones considered in this paper, naturally generate a sequence of ¢-
compatible triples {(yk, Sk, x)} where the sequence of residual pairs {(Sk, &)} can be made arbitrarily small
(see Proposition 2.7 below). As a consequence, some (g, 5k,&x) will eventually become a (p, é)-stationary
solution of (3). Moreover, verifying this only requires checking whether the two inequalities ||5x| < p and
€ < € hold as the inclusion 3§, € 95, ¢(¥x) is guaranteed to hold for every k > 1. Second, this notion is related
to the one considered in Subsection 2.1 as follows. If (g, Sk, k) is a (p, €)-stationary solution and dom ¢ has
a finite diameter D, then it follows that gy is a (€ + Dp)-solution of (3).

The following lemma will be useful to derive such complexity for stationary conditions:

Lemma 2.5 For every k > 1, define

yr = argmin{¢(y) : y € {J1,---, Ux}} (23)
and
k
Se=>_(1+0) 1) (24)

where o is as in (14). Then, for every u € dom ¢, we have:
20 — ull? — (1 + o)*]| &y — ul? €
QSk 1- X

||.@ . ||2 < d% n 25‘Sk
P =0 o T =)0+ o)k

P(Uk) — d(u) <

where x, and dy are as in (18).

Proof: First note that (13) is a special case of (93) with

€
1—x’

Ve =2Xes Mk =0(0k) — O(u), ap =& —ul?, &=

Then, (25) follows from Lemma A.1(a). It is also easy to verify that (13) with v = =z, satisfies (93) with
parameters as in (20). Then, (26) follows from Lemma A.1(b). L]



Lemma 2.6 For every k > 1, we have

N N Ské‘
||x0xk||2§4<dg+ 1_X>’ (27)
1 8Sk8
to— gul? < = [ 5d%2 + —= ). 28
120 — Tkl _X< 0+1—X (28)

Proof: Using (26) and the fact that o > 0, we have for every i € {1,2,...,k},

”2 (26) dg - 2eS; ' <d2+ 2e5;
(1+0)  (1-x)(1+0) = 1-

It follows from the triangle inequality that

QESk

<d§+1_x

[2: — = <

120 = 11 < (0 — @al| + ll2x — 24l)* < 2 [df + |25 — 2.]1?] -

which together with (29) implies (27). Using the triangle inequality and the fact that (a; + ag)? < (by* +

by ) (21 + a3bs) with (a1, az) = (|0 — &, [x — gi]) and (br, bs) = (1, x(1 + vA)/(1 - x)), we have
120 — gll* < (20 — fka + &k — gll)?
1 —1—1//\)
} RN )
b ) [0 - e+ X R - e
(12) 1 2Xe
<1 (xo — @ ” + k1 — @l + = ) ’ (30)
X L=X
where the last inequality is due to (12). Noting that g = ¢; for some i € {1,2,...,k}, and using (27), (29),
and (30), we have
( ) 1 2 2)\18
120 — gx* = ll2o — gill* 120 = &il1* + i1 — 2 + 7=
X - X
(27),(29) 1 48, 2S5, 2\ 1 89
< (4d3+ Ok @ ok +€) §<5d3+ o ’“),
X L—=X I-x T-x X I=x
where the last inequality is due to the fact that S, > (1 + o)""1\; > \;. Hence, (28) is proved. m

The following results shows that FSCO naturally generates a sequence of residual pairs {(0y,éx)} such
that (2, Ok, £x) is ¢-compatible for every k > 1 and provides suitable bounds for it.

Proposition 2.7 For every k > 1, define

o do—r  _ 2o — gkll* = @k — gkl? 3
- n 31
Sk ’ k 25}, 1—x ( )

where gy is as in (23). Then, the following statements hold for every k > 1:
a) Sk € 9¢e, (Ur):
b) the residual pair (3,&k) is bounded by

2d 2 o — Uk
ol < 20y g Moo BlD e )
5. V0% B I-x

where Sy, is as in (24).

Proof: (a) Using (25) and the fact that o > 0, we have for every u € R,

_ 20 — ul® — [|&) — u|? £
— <
) — o) < - b
_ NlEo — gkll® — 12k — ill* + 2(Z0 — &p, g — w) L€
25 1-x

(2) <§kvgk - U> + gku



where the last identity is due to the definitions of §; and & in (31). Hence, the statement holds.
(b) Using the triangle inequality, (26), and the fact that v/a + b < y/a + V/b, we have

dotlltn el 0 dy L[ d V%S
S s S \Varer Vai-aTor)

Hence, the first inequality in (32) follows from the fact that o > 0. Moreover, the second inequality in (32)
follows immediately from the definition of & in (31). L]

The following Theorem 2.8 provides the complexity for stationary conditions announced in the beginning
of this section.

1851l <

Theorem 2.8 For a given tolerance pair (¢,p) € R3,, FSCO with

1— e
e, e=X2X° (33
10
generates a triple (yi, Sk, €x) satisfying
Sk € 005, (), ISkl <p, Ex<é (34)
i at most ) ) .
win {min [X (1 n M) a1y M} log [1+ AoB(E )] ﬁ(é,m} (35)
iterations where A P
. 1 (4dxé  5dy
== 2%, 36
o =5 (15 + 22 (30)

Proof: First, it follows from Proposition 2.7(a) that the inclusion 5; € d¢¢, (gx) holds for every k > 1. We
next show that the number of iterations required for (34) is at most

ko := min {1—;—0 log 1+ op(¢,p)],B(E, ﬁ)} . (37)

Hence, it suffices to show that ||5;]] < p and & < ¢ for every k > kg. Using the definition of Si in (24),
assumption (F2), and (98), we have

k
] (98) ok/(140) _ 1
S > A E (I4+o0)y! > /\max{e,k}. (38)
j=1

g

It is easy to verify that for every k > kg, we have

Sk > AB(E, p). (39)
It immediately follows from the inequality that a? + b? > 2ab and the definition of 3(Z, p) in (36) that
4dy
2 D) > . 40
B(é, p) = Y (40)

Using Lemma 2.6, Proposition 2.7(b), (33), the definition of (£, p) in (36), and the above observation, we
have

(259 2dy  V/XE GO0 BE NG \/BE PAS

_ 7 41

Il = S TS S s, 2/5% (4D
(28),(32) 2 (33) 2 2 (36) 2 AN 2

g K 5dg 4e 4 _€ z 5d§ L€ 2 B(E,p)Aé € (42)
2xSr x(1—x) 1—x 2xSE 2 25} 2

Finally, plugging (39) into (41) and (42), we conclude that ||3;|| < p and &, < € for every k > ko, where kg is
as in (37). It follows from the same argument as in the proof of Theorem 2.3 that (35) is an upper bound on
ko. Finally, we conclude that the theorem holds. [

We now make some remarks about Theorem 2.8. In contrast to Theorem 2.3, it does not apply to the case
where y = 0 because the quantity 3(¢, ) that appears in (35) depends on x~! (see in (36)). The following
result considers two special cases which cover the case xy = 0.



Theorem 2.9 For a given tolerance pair (€, p) € R?H, the following statements hold for FSCO with x € [0,1):

a) if dom ¢ is bounded with diameter D > 0, then FSCO with ¢ = (1 — x)é/2 generates a triple (G, Sk, Ex)
satisfying (34) within a number iterations bounded by (35) but with 5(&, p) now given by

2 (26 di+ D?
ﬁ(eﬁf)):/\(;JrO;); (43)

b) the special case of FSCO, where e = (1—x)E/6 and g, = &y, for every k > 1, generates a triple (g, Sk, &k )
satisfying (34) within a number iterations bounded by (35) but with B(£,p) now given by

6(6,;3)—;1\( 2 —i-df%>. (44)

3p2  é

Proof: a) Since g and z. are in dom ¢, it follows from the boundedness assumption that ||gx — z.| < D.
Using the inequality and the triangle inequality, we have

120 = grll* < (120 — @]l + [l — gxl)? < 2(dg + D?).
Thus, it follows the second inequality in (32) and the fact that e = (1 — x)&/2 that

(32) 2 2 2 M3) B pIN &
LD BED L BEHNE €
Sk 2 QSk 2
where the last inequality is due to the definition of (¢, ) in (43). Similarly, using the first inequality in (32),
the fact that e = (1 — x)é/2, and (43), we have

2 2o VE D 8E0N | VBEN
S TV T 28, 2vVS,
where the second inequality is also due to the observation that 5(€,p) > 4do/(Ap) in view of (43). Finally,
the rest of the proof follows from the same argument as in the proof of Theorem 2.8.
b) Since § = &y, for every k > 1, we know g = §; = @; for some i € {1,2,...,k}. This observation, (27),
and the second inequality in (32) imply that

G2 |l#o — &l e (D 2d3 2¢5; e 2 3
< + =2 <

< + + < )
2Sk 17}( Sk (1*X)Sk 17)( Sk 17}(

where the last inequality is due to the fact that S; < Sy for i < k. It follows from the fact that ¢ = (1 — x)é/6
and the definition of 8(€, ) in (44) that

202 & (1) B(E,p)NE &
£ < —= — < e
S TS a5 T3

Similarly, using the first inequality in (32), the fact that ¢ = (1 — x)€/6, and (44), we have

L GD2dy o VE U BE PN | /BE DA
[Sell < =+ < NV ’
Sy \/3Sk 25 24/ Sk

where the second inequality is also due to the observation that (€, p) > 4do/(Ap) in view of (44). Finally,
the rest of the proof follows from the same argument as in the proof of Theorem 2.8. [

Compared to the complexity result of Theorem 2.8 (which does not apply to x = 0) where term x appears
in the denominator, the one of Theorem 2.9 (which applies to x = 0) involves a term §(&, p) where the term
X is now removed from the denominator.
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3 Universal composite subgradient and proximal bundle methods

This section presents the two p-universal methods for solving (1), namely, U-CS in Subsection 3.1 and U-PB in
Subsection 3.2. We prove that both methods are instances of FSCO and establish their iteration complexities
in terms of function value and stationarity based on the analysis in Section 2.

We assume that conditions (A1) and (A2) hold for (1). We also assume that

(A3) h € Conv, (R™) for some 0 < v < y;

(A4) f € Conv (R™) is such that domh C dom f, and a subgradient oracle, i.e., a function f’':domh — R"
satisfying f'(x) € df(z) for every & € dom h, is available;

A5) there exists (M, L;) € R2 such that for every z,y € dom h,
s +
1" (@) = f'()ll < 2My + Ly ||z — y].
It is well known that (A5) implies that for every x,y € dom h,
Ly
Fla) =Ly (z3y) < 2Mfllz =yl + o7l —y[2. (45)

Also, for a given tolerance € > 0, the fact that the set Q := {(My,Ly) € R : (A5) holds with (My, Ly)}
is a (nonempty) closed convex set implies that there exists a unique pair (M, Ly) := (M¢(¢),Ly(¢)) that
minimizes M)% +eLy over () (referred to as the e-best pair).

3.1 A universal composite subgradient method

The U-CS method is a variant of the universal primal gradient method of [21] by introducing a parameter
X € [0,1). It can also be shown as an instance of FSCO, and we thus establish its complexity using the analysis
in Section 2. The method is described below.

U-CS

0. Let &9 € domh, x € [0,1), Ao > 0, and £ > 0 be given, and set A = Xy and j = 1;

1. Compute

1
T = argmin Ef(u;fr:j_l)—kh(u)—|—fHu—i‘j_1H2 ;
u€ERn 2A

2. If f(x) — £y(2;25-1) — (1 — )|z — £j-1]|%/(2)) < & does not hold, then set A = A\/2 and go to step 1;
else, go to step 3;

3. Set A\; =\, 2; =2, j< j+1, and go to step 1.

We now make some remarks about U-CS. First, no stopping criterion is added to it since our goal is to
analyze its iteration-complexity for obtaining two types of approximate solutions, i.e., either a &-solution (see
Theorem 3.2 below) or a (p, é)-stationary solution (see Theorem 3.3 below). Second, U-CS with x = 0 and
€ = £/2 is exactly the universal primal gradient method analyzed in [21]. Hence, with the introduction of the
damping parameter y, U-CS can be viewed as a generalization of the method of [21].

The following result shows that U-CS is an instance of FSCO and that assumptions (F1) and (F2) of
Section 2 are satisfied.

Proposition 3.1 The following statements hold for U-CS:

a) {Ax} is a non-increasing sequence;

11



b) for every k > 1, we have

%y = argmin {Kf(u;fckl)—i—h(u) o —Ju — &g 1|| } (46)
u€cR™
Flan) = £y (rs 1) + 2 T ||1'k—33k 1? <e, (47)
1_
e > Ae) = mind =0 L (48)

4 (35 + <L)
¢) U-CS is a special case of FSCO where:

i) g = &g and Ty(-) = L5 (5 25_1) + h() for every k > 1;
i1) assumptions (F1) and (F2) are satisfied with A = A(e) given by (48) and v from assumption (A3).
Proof: a) This statement directly follows from the description of U-CS.

_b) Relations (46) and (47) directly follow from the description of U-CS. Using (45) with (M, Ly, u,v) =
,L¢,Zr,Tr—1) and the inequality a* 4+ b* > 2ab for a,b € R, we have
My, Ly, &g, 2 d the i lity a® + b* > 2ab f beR h

. SN (45) T
f(@k) = Lp(@g; Bp—1) + o Ika—xk 117 < 2My|| &k — Zpa |l + f||$k—$k 112+ 2X>\ &k — Zr—1®
_ x—MNeaLp.
o R e A
k—1
—_—2
21 M
< ORIy (49)
I_X_/\k—lLf

Observe that Ap—1 < (1 — X)E/(Q(M?c + L¢e)) implies that Aj_1 < (1 — x)a/(2M§» + Lye), and hence that

=2
WMy
1-— X — /\k-—lLf

The above inequality and (49) thus imply that (47) holds with A, replaced by Ax_;. This indicates that if A

is small enough, then it will remain unchanged. Therefore, following from the update scheme of X in step 2 of
U-CS, there is a lower bound A(e) as in (48).

¢) Relations (46) and (47) are the analogues of relations (4) and (5) of FSCO with § = & and ' as in

(i). Inequality (48) shows that Assumption (F2) is satisfied with A = A(¢). Finally, in the k-th iteration of

U-CS, the model T'y, for ¢ = f + h being simply the linearization £;(-, 1) + h(-) with i € Conv, (R") for

some 0 < v < pu (from Assumption (A3)), we obtain that Assumption (F1) is satisfied. L]

We are now in a position to state the main result for the functional complexity of U-CS.

Theorem 3.2 Let € > 0 be given and consider U-CS with € = (1 — x)&/2, where x € [0,1) is as in step 0 of
U-CS. Then, the number of iterations of U-CS to generate an iterate Ty, satisfying ¢(Zy) — ¢ < € is at most

min {mln [x < Q;i )> 1+ Qiff)} log (1 + AO’”Qg_J;(E)d%> 7 def } {2 AOQf w (50)

where

5 = 80, (-1, 8L
GE =t (AO +(1><)2> (51)
Proof: Define )

= 4)\Q(Mf —|—€z]f)

k= ’élogmax{(lx)s,l}“ . (52)
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Observe that \g/2% < \(¢) for k > k, and from Lemma 3.1 that we cannot halve A more than k iterations. It
follows from e < & that M? +eLly < M? + &Ly, which together with e = (1 — x)&/2 implies that

k< {QIOg)\OQgJC(E)-‘ .

Therefore, the second term on the right-hand side of (50) gives an upper bound on the number of iterations
with backtracking of \. We now provide a bound on the number of remaining iterations to obtain a &-solution
with U-CS. Theorem 2.3 (which can be applied since we have shown that U-CS is a special case of FSCO)
gives for U-CS the upper bound

min {min [i (1 * A(i)u> 1+ A(iw} o (1 * AAO(SZQ ) | Age—} (59)

on the number of the remaining iterations (where A is not halved) required to find an e-optimal solution of
(1) with A(e) given by (48). Using the inequality

1 4(M5 +<Ly) 1 a(M5+<Ly) 1
—— =maxy —————, — p < ———— + —|
Ale) (I-=x)e Ao (1—x)e Ao

the assumption that € = (1 — x)&/2, and the definition of Q¢(€) in (51), we conclude that 1/A(e) < Q(€)/e.
This observation and (53) thus imply that the first term in (50) is an upper bound on the number of the

(54)

remaining iterations (where A is not halved). This completes the proof. n
We now make some comments about Theorem 3.2. First, Theorem 3.2 applies to any x € [0, 1), and hence
to the universal primal gradient method of [21]. In this case, if Ay ! = O(1), then the strong convexity part of
the bound in (50) is
—9 .
- 3 (M L
o(%)z(’)(erf), (55)
VE VE v
which is identical to the one in Proposition C.3 of [17]. Second, if x > 0 and Ay = O(1), then the complexity
bound (50) is also
—92 .
- g ~ (M, L
O(Qf(6)>o L2y, (56)
XHE XHE XM

which is smaller than (55) whenever yu > v. For example, if x = 1/2 and p > v, then (56) is quite smaller
than (55). In summary, the performance of the U-CS with the damping parameter x > 0 depends on the
strong convexity parameter p of the overall objective function ¢ and hence is potentially more universal than
the universal primal gradient method of [21] whose complexity bound depends only on the strong convexity
parameter v of the composite function h.

The following result states the complexity of stationary complexity of U-CS.

Theorem 3.3 For a given tolerance pair (¢,p) € R2 ., consider U-CS with x € [0,1) and e = (1 — x)é/6.
Define g, as in (23) with sequence {gy} replaced by {&y}, and let 5, and & be as in (31) where the sequence
{&1} is generated by U-CS. Then for every k > 1, U-CS generates a triple (yi, 5k, &x) satisfying (34) within a
number of iterations bounded by

win i [ (1+ S0 1+ SO g, 420 (£ BY) [ 020] g

where

AN , ~ ~ d2 R 24M 1 24Z
c(é7ﬁ>=1+w§(€)(3;z+;>’ @sle) = ﬁ+ (Ao+(1;)2>'

Proof: Same as in the proof of Theorem 3.2, integer k given by (52) gives an upper bound on the number of
iterations where X is halved. Using ¢ = (1 — x)é/6 and M? +ely < Mfc + Ly, we have that

i < [210 )\OQS( )—‘,
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which gives the second term on the right-hand side of (57). Next, using Theorem 2.9(b) (observe that this
theorem can be applied to U-CS since we have g, = & for U-CS and we consider the possibility for x to be
0), the number of remaining iterations to satisfy (34) is upper bounded by

min {min E( (1 + A(i);) 1 A(i)y} log [1+ AopB(E, )] , B, ,a)} (58)
where o ﬁ (322 ) dj)

with \(e) given by (48). Now, using the inequality (54), the assumption that ¢ = (1—x)&/6, and the definition
of Qs(é) in (51), we conclude that 1/A(e) < Qs(€)/é. This observation and (58) then imply that the first
term in (57) is an upper bound on the number of the remaining iterations (where A is not halved) required to
satisfy (34). This completes the proof. L]

Tt is easy to see that when )\ is large, x is close to 1, and u > v, the upper bound (57) on the number of
iterations for U-CS to generate a triple (g, 5k, &x) satisfying (34) reduces again to (56).

3.2 A universal proximal bundle method

This subsection describes the U-PB method and establishes its iteration complexities. More specifically, § 3.2.1
describes U-PB and states the main results, namely Theorems 3.6 and 3.7, and § 3.2.2 is devoted to the proof
of a technical result (i.e., Proposition 3.4) that is crucial to the proof of the main results. Conditions (A1)-(A5)
are assumed to hold in this subsection.

3.2.1 Description of U-PB and related complexity results

The U-PB method is an extension of the GPB method of [17]. In contrast to GPB, we use an adaptive stepsize
and introduce a maximal number N (which can be as small as one) of iterations for all cycles. Similarly to
U-CS, U-PB is another instance of FSCO and we establish both functional and stationary complexities for
U-PB using the results of Section 2. Compared with the complexity results in [17], those obtained in this
paper are sharper, since they are expressed in terms of j1 = g instead of pp,.

U-PB is based on the following bundle update (BU) blackbox which builds a model f;, + h for f + h on
the basis of a previous model fas of f and of a new linearization £;(-,z) of f. This blackbox BU(x°, z, far, \)
is given below and takes as inputs a prox-center x¢, a current approximate solution x, an initial model f;; for
f, and a stepsize A > 0.

BU(2% , fu, A)

Inputs: A € Ry, and (2 z, fir) € R® x R™ x Conv(R™) such that fy; < f and

1
2 = argmin {fM(u) + h(u) + —=ju— xc||2} .
ueR” 2

Find function f1\+/[ such that
fir € Conv(R™),  max{f ¢;(s2)} < fif < f, (59)

where £4(+;-) is as in (2) and f is such that

F<f TeCam(®), Fa) =i, o=ogmin {70+ hw)+ grle-a PP} o0

uER™

Output: fl\t[.

In the following, we give two examples of BU, namely two-cuts and multiple-cuts schemes. The proofs for
the two schemes belonging to BU can be provided similarly to Appendix D of [17].

14



(E1) two-cuts scheme: We assume that fys is of the form fy; = max{Ay,¢;(-;27)} where Ay is an affine
function satisfying Ay < f. The scheme then sets A}'() = 0As(-) + (1 — 0)ls(-;27) and updates f}; as
()= max{AJT(-),ff(ﬁ x)}, where 6 € [0, 1] satisfies

%(m — ) 4 Oh(x) + OV A; + (1—0)f'(z7) 30,

0A¢(z) + (1 —0)ls(z;27) = max{Ay¢(z), lf(z;27)}.

(E2) multiple-cuts scheme: We assume that fjs has the form fy; = fas(-; B) where B C R™ is the current
bundle set and fas(-; B) is defined as fas(-; B) := max{¢;(-;b) : b € B}. This scheme selects the next
bundle set B so that B(z) U{z} C BT C BU{x} where B(z) := {b € B : {;(z;b) = fm(z)}, and then
outputs fi; = far(; BY).

Before giving the motivation of U-PB, we briefly review the GPB method of [17]. GPB is an inexact
proximal point method (PPM, with fixed stepsize) in that, given a prox-center &;_; € R™ and a prox stepsize
A > 0, it computes the next prox-center Zj as a suitable approximate solution of the prox subproblem

. . 1 R
% ~ argmin {(f—l—h)(u)—i— 2>\|u—xk_1||2}. (61)
uER™

More specifically, a sequence of prox bundle subproblems of the form

. 1 A
x; = argmin {(fj—i-h)(u)—i-2>\|u—azk1||2}7 (62)
ueR™

where f; < f is a bundle approximation of f, is solved until for the first time an iterate x; as in (62)
approximately solves (61), and such x; is then set to be #;. The bundle approximation f; is sequentially
updated, for example, according to either one of the schemes (E1) and (E2) described above.

U-PB is also an inexact PPM but with variable prox stepsizes (i.e., with A in (61) replaced by A) instead
of a constant one as in GPB. Given iteration upper limit N > 1 and prox-center &,_1, it adaptively computes
Ak > 0 as follows: starting with A = A;_1, it solves at most N prox subproblems of the form (62) in an
attempt to obtain an approximate solution of (61) and, if it fails, repeats this procedure with A divided by 2;
otherwise, it sets A\ to be the first successful A and zj, as described in the previous paragraph.

U-PB is given below.

U-PB

0. Let 29 € domh, \; = XA >0, x € [0,1), € > 0, and integer N > 1 be given, and set yo = &, N = 0,
j=1,and k= 1. Find f; € Conv(R") such that £;(-;20) < f1 < f;

1. Compute z; as in (62);

2. Choose y; € {x;,y;—1} such that

X R . X R X .
?(y;) + 5”%‘ — &p—1/]> = min {¢($J‘) + 5”1‘]‘ — &r-1l? olyj-1) + 5”%‘4 - xk—1|\2} ; (63)

and set N =N + 1 and
_ X o 2 1 . 2.
ty = o(y;) + ﬁﬂyj = Zp—1l|* = { (f5 + h)(x)) + 5”%‘ —Zp-1ll” ) (64)

3. If t; >z and N < N then
perform a null update, i.e.: set fj11 = BU(Zk_1,2;, fj, A);
else
iftj>5andN:N
perform a reset update, i.e., set A  \/2;
else (ie., t; <ecand N < N)
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perform a serious update, i.e., set T3, = z;, Iy = fi+h 0=y, de = A, and b« k4 1;
end if
set N =0 and find f;11 € Conv(R"™) such that £;(-;Zx_1) < fj+1 < f;

end if

4. Set j + j+ 1 and go to step 1.

We now give further explanation about U-PB. U-PB performs three types of iterations, namely, null, reset,
and serious, corresponding to the types of updates performed at the end. A reset (resp., serious) cycle of U-PB
consists of a reset (resp., serious) iteration and all the consecutive null iterations preceding it. The index j
counts the total iterations including null, reset, and serious ones. The index k£ counts the serious cycles which,
together with the quantities zy, 9, and I computed at the end of cycle k, is used to cast U-PB as an instance
of FSCO. All iterations within a cycle are referred to as inner iterations. The quantity N counts the number of
inner iterations performed in the current cycle. Each cycle of U-PB performs at most N iterations. A serious
cycle successfully finds t; < e within N iterations, while a reset cycle fails to do so. In both cases, U-PB resets
the counter N to 0 and starts a new cycle. The differences between the two cases are: 1) the stepsize \ is
halved at the end of a reset cycle, while it is kept as is at the end of a serious cycle; and 2) the prox-center is
kept the same at the end of a reset cycle, but it is updated to the latest x; at the end of a serious cycle.

We now make some remarks about U-PB. First, it follows from the fact that f; < f and the definition of ¢;
in (64) that the primal gap of the prox subproblem in (61) is upper bounded by ¢; + (1 — x)|ly; — Zx—1*/(2\).
Hence, if t; < ¢, then y; is an £;-solution of (61) where ¢; = ¢+ (1 — x)||ly; — #x—1/*/(2)). Second, the GPB
method of [17] (resp., [L5]) computes y; using (63) with x = 0 (resp., x = 1). In the case where x = 1, it can
be easily seen that ¢; is an upper bound on the primal gap of the prox subproblem in (61), and hence that y;
is an e-solution of (61) if ¢; < e. Third, the iterate y; computed in step 2 of U-PB satisfies

y; € Argmin {(b(x) + QX—)\Hx — ;%;C,lHQ cx € {0r—1,%eg, - - .,J:j}} , (65)

where fy denotes the first iteration index of the cycle containing j. In other words, y; is the best point in
terms of ¢() + x|l - —%x_1//?/(2)\) among all the points obtained in the course of solving (62) and the point
yJr—1 obtained at the end of the previous cycle.

The next proposition shows some useful relations about the sequences {Zx}, {gx} and {\r} generated at
the end of the serious cycles of U-PB. This proposition will be proved in § 3.2.2.

Proposition 3.4 Define

— ——2
= 1 40L s ] 32M _
Ule) =¢|— — (1 +log(N)) . 66
O e |5+ L] + o (1 lox() (66)
The following statements hold for U-PB:
a) every cycle in U-PB has at most N inner iterations;
b) each stepsize Ay generated by U-PB satisfies
€
A > =——; 67
L2 (67)

¢) the number of reset cycles is upper bounded by
{2 log )\OZ(E)-‘ ; (68)

d) for a serious cycle, the pair (i, §x) of U-PB satisfies

A 1
2}, = argmin {I‘k(u) + —Ju— §:k1||2} , (69)
weR" 2k
N o £ [T
)+ 2 i — sl = [Euan) + 5 lon — dua ] <. (70)
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The following result shows that serious iterations of U-PB generate sequences {}, {gx}, {\}, and {I'x}
satisfying the requirements of FSCO.

Proposition 3.5 U-PB is a special case of FSCO where:
a) the pair (Tx,yr) satisfies relations (4) and (5);
b) conditions (F1) and (F2) used in the analysis of FSCO are satisfied.

Proof: a) Relations (4) and (5) are given in Proposition 3.4(d).
b) By Assumption (A3) we have that I';, € Conv,, (R") and therefore Assumption (F1) of FSCO is satisfied
for U-PB. Assumption (F2) is given for U-PB in Proposition 3.4(b). L]
We now state the first main result of this subsection where the functional iteration complexity of U-PB is
established.

Theorem 3.6 Given tolerance & > 0, consider U-PB and ¢ = (1 — x)&/2, where x € [0,1) is as in step 0
of U-PB. Let {1} and {{i} be the sequences generated by U-PB. Then, the number of iterations of U-PB to
generate an iterate Gy satisfying &(4x) — ¢« < € is at most

min {min [)1( (N + Rf; )) N4 Bl )} log (1 + ’\O”iJ;\(fe)d%> , dg’f?\ge)} +N {2 log /\Oie(ﬂ (71)

3

where

— ——2
640 _
! 40Lf} L (1 +1og(N)).

Br(&) = _N[/\o 1—x (1-x)2

Proof: Since every serious cycle of U-PB has at most N inner iterations (by Proposition 3.4(a)), the complexity
of serious cycles of U-PB is that of FSCO, given by (19) in Theorem 2.3, multiplied by N (observe that the
functional complexity of FSCO can be applied to U-PB since we have shown in Proposition 3.5 that serious
iterates of U-PB follow the FSCO framework). In this expression, by Proposition 3.4(b), we can bound from
above 1/\ by U(e)/e < Rs(£)/(EN) which gives the first term in (71). By Proposition 3.4(c), the number of
reset cycles is at most (68) which is bounded from above by

[2105;)\0[;(6)-‘ < {21 Aoij\ff( )w

and each of these cycles also has at most N inner iterations (by Proposition 3.4(a)). This gives the second
term in (71) and the result follows. ]
The complexity result of Theorem 3.6 for the case where A\g is not too small, x is neither close to one nor

to zero, and p > v reduces to
=2
- 3 (M
o (Rf(e)) ~0 <f> (72)
UE UE

and we obtain the functional complexity (56) of U-CS. For the case where Ly = 0, the above complexity is
optimal up to logarithmic terms.

We now state the second main result of this subsection where the stationary iteration complexity of U-PB
is established.

Theorem 3.7 For a given tolerance pair (¢,p) € R:,, U-PB with
1 — )2
e, o= X0 (73)
10
generates a triple (§i, Sk, Ex) satisfying (34) in at most

min {min B <N+ R;?) N + Rél(/é)} log C(2, ), Rgfg) <§i§f + 5;5)} +N [2 log )\iji,(é)w (74)

iterations where
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Proof: The complexity of serious cycles of U-PB to satisfy stationarity conditions (34) is that of FSCO, given
by (35) in Theorem 2.8, multiplied by N. In this expression

min {min [)1( (1 + Alu) 1+ Aly} log [1+ AouB(E, )] ﬁ(é,ﬁ)}

where .
B@@=A<

4yé  5d3
= +22, (76)
502 xé

using the expression (73) for &, we can bound from above 1/ by U(e)/e < Rs(€)/(€N) which gives the first
term in (74). By Proposition 3.4(c), the number of reset cycles is at most (68) which is bounded from above

by

MoRs (€
{2 log OR(ﬂ :
éEN
and each of these cycles also has at most N inner iterations (by Proposition 3.4(a)). This gives the second
term in (74) and the result follows. L]

Theorem 3.7 does not hold for x = 0 since the definitions of C(£, p) and Rs(é) in (75) depend on x .
However, if x = 0 and the domain of ¢ is bounded with diameter D, then we can apply Theorem 2.9(b)
to conclude that U-PB with ¢ = (1 — x)&/2 generates a triple (Jx, Sk, &) satisfying (34) within a number
iterations bounded by (35) but with 5(¢, p) now given by (43) and 1/A bounded from above by Wy (€)/é where

— —2
64M _
! 40Lf} I (14 1og(N)).

e =<5+ ]

3.2.2 Proof of Proposition 3.4

To prove Proposition 3.4, we first state Lemmas 3.8 and 3.9. Lemma 3.8 will be used to show Lemma 3.9.
Lemma 3.9 plays an important role in the analysis of the null iterates and establishes a key recursive formula
for the sequence {¢;} defined in (64).

Lemma 3.8 For the j-th iteration of a cycle with prox stepsize A and prox-center Tj_1, define
1 "
mj = (f5 + h)(@5) + oyl — Frall?. (77)
If j is not the last iteration of the cycle, then

Mj+1 — Ty

1 - 2 Zf QMf‘ 2
2 (L=7) 1 bp(zjn325) + h(zjen) + gy llzgen = Ee-all® + | 55+ —= ) llzjen =257 (78)
where )
9 — -
ANM; + €L
r=1—<1+(f€f)> : (79)
Proof: It follows from the definitions of 7 in (79) that
2 _ —9
T (79) — QMf Ly 2Mf
—— ="2L —_— > =4 — 80
21— 1) £ = T (80)
Using the definition of m; in (77), and relations (99) and (101) with v = xj4+1, we have
(17) 1 )
mi+1 = (S +0)(@541) + 5yl — o

(99) 1 A _ 1 A
2 (=) [t + hayn) + grllogns = duall] 4 (F + i) + g5l = il

(101) 1 ) 1
> (1-1) [ff(ﬂﬁjﬂs zj) + h(zj1) + ﬁ”l‘j-i-l - Jfk—1||2] +7 (mj + 5||$j+1 - 9Cj||2> :

This inequality and (80) then imply (78). L]
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Lemma 3.9 The following statements about U-PB hold:

a) for every iteration j that is not the last one of the cycle, we have
€
) (t-3) 81
4175 S 5 (81)
where 7 is as in (79);

b) if i is the first iteration of the cycle and A < (1 —x)/(2Ly), then

=2
ANM
< L (82)
1-x
Proof: a) In what follows, we use the notation
X N
P0) = 60+ Xl el (58)
It follows from the above notation and the definitions of ¢; and m; in (64) and (77), respectively, that
(83),(63) .
tj=v(y;) —m; and P(y;pa) = min{e(z;41),9(y;))- (84)
Using (45) with (My, Ly, u,v) = (M ¢, L¢,zj41,7;) and the fact that ¢ = f + h, we have
Ly 5 _
(@i 2g) + hlzjen) + oz = 257 2 @(ag1) = 2Mgllzjn — 2] (85)
This inequality, the definition of ¢ in (83), and relation (78), imply that
mjq1 — Ty
—2
(78) 1 ) L, 2M;
2 (1=7) by (zja;25) + M@ji1) + gy llzse — &k + ( 2f + ) 241 — ;]| ]
85) 1—71 —2 2 =
2 (o) 2A g = anoal?) + L (2T g — 12— 2B el — )
T (=2 —
(1—7 (w Tjt1) ||%‘a+1 — @] ) (ZMfHJUjJrl = zjl|* = 2M pe|zjn — ﬂfj||)
1—1)e
= (1=7)(xj) - <T’ (86)

where the last inequality follows from the fact that xy < 1 and the inequality a? — 2ab > —b? with a =
2M f||xj41 — ;|| and b = e. Using relations (84) and (86), we conclude that

(84)
tiv1 — 7t =" Y(yj41) — myp1 — T

(86) 1—17)e
< lygan) — 7lmy 1) — (1= Cag) + T
(84) 1—7)e
2 ) — ) — (1 TCgen) + S
(8<4) (1- 7)57
- 2
and hence that (81) holds.
b) Using relations (77), (83), and (84), we have
77),(84 1 R (84) 1 )
e () - Talw) — gy lles — dea S @) — Talas) - —Hxi — g
83
D blas) ~ Tulan) + Xl — k= Fleo) — Filw) + X — el
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where the last equality follows from the facts that ¢ = f + h and I'; = f; + h. It follows from U-PB that if 4
is the first iteration of the cycle, then

fi() 2 L5 (5 1) (87)
Combining the above two inequalities and using (45), we obtain

) x—1

(87 A A
ti < f(wg) = Ly(zi; 1) + N |zi — #—1]?

(45) __ . Ly .

< 2M s — sl + L i — |2+ X
_ R 1—x—AL

= 2M|lzi — 1| - —25 L

-1
2\

2; — 1]

l#; — Ze_1]|.

By maximizing the right-hand side with respect to ||z; — £x—1]| we deduce ¢; < (QAkMi)/(l — X — ALy) and
using the fact that A < (1 — x)/(2Ly), we obtain (82). m

Before presenting the proof of Proposition 3.4, we also need the following technical lemma.

Lemma 3.10 Assume that the proz stepsize A of some cycle of U-PB is such that \ < 5\(5) where

min{ (N -1 (1 —x)exp(—1/2)Ne 1—X} N> 2
SV T v —2 ) — 2 2,
Ae) = 8(M; +€Lf)10g(é\17) L 8M, 2L, )
. —_ £ — o
mm{4M>§’2Lx} if N =1.
f f

Then, this cycle must be a serious one.

Proof: Let i denote the first iteration of a cycle whose prox stepsize A satisfies (88). It suffices to prove that
ty < e where £ =1+ N — 1 is the last iteration of the cycle. We consider two cases: N =1 and N > 2. If
N =1, using Lemma 3.9(b) (which can be applied since A < (1 — x)/(2Ly)) and (88), we have

ANV (59)
te=t; < <e
=X

which shows that the cycle is a serious one (with one iteration only). Let us now consider the case N > 2.
Lemma 3.9 implies that

— 2
81 — — (82) AMNM;
te—g < pN-L (ti—%> <N < 1_;7'1\[_1. (89)

It then suffices to show that the right-hand side of (89) is bounded above by £/2, or equivalently, that

—2
log <(f)\_ﬂf£€> < (N —1)log(t™1). (90)

Using (88), we have

e N -1 e N-—-1

TS (e < AQ ] + <L) (smr 1)

€ N-—-1
 4(M; + <L) <2log(exp(—1/2)N))

IN

e N -1
10F + <1y) (1og<exp<—1/2>N> -1) 1)
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where the last inequality above is easily checked for N > 2. Using (88), (79), and (91), we have

—9 — I —
-1 9 A(My +eLs)A (91) N -1 (88) N -1
_717:(1—7)*1(7:‘))1+ (M f) z @ s
T7h—1 € log(exp(—1/2)N) 1 8M7A
ANEEYE
which, because of the inequality log(7~!) > (7= — 1)/77!, implies inequality (90). ]

We are now ready to prove Proposition 3.4.

Proof of Proposition 3.4. a) This statement immediately follows from the description of U-PB.

b) By Lemma 3.10, if for a cycle we have A < A(e) with A(¢) given in (88), then the cycle ends with a
serious step and A is kept unchanged for all subsequent cycles and all subsequent cycles are serious cycles.
Therefore, if \g < A(g)/2 we have A\, = Ao = min{\o, Xe)/2} > (e/Ul(e)) for all k (where the last inequality
can be easily checked using the definitions of A(¢) and U(e)). Otherwise, if \g > A(¢)/2, we cannot have
A < A(e)/2 for some k, i.e., A, > A(e)/2 = min{ o, A(e)/2} > /U (e) for all k.

c¢) This statement immediately follows from (b) and the update rule of A in U-PB.

d) Relations (69) and (70) (which are (5) and (4) in FSCO, respectively) follow from (62) and ¢; < ¢ with
Ty =y, Iy = fi +h, 9 =y;, and A\, = A (see the serious update in step 3 of U-PB). n

4 Concluding remarks

In this paper, we present two p-universal methods, namely U-CS and U-PB, to solve HCO (1). We propose
FSCO to analyze both methods in a unified manner and establish both functional and stationary complexity
bounds. We then prove that both U-CS and U-PB are instances of FSCO and apply the complexity bounds
for FSCO to obtain iteration complexities for the two methods. One interesting property of our proposed
methods is that they do not rely on any restart scheme based on estimating 1 or knowing ¢,.

Some papers about universal methods (see for example [10, 21]) assume that, for some « € [0, 1], f in (1)
has a-Holder continuous gradient, i.e., there exists L, > 0 such that ||V f(x) =V f(y)|| < Lao|lz—y||* for every
z,y € domh. It is shown in [21] that the universal primal gradient method proposed on it (i.e., the U-CS
method with x = 0) finds a &-solution of (1) in

2
N dzLF
o | 2= (92)

Eod»l

iterations. This result also follows as a consequence of our results in this paper. Indeed, first note that
the dominant term in the iteration complexity (50) for the U-CS method is @(d%(ﬁfc + &Ly) /). Second,
Proposition 2.1 of [17] implies that there exists a pair (My, Lf) as in (A5) and that the &-best pair (M, Ly)
defined below (45) satisfies

—2 — 20 —2
My + &Ly <28a4TL5".

Hence, it follows from these two observations that (50) is sharper than bound (92) obtained in [21].

We finally discuss some possible extensions of our analysis in this paper. First, it is shown in Theorems 3.2
and 3.3 (resp., Theorem 3.6) that U-CS (resp., U-PB) is p-universal if x > 0 and is v-universal if y = 0. It
would be interesting to investigate whether they are also p-universal for y = 0 too. Note that this question is
related to whether the universal primal gradient of [21] (which is the same as U-CS with x = 0) is p-universal.
Finally, it would also be interesting to study whether the general results obtained for the FSCO framework
can also be used to show that other methods for solving the HCO problem (1) are p-universal.
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A Technical results

A.1 Technical results for FSCO
Lemma A.1 Assume that sequences {~y;}, {n;}, and {a;} satisfy for every j > 1, v; > v and
Yy < aj-1 — (1 +0)a; +7;0 (93)
for some o >0, 0 >0 and v > 0. Then, the following statements hold:
a) for every k > 1,
ap — (1+0)*ay

min 7; < _ + 9; 94
SR S N T o

b) if the sequence {n;} is nonnegative, then for every k > 1,

k i
o < 20 n Zj:l(l +0)? 17]'5.
F= 0t o)k (1+ o)k ’

¢) if the sequence {a;} is nonnegative, then mini<;<pn; < 20 for every k > 1 such that

1
k > min +Ulog U—ao—i—l @0
o Yo 75

with the convention that the first term is equal to the second term when o = 0. (Note that the first term
converges to the second term as o ] 0.)

Proof: a) Multiplying (93) by (1 + ¢)’~! and summing the resulting inequality from j = 1 to k, we have

k k k
>_ (140 Lgbl?k"ﬂ} <D Aoy My <Y (14 0) 7 (ajm1 — (14 o)y +;0)
j=1 j=1 j=1

k
=ap— (1+0)fay + Z(l + o) 71,0 (96)
j=1

Inequality (94) follows immediately from the above inequality.
b) This statement follows immediately from (96) and the fact that n; > 0.
c) It follows from (94), and the facts that aj > 0 and v; > v that
. Q
min 7; < — 0. (97)
1sisk ’ 125:1(1 + U)]_l

Using the fact that 14 o > ¢?/(149) for every o > 0, we have

k
LoV 1 ok/(140) _ |
Zl+o - —max{(—i_g),k}zmax{e,k}. (98)

g g
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Plugging the above inequality into (97), we have for every k > 1,

. Qo o) 1 5
T PG S (e
which can be easily seen to imply (c). L]

A.2 Technical results for U-PB
Lemma A.2 The following statements hold for a cycle of U-PB with stepsize \:

a) for every iteration j that is not the last iteration of the cycle, there exists a function ?]() such that
T(?j+h)+(1—T)[ef(';$j)+h]Sfj+1+h§¢, (99)

T+ he Tonv, (B"), Fya;) = fy(ey). ;= argmin {fj<u>+h<u>+2§|u—m12}, (100)

where T is as in (79);

b) for every iteration j of the cycle and u € R™, we have
F i)+ h(u) gl = dxal? 2 my 4 o= a1 (101)
;(u w) + oyl = @r—1ll® 2 my + oo flu — 25"

Proof: a) Since j is not the last iteration of a cycle, we have f;1 = BU(#4—1, 75, f;j, A). Using the properties
of the BU blackbox, it follows that there exists f; such that f; +h € Conv, (R"), f;(z;) = f;(z;),

max{f; + h,l¢(-;2;) + h} < fiz1 +h < 6, (102)

and

.= 1 .
x; = argmin {fj(u) + h(u) + ﬁHu — $k1|2} .
u€R™

We have therefore checked that (100) holds while (99) is an immediate consequence of (102).
b) Since the objective function in the last identity of (100) is A~!-strongly convex, we have

1 . = 1 . 1
Fiw) +hw) + o llu = aeal® = () + b)) + gyl = 2xal + oy llu— 5] (103)

The statement follows from (103), the first identity in (100), and the definition of m; in (77). L]
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