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Abstract

The adaptive regularization algorithm for unconstrained nonconvex optimization was
shown in [20, 7] to require, under standard assumptions, at most O(ε3/(3−q)) evaluations
of the objective function and its derivatives of degrees one and two to produce an ε-
approximate critical point of order q ∈ {1, 2}. This bound was shown to be sharp in [6, 5]
for q = 1 and in [11] for arbitrary q ∈ {1, 2}. This note revisits these results and shows
that the example for which slow convergence is exhibited is not isolated, but that this
behaviour occurs for a subset of univariate functions of nonzero measure.

Keywords: complexity theory, adaptive regularization methods, approximate criticality, noncon-

vex optimization.

1 Introduction

Adaptive regularization algorithms for unconstrained nonconvex minimization have been ex-
tensively studied in recent years, focusing first on the case where a cubically regularized
quadratic model is used (see [18, 20, 21, 14, 7, 13, 8, 9, 3, 15, 19, 2, 1, 10], for instance) and
then extending the concept to methods using models of arbitrary degree [4, 12]. We refer
the reader to [11] for an extensive coverage of this class of algorithms. A remarkable feature
of methods in this class is their optimal worst-case evaluation complexity: it can indeed be
shown that an ε-approximate critical point of order q must be obtained by an adaptive reg-
ularization algorithm using models of degree p ≥ q in at most O(ε(p+1)/(p−q+1)) evaluations
of the objective function and its derivatives of degrees 1 to p (see [4] for q = 1 and [11] for
arbitrary q ≤ p). This complexity bound was shown to be sharp in [6] for the case where p = 2
and q = 1, and this result was extended in [11] to arbitrary p and q ≤ p and, independently,
in [5] for the special case where q = 1. These sharpness results all hinge on exhibiting of a
typically quite contrived function on which the algorithm under consideration uses exactly
as many evaluations as allowed by the complexity bound to achieve approximate criticality.
Because of this contrived nature, one is naturally led to the question(1) of how “exceptional”
these examples are. The purpose of the present note is to show that, albeit not common, such
examples are not isolated, but rather form a set of nonzero measure. To do so, we focus on
the case where p = 2.
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To reach this conclusion, we first need to set the stage in Section 2 where we briefly recall
the approximate criticality measures, restate the AR2 regularization algorithm and recall the
relevant worst-case complexity result. We next revisit, in Section 3, the example of slow
convergence proposed in [6] and modify it to clarify the amount of freedom available in its
construction. A brief discussion and conclusion is finally proposed in Section 4.

2 The context

In what follows, we consider the unconstrained minimization problem

min
x∈IRn

f(x) (2.1)

where f is twice times continously differentiable function from IRn into IR, with globally
Lipschitz second derivative, meaning that there exist a constants Lj ≥ 0 such that

‖∇2
xf(x)−∇2

xf(y)‖ ≤ L‖x− y‖,

for all x, y ∈ IRn. To make the problem well-defined, we also assume that f is bounded below.
We denote by Tf,2(x, s) the second order Taylor’s series of such a function computed at x for
a step s, that is

Tf,1(x, s) = f(x) +∇1
xf(x)T s and Tf,2(x, s) = f(x) +∇1

xf(x)T s+ 1
2
sT∇2

xf(x)s.

For j ∈ {1, 2}, we next define the j-th order criticality measure

φf,j(x) = f(x)− min
‖d‖≤1

Tf,j(x, d), (2.2)

that is the largest decrease of the j-th order Taylor’s series of f at x that is achievable in
an Euclidean neighbouhood of radius one centered at x. The measure φf,j(x) is a continuous
function of x for j = 1, 2 and we note that it is also independent of f(x). Following [11,
Section 12.1.5], we use this measure to express the notion of approximate first- and second-
order criticality and say that, given ε = (ε1, . . . , εq), the point x ∈ IRn is ε,-approximate
critical of order q (with q ∈ {1, 2}), whenever

φf,j(x) ≤ εj
j

for j ∈ {1, . . . , q}.

Theorem 12.1.3 in [11] describes the (natural) way in which φf,j(x) relates to the familiar
criticality measures for the values j = 1 and q = 2 of interest here. In particular, we have that,
for all x ∈ IRn, φf,1(x) = ‖∇1

xf(x)‖ and φf,2(x) = |min[0, λmin[∇2
xf(x)]| whenever φf,1(x) = 0,

where λmin[H] denotes the leftmost eigenvalue of the symmetric matrix H. Theorem 12.1.8
in the same reference also gives a lower bound on the values of (the derivatives of) f in a
neighbourhood of x.

Having clarified our objective (finding an approximate q-order critical point of f), we
recall the definition of the AR2 algorithm, the relevant generalized adaptive regularization
minimization method. As alluded to in the introduction, this algorithm proceeds, at each
iterate xk, by minimizing, the regularized quadratic model given by

mk(s) = Tf,2(xk, s) +
σk
6
|s|3. (2.3)
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Note that mk(s) is bounded below, which makes it minimization in IRn well-defined. The
minimization of mk need not be exact (although we will not use this freedom in what follows)
but can be terminated as soon as the criticality measures φmk,j associated with the model are
small enough or the step is large enough (see [11] or [17] for details).

The AR2 algorithm (with exact step) is then specified as follows.

Algorithm 2.1: AR2 for ε-approximate q-th-order minimizers

Step 0: Initialization. A criticality order q ∈ {1, 2}, an initial point x0 and an initial
regularization parameter σ0 > 0 are given, as well as accuracy levels ε1 ∈ (0, 1] and
ε2 ∈ (0, 1] The constants θ, η1, η2, γ1, γ2, γ3 and σmin are also given, and satisfy

θ ∈ (0, 1), σmin ∈ (0, σ0], 0 < η1 ≤ η2 < 1 and 0 < γ1 < 1 < γ2 < γ3.

Compute f(x0) and set k = 0.

Step 1: Test for termination. For j = 1, . . . , q,

1. Evaluate ∇jxf(xk) and compute φf,j(xk).

2. If
φf,j(xk) ≥

εj
j
,

go to Step 2.

Terminate with the approximate solution xε = xk.

Step 2: Step calculation. If not available, evaluate ∇2
xf(xk) and compute a global

minimizer sk of the model mk(s) given by (2.3).

Step 3: Acceptance of the trial point. Compute f(xk + sk) and define

ρk =
f(xk)− f(xk + sk)

Tf,2(xk, 0)− Tf,2(xk, sk)
. (2.4)

If ρk ≥ η1, then define xk+1 = xk + sk. Otherwise define xk+1 = xk.

Step 4: Regularization parameter update. Set

σk+1 ∈


[max(σmin, γ1σk), σk] if ρk ≥ η2,
[σk, γ2σk] if ρk ∈ [η1, η2),
[γ2σk, γ3σk] if ρk < η1.

(2.5)

Increment k by one and go to Step 1 if ρk ≥ η1, or to Step 2 otherwise.

The evaluation complexity of this algorithm is stated in [11, Theorem 12.2.14], which we
summarize as follows.
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Theorem 2.1 Under the assumptions on f stated at the beginning of this section and
given a criticality order q ∈ {1, 2}, the AR2 algorithm requires at most

O
(

max
j∈{1,...,q}

ε
− 3

3−j
j

)
(2.6)

evaluations of f , and its derivatives of orders one and two to produce an iterate xε such
that φf,j(xε) ≤ εj/j for j ∈ {1, 2}.

3 The example

We now describe a one-dimensional example for which the convergence of the AR2 algorithm
is “slow”. Given q ∈ {1, 2} and ε1 = ε2 = ε ∈ (0, 1

4
], we wish to construct a function from IR

to IR such that the AR2 algorithm, when applied to minimize this function, will take exactly

kε =
⌈
ε
− 3

3−q
⌉

(3.7)

iterations and evaluations of the objective function and its first and second derivatives to
achieve ε-approximate criticality of order q. This function is constructed by first defining

sequences of iterates {xk}kεk=0, function and derivatives values {{f (j)k }
2
j=0}

kε
k=0 and associ-

ated “slowly converging” criticality measures {{φf,j(xk)}2j=1}
kε
k=0. We then show that these

sequences can be viewed as being generated by the AR2 algorithm applied to a piecewise

polynomial function from IR to IR interpolating the values f
(j)
k . The general idea is to con-

sider an example in the spirit of [6], but allowing additional perturbations to the function’s
and derivative’s values in a way controlled to maintain the example’s mechanism. Note that
ensuring termination of the algorithm at iteration kε requires

φf,1(xk) > ε for k ∈ {0, . . . , kε − 1} and φf,1(xkε) ≤ ε. (3.8)

if q = 1. If q = 2, one instead needs that

either φf,1(xk) > ε or φf,2(xk) ≥
ε

2
for k ∈ {0, . . . , kε − 1} (3.9)

and
φf,1(xkε) ≤ ε and φf,2(xkε) ≤

ε

2
. (3.10)

We first set p
def
= 3 − q (so that {p, q} = {1, 2}) and define the sequences of derivatives

values for j ∈ {1, 2} and k ∈ {0, . . . , kε} by

f
(j)
k =

{
−βq,kαkε− αkε for j = q,

−βp,k[αkε]
q
p for j = p,

. (3.11)

The setsA = {(αk−1)}kεk=0 and B = {{βj,k}2j=1}
kε
k=0 define the perturbations of the derivative’s

values. That they are acceptable for the example depends crucially on the conditions

αk ∈ [1, 2] for k ∈ {0, . . . , kε − 1} and αkε = 0 (3.12)
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and

βq,k ∈ [0, 1
2
], βp,k = −βq,k for k ∈ {0, . . . , kε − 1} and βq,kε = βp,kε = 0. (3.13)

Given (3.11), one verifies that, for sequences {xk} and {f (0)k } yet to be defined,

Tf,2(xk, s) = f
(0)
k − αkε

sq

q
− βq,k[αkε]

sq

q
− βp,k[αkε]

q
p
sp

p
(3.14)

so that the model (2.3) is given by

mk(s) = f
(0)
k − αkε

sq

q
− βq,k[αkε]

sq

q
− βp,k[αkε]

q
p
sp

p
+
σk
6
|s|3. (3.15)

We furthermore choose (as we show below is possible) a constant regularization parameter

σk = 2 for all k. (3.16)

Moreover, we consider using the step

sk = [αkε]
1
p for k ∈ {0, . . . , kε − 1} (3.17)

and now verify that this step defines a global minimizer for the model. From (3.15), (3.16),
(3.17) and (3.13), we deduce that

m
(1)
k (sk) = −αkεsq−1k − βq,k[αkε]sq−1 − βp,k[αkε]

q
p sp−1 + σk s

2

2

= −[αkε]
2
p − βq,k[αkε]

2
p − βp,k[αkε]

2
p +

σk [αkε]
2
p

2
= −[αkε]

2
p (1− 1

2
σk + βq,k + βp,k)

= 0.

(3.18)

and mk thus admits a global minimizer for s = sk because the model is the sum of a quadratic
with non-positive slope at s = 0 and positive cubic regularization term. We also observe that,
because of (3.13),

1

q
+
βq,k
q

+
βp,k
p

=

{
1 + 1

2βq,k ≥ 1 if q = 1,

1
2 −

1
2βq,k ≥

1
4 if q = 2.

(3.19)

As a consequence

Tf,2(xk, sk) = f
(0)
k − [αkε]

3
p

(
1

q
+
βq,k
q

+
βp,k
p

)
≤ f (0)k −

s3k
4
, (3.20)

irrespective of the value of q. This gives us the necessary information to define the sequence
of function values by

f
(0)
0 = 3× 2

3
p (3.21)

and
f
(0)
k+1 = Tf,2(xk, sk) + β0,k+1s

3
k (3.22)

for some β0,k+1 (the perturbation on function values) such that

β0,0 = 0 and |β0,k| ≤
1− η1

4
for k ∈ {1, . . . , kε}. (3.23)
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As a consequence, we have from (2.4) and (3.20) that

|ρk − 1| =

∣∣∣∣∣f
(0)
k+1 − Tf,2(xk, sk)

f
(0)
k − Tf,2(xk, sk)

∣∣∣∣∣ =≤ 4 |β0,k+1| ≤ 1− η1,

and thus ρk ≥ η1 for k ∈ {0, . . . , kε − 1}, so that every iteration is successful. Our choice of a
constant σk is therefore acceptable in view of (2.5) and xk+1 = xk +sk for k ∈ {0, . . . , kε−1}.
We may then set

x0 = 0 and xk =
k−1∑
i=0

si for k ∈ {1, . . . , kε}. (3.24)

A simple calculation shows that

φf,1(xk) =

{
αkε(βq,k + 1) if q = 1
[αkε]

2βp,k if q = 2
(3.25)

If q = 2, (3.13) implies that β2,k + 1 ≥ 1 and thus

Tf,2(xk, d) = f
(0)
k − β1,k(αkε)

2d− 1
2
αkε(β2,k + 1)d2

is a concave quadratic in d with nonpositive slope at the origin. Hence its global minimizer
in the interval [−1, 1] (see (2.2)) is achieved for d = 1, yielding

φf,2(xk) = β1,k(αkε)
2 + 1

2
αkε(β2,k + 1) = (αkε)

(
βp,k(αkε) + 1

2
(βq,k + 1)

)
(3.26)

(the value of φf,2(xk) is irrelevant if q = 1).
Let us now consider the values of φf,1(xk) (if q = 1) or φf,1(xk) and φf,2(xk) (if q = 2) as a
function of k. Consider the case where q = 1 first. Then (3.25), (3.12) and (3.13) give that

φf,1(xk) > ε for k ∈ {0, . . . , kε − 1} and φf,1(xkε) = 0 (3.27)

and (3.8) holds. For the case q = 2, (3.13), the inequality ε ≤ 1
4

and (3.12) give that

βp,k(αkε) + 1
2
(βq,k + 1) = −βq,k(αkε) + 1

2
(βq,k + 1) ≥ 1

2

Substituting this inequality in (3.26) and using (3.12), we obtain that

φf,2(xk) > 1
2
ε for k ∈ {0, . . . , kε − 1} and φf,2(xkε) = 0, (3.28)

where we again used (3.12) to derive the last equality. Moreover, from (3.25) and (3.12),

φf,1(xkε) = 0 (3.29)

(when q = 2, the value of φf,1(xk) for k ∈ {0, . . . , kε − 1} is irrelevant since φf,2(xk) > 1
2
ε for

these k’s). Thus termination conditions (3.9) and (3.10) hold.
Turning now to the function values, we observe that (3.19) implies that

1

q
+
βq,k
q

+
βp,k
p
≤ 1 +

∣∣∣∣1q − 1

p

∣∣∣∣βq,k ≤ 5

4
,
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and therefore, successively using (3.22), (3.20), (3.17), (3.23) and (3.12), that

f
(0)
k − f

(0)
k+1 = [αkε]

3
p

(
1

q
+
βq,k
q

+
βp,k
p

)
− β0,k+1[αkε]

3
p ≤ [αkε]

3
p

(
5

4
+

1− η1
4

)
≤ 3

2
[2ε]

3
p .

Thus, using the inequalilty ε < 1, we obtain that

f
(0)
0 − f (0)kε

≤ f
(0)
0 − 3

2 × 2
3
p × kεε

3
p

= f
(0)
0 − 3

2 × 2
3
p × dε−

3
p eε

3
p

≤ f
(0)
0 − 3

2 × 2
3
p × (1 + ε

− 3
p )ε

3
p

= f
(0)
0 − 3

2 × 2
3
p × (1 + ε

3
p )

< f
(0)
0 − 3× 2

3
p .

(3.30)

Moreover

f
(0)
k − f

(0)
k+1 = [αkε]

3
p

(
1

q
+
βq,k
q

+
βp,k
p

)
− β0,k+1[αkε]

3
p ≥ [αkε]

3
p

(
5

4
− 1− η1

4

)
≥ [αkε]

3
p > 0,

implying that the sequence {f (0)k } is decreasing. Thus, in view of (3.30) and (3.21), we derive
that

f
(0)
k ∈

[
0, 3× 2

3
p

]
for k ∈ {0, . . . , kε}. (3.31)

We now turn to verifying the conditions of [11, Theorem A.9.2] allowing interpolation by a
piecewise polynomial with Lipschitz Hessian. We first verify, using (3.22) and (3.23), that

|f (0)k+1 − Tf,2(sk)| ≤
(

1− η1
4

)
s3k. (3.32)

We also have from (3.14) that

T
(1)
f,2 (xk, sk) = −αkεsq−1 − βq,k[αkε]sq−1 − βp,k[αkε]

q
p sp−1

= −[αkε]
2
p (1 + βq,k + βp,k) = −s2k

(3.33)

and

T
(2)
f,2 (xk, sk) = −(q − 1)αkεs

q−2 − (q − 1)βq,k[αkε]s
q−2 − (p− 1)βp,k[αkε]

q
p sp−2

= −(q − 1)[αkε]
1
p (1 + βq,k)− (p− 1)βp,k[αkε]

1
p

= sk[−(q − 1)(1 + βq,k)− (p− 1)βp,k].

(3.34)

Moreover,
spk+1

spk
=
αk+1

αk
≤ 2 (3.35)

because of (3.12). Using now (3.33),(3.35) and (3.13) for q = 1, we obtain that, for k ∈
{0, . . . , kε − 1},

|f (1)k+1 − T
(1)
f,2 (xk, sk)| = | − s2k+1(1 + βq,k)− s2k| ≤ |s2k + 2s2k(1 + 1

2
)| = 4 s2k (3.36)

while using (3.34),(3.35) and (3.13) for q = 1 gives that, for k ∈ {0, . . . , kε − 1},

|f (2)k+1 − T
(2)
f,2 (xk, sk)| = | − βp,k+1sk+1 + βp,ksk| ≤ βq,k+12

1
2 sk + βq,ksk ≤ 2 sk. (3.37)
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Similarly, using (3.33),(3.35) and (3.13) for q = 2 yields that, for k ∈ {0, . . . , kε − 1},

|f (1)k+1 − T
(1)
f,2 (xk, sk)| = | − βp,k+1s

2
k+1 − s2k| ≤ 4βq,k+1s

2
k + s2k ≤ 3 s2k (3.38)

and using (3.34),(3.35) and (3.13) for q = 2 implies that, for k ∈ {0, . . . , kε − 1},

|f (2)k+1 − T
(2)
f,2 (xk, sk)| = | − sk+1(1 + βq,k+1) + sk(1 + βq,k)|

≤ sk[2(1 + βq,k+1) + 1 + βq,k]
< 9

2
sk

(3.39)

Combining (3.36)–(3.39), we see that, in all cases and for all k ∈ {0, . . . , kε − 1},

|f (1)k+1 − T
(1)
f,2 (xk, sk)| ≤ 9

2
s2k and |f (2)k+1 − T

(2)
f,2 (xk, sk)| ≤ 9

2
sk. (3.40)

In addition, (3.11), (3.12), (3.13), the fact that ε ≤ 1
2

and (3.31) yield that, for all j ∈ {0, 1, 2}
and all k ∈ {0, . . . , kε},

|f (j)k | ≤ max

[
5

2
, 3× 2

3
p

]
and |sk| ≤ 1, (3.41)

where we used (3.17) and (3.12) to derive the second inequality.
Combining (3.32), (3.40) and (3.41) , we may now apply [11, Theorem A.9.2] for Hermite
interpolation with

κf = max

[
9

2
,

5

2
, 3× 2

3
p , 1

]
= 9× 2

3
p
−1 ≈

{
8.485 if q = 1
24 if q = 2

and deduce the existence of a twice times continuously differentiable piecewise polynomial
function fA,B from IR to IR with bounded continuous derivatives of degrees zero to two and

Lipschitz continuous Hessian, which interpolates the data given by {{f (j)k }
2
j=0}

kε
k=0 at the

iterates {xk}kεk=0. Moreover, its Hessian’s Lipschitz constant L only depends on κf . The

same theorem, together with (3.31), also ensures that |f (j)A,B(x)| is uniformly bounded for all

j ∈ {0, 1, 2} and all x ∈ IR. Finally, (3.17), (3.12), the inequality ε ≤ 1
4 and (3.24) imply that

xk ∈ [0, 1
2
kε] for all k ∈ {0, . . . , kε}, (3.42)

irrespective of the choice of A and B. This conclude the construction of our example.

4 Discussion

We note that the example of [11, Section 12.2.2.4] corresponds to selecting

βk,j = 0 and αk = 1 +
kε − k
kε

for all k and j in the above development(2).

(2)And also corrects a minor error in equation (12.2.78) of [11].
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However, the very fact that we may choose

β0,k+1 ∈
[
−1− η1

4
,
1− η1

4

]
, βp,k = −βq,k ∈ [0, 1

2
] and αk ∈ [1, 2] (4.43)

for each k and each j (see (3.12) (3.13) and (3.23)) tells us, in conjunction with (3.11) and
(3.22), that the interpolation data at xk may be chosen, for k ∈ {0, . . . , kε − 1}, arbitrarily
in an interval of radius 2(1− η1)sp+1

k /4 for the objective function see (3.32)), and in intervals
of radius at least ε for the derivative of degree q and 1

2
εq/p for the derivative of degree p

(see (3.11)–(3.13)). Moreover, the proof of [11, Theorem A.9.2] reveals that, in each interval
[xk, xk+1], fA,B is a linear combination of the monomials 1, s, s2, s3, s4 and s5 whose coef-

ficients depend continuously and bijectively on the values of f
(j)
k and f

(j)
k+1 for j ∈ {0, 1, 2}.

Now observe that, in our example, f
(0)
k

f
(q)
k

f
(p)
k

 =

 T2,f (xk−1, sk−1) + β0,k[αk−1ε]
3
p

−[αkε](1 + βq,k)

[αkε]
q
pβq,k

 def
= Θk(β0,k, αk, βq,k).

Since the determinant of the Jacobian of Θk is given by∣∣∣∣∣∣∣
 [αk−1ε]

3
p 0 0

0 −ε(1 + βq,k) −αkε
0

q
pβq,kε[αkε]

q
p
−1

[αkε]
q
p


∣∣∣∣∣∣∣ = −[αk−1ε]

3
p ε

3
pα

q
p

k

[
1 +

(
1− q

p

)
βq,k

]

and is nonzero for all values of (β0,k, αk, βq,k) in the ranges (4.43), Jk is nonsingular in these
ranges and we deduce that Θk is continuous and bijective for all k. As a consequence,
different values of β0,k, αk and βq,k for a at least one k result in piecewise polynomials fA,B
which (continuoulsy) differ in the neighbourhood (in x) of at least one iterate, the radius of
this neighbourhood depending on the parameter-independent Lipschitz constant L. We may
therefore conclude that

the set of functions on which the AR2 algorithm can take O(ε−3/p) evaluations is of nonzero
measure (in the standard topology for continuous functions from IR to IR)

although the measure of this set may shrink when ε tends to zero.

Figure 1 illustrates the diversity of possible examples by showing the graphs of a few
fA,B for q = 1 corresponding to different choices of A and B with β0,k = 0 for all k. The
unpertubed example (i.e. with αk = 1 and βj,k = 0 for all k is the top fatter curve while the
bottom dashed one corresponds to setting αk = 2 and βq,k = 0 for all k. The thin continuous
curves show what happens if βq,k = 1

2
is used for all k with αk = 1 or αk = 2. Curves have

different maximum abscissa for the same number of iterations because the steplength sk given
by (3.17) varies with αk.

The reader may also wonder if our example contradicts the result of [16], which states
that the AR2 algorithm terminates in fact in o(ε3/p) rather that in O(ε3/p) iterations and
evaluations. Fortunately, this is not the case, because the contexts in which these results are
derived differ. More specifically, the example presented above constructs a different function
for every choice of ε (and possible perturbations). It states that, if ε is fixed, then there exists
a set of sufficiently smooth functions depending on ε causing slow convergence of the AR2
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Figure 1: A few members of the set of functions causing slow convergence of the adaptive
regularization algorithm (ε = 10−5, q = 1, showing the first 15 iterations)

algorithm. In contrast, the result of [16] states that, for any sufficiently smooth (fixed) func-
tion, the number of iterations (and evaluations) required to achieve q-th order ε-approximate
criticality for this function increases slower than ε−3/p when ε tends to zero.
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