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Abstract Understanding the variation of the optimal value with respect to
change in the data is an old problem of mathematical optimisation. This paper
focuses on the linear problem f(λ) = min ctx such that (A+λD)x ≤ b, where
λ is an unknown parameter that varies within an interval and D is a matrix
modifying the coefficients of the constraint matrix A. This problem is used
to analyse the impact of multiple affine changes in the constraint matrix on
the objective function. The function f(λ) can have an erratic behaviour and
computing it for a large number of points is computationally heavy while not
providing any guarantees in between the computed points. As a new approach
to the problem, we derive several bounding methods that provide guarantees
on the objective function’s behaviour. Those guarantees can be exploited to
avoid recomputing the problem for numerous λ. The bounding methods are
based on approaches from robust optimisation or Lagrangian relaxations. For
each approach, we derive three methods of increasing complexity and precision,
one that provides constant bounds, one that provides λ-dependant bounds
and envelope bounds. We assess each bounding method in terms of precision,
availability and timing. We show that for a large number of problems, the
bound approach outperforms the naive sampling approach considered with
100 points while still providing a good precision and stronger guarantees on a
large dataset of problems. We also introduce an iterative algorithm that uses
these bounds to compute an approximation of the original function within a
given error threshold and discuss its performances.
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1 Introduction

Sensitivity analysis in linear programming is the task of assessing the be-
haviour of the optimal value of a problem with respect to changes in the data.
It is of particular interest for practitioners as it provides multiple insights into
the flexibility and stability of a model. In particular, when considering a de-
terministic problem, it allows for the inclusion of uncertainty in the problem’s
coefficients, very often with a low cost in terms of computational or modelling
effort. For a linear optimisation model, sensitivity analysis for a modification
of one right-hand-side coefficient or one cost coefficient is very well-structured
and well-understood. The theory behind it is explained in all standard linear
programming textbooks. Once we consider the change of several coefficients
simultaneously or modification of the constraint coefficients, the structure is
lost. Assessing the impact on the objective function of multiple changes in the
constraint matrix remains largely an open question. In this paper, we focus
on linear modification of the constraint matrix. For a given parameter λ, the
problem can be written as:

f(λ) = min ctx

s.t Ax+ λD′x ≤ b

x ≥ 0.

(1)

From a practitioner’s point of view, lifting the uncertainty of the influence of
λ on f(λ) relies on heavy computations, reoptimisations or approximations
to compute the objective for every value of λ. In order to alleviate this issue,
in this paper, we propose a novel approach consisting of finding upper and
lower bounds of the problem depicted in (1) that require fewer computations
and give guarantees upon the behaviour of the objective. In the following, we
discuss fields and methods related to our approach.

1.1 Related works

Two closely related fields dealing with this problem are Sensitivity Analysis
(SA) and Parametric Linear Programming (PLP). They differ based on the
assumptions they make upon the modification of λ. Sensitivity analysis con-
siders the effect of the small variation of a parameter on the optimum, whereas
linear parametric programming assesses the effect of a parameter on the ob-
jective when it varies within a certain range. They both assess the impact of
uncertainty on the objective. The methods discussed in this paper are agnostic
of the amount of variation and can be applied in both fields.

A complementary field is Robust optimisation (RO). In contrast to both
SA and PLP, RO does not assess the impact of the modification on the objec-
tive. Indeed, while SA and PLP focus on the evolution of the optimal objective
function given the changes in the parameter, RO techniques focus on finding
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a solution that is robust to the modification, i.e. a sub-optimal solution that
remains feasible for every change in parameter. The three methods, SA, PLP
and RO, are complementary as they all try to deal with uncertainty. We note
that several methods discussed in this paper use robust optimisation tech-
niques to achieve the sensitivity analysis.

In its most generic form, the linear problem with a single scalar parameter
λ, where the objective coefficients, the constraints and the right-hand side can
be simultaneously modified, can be written as follows:

min (c+ λc′)tx

s.t (A+ λD′)x ≤ b+ λb′

x ≥ 0

(2)

where λ is a parameter that varies in a given range [λ, λ̄]; c′, D′ and b′ are the
parameter’s impact on the objective, constraint matrix and right-hand-side
term, respectively. The end goal is to evaluate the function objective function
f(λ) over the range [λ, λ̄].

Reoptimising the problem from scratch for a finite subset of value of λ
in [λ, λ̄] can be computationally very costly, especially for big problems that
take several minutes or hours to solve once (for a single λ). Therefore, several
approaches have been considered to mitigate this issue. In the following, let us
consider x⋆ and ρ⋆ the primal and dual optimal solutions of the unmodified
problem, i.e. where λ = 0:

x⋆ = argmin ctx

s.t Ax ≤ b

x ≥ 0

ρ⋆ = argmax btρ

s.t Atρ ≥ c

ρ ≤ 0.
The existing literature mainly focuses on one specific modification at a

time; in general, either the objective, or the right-hand side (RHS), or the
left-handside (LHS) is modified.

Modification of either the objective or the right-hand side. The modifications
on the objective and the right-hand side are closely related as by dualising the
problem, one can be transformed into the other. Note that when the modifi-
cation is only performed on the objective, i.e. only c′ ̸= 0, the previous primal
optimal solution x⋆ remains feasible and similarly, the previous optimal dual
solution ρ⋆ is still a feasible solution. The methods used for these types of
modifications are based on three approaches[11]:

– using optimal partitions. The set of active (tight) constraints on the primal
and on the dual form an optimal partition of the linear problem. From this
partition, we can derive validity intervals upon λ. The methods derived
from this approach use an LP solver as a subroutine to solve the problem
and iteratively find these partitions. Adler and Monteiro[1] introduce the
first algorithm that uses this approach. Berkelaar et al[2] introduce another
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algorithm based on the additional property that either the primal or the
dual optimal set remains unchanged when c′ or b′ is non-zero.

– using optimal values. The optimal values of the primal, dual and objective
are used to build two auxiliary LP problems that give the range upon which
solution stays optimal.

– using optimal basis. The simplex algorithm returns the optimal basis re-
lated to a problem. These methods use warm starting and properties related
to the basis to perform only a few iterations of the simplex to find another
basis when the objective function changes. A two-part paper from Gass and
Saaty [19,8] uses a modified simplex method to retrieve the optimal solu-
tion for multiple changes in the coefficient of the objective function. Gal
and Nedoma[6] present an effective method for finding the regions that
keep a basis optimal for multiple changes in the parameters for both types
of modification using the simplex tableaux of multiple reoptimisation and
graph theory to combine the tableaux.

Various works [10,3,11] make a summary of some techniques and conceptual
foundation for post-optimality analysis for modifications on c and b.

Modifications on the constraint matrix. It should be noted that when consid-
ering modifications c′ and b′, there always exists an equivalent problem (of
the form (2)) that encompasses these modifications inside its matrix D′, and
such that its objective and right-hand side do not depend on λ. The converse
is not true: the modifications of the constraint matrix are more general. Gal
[7] presents a summary of the different existing techniques for modifications
on the constraint matrix A, mostly based on two papers[21,20]. Sherman and
Morison[21] offer a methodology for adjusting an inverse matrix with respect
to change of one of its entries. Sherman and Morison[20] offer a formula for
the objective considering the rank-one modification D′ = utv. Both of these
methods lack genericity. Woodbury[22] generalizes the Sherman and Morison
formula for any decomposition D′ = UCV which can hardly be applied in our
case due to having a λ-dependent matrix inversion which what we are trying
to avoid.

More recently, Zuidwijk[23] derives explicit local formulae to compute the
evolution of the objective function and intervals on which these formulae are
valid. They rewrite the basic inverse matrix as a function of λ and recom-
pute it for several values in the range. Their algorithm involves the finding
of the optimal basis, computation of the range of λ for which the basis stays
optimal, the evaluation of the derived formulae using the said basis and reop-
timisation when switching to another basis. Their formulae for computing the
objective for a given basis require the computation of the eigenvalues of the
matrices A and D′ and leads to a polynomial problem with orders equal to
the number of constraints. For big LPs, finding the solution of the polynomial
problem can only be done using approximation methods. Khalipour et al.[12]
also discusses an algorithm similar to Zuidwijk[23]. However, they claim that
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their algorithm can be applied when working on larger problems. They use
the Flavell and Salkin [5] formula to compute an approximation of the basic
inverse matrix.

All of the above-mentioned methods for the modification of the constraint
matrix rely either on heavy computations, reoptimisations, approximations or
are not sufficiently generic. We argue that reoptimising the problem for a finite
subset of values of λ in our interval [λ, λ̄] is sometimes too computationally
heavy and does not provide any information on what happens between the
different computed points, therefore necessitating a very fine granularity. In-
deed, as the matrix D′ can contain an arbitrary number of constraints, the
resulting problem for a given λ can behave in an unpredictable and sometimes
erratic fashion in between the computed points.

1.2 Our contributions

In this paper, we propose methods to compute upper and lower bounds of
problems given in (1), for varying λ ∈ [λ, λ̄], using as little computation as
possible. The bounding methods provide guarantees in between the computed
points. They can capture any erratic behaviour that might be missed by sam-
pling approaches, and generally require a smaller number of computations
than theses approaches. They also give an indication of the evolution of the
objective and can help practitioners to focus on particular values of λ within
the interval that have an interesting or unconventional behaviour. The bound-
ing methods are based on robust optimisation and Lagrangian relaxations.
Out of each approach, we derive methods to compute constant bounds, vari-
ables bounds depending on λ and envelopes on the objective function. The
envelopes are a combination of multiple variable bounds, proven optimal in
the sense that no other variable bound of the same type is tighter, that form
an envelope around the objective function. Some methods add new degrees of
freedom, and therefore, can lead to multiple variations. We also introduce an
iterative algorithm to compute these bounds with relatively small gaps and
discuss its efficiency.

Paper outline. In Section 2, we formalise and analyse the problem at hand. In
Section 3, we introduce all the bounding methods in the form of theorems and
provide the associated proof. A summary of the methods and approaches is
given in Table 1. The bounds are derived by applying the bounding methods
on the primal or dual. In Section 4, we introduce a new dataset of problems to
serve as a benchmark and perform two experiments. First, we benchmark the
different bounds on the data problems in terms of availability, precision and
timing for providing upper and lower bounds compared to the “naive” solution
consisting of sampling 100 points in the interval. In that experiment, we divide
the uncertainty interval into into 1, 5 and 10 uniform subintervals to assess the
impact of refining the uncertainty interval on the bounds in terms of the three
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metrics. In the second experiment, we introduce an iterative algorithm that
uses lower and upper bounds to compute the objective function and refines
the uncertainty interval to minimize the gap between the bounds.

Approach field Method Section

Robust optimisation Constant 3.2
Linear in λ 3.3
Envelope 3.4

Lagrangian Relaxations Constant 3.5
Linear and quadratic function of λ 3.6
Envelope 3.7

Table 1: Summary of all the methods presented in this paper

Notations

We provide a concise reference describing the notation. We denote a scalar
with a standard-font symbol a, a vector with a bold lower case symbol a, a
matrix with an uppercase letter A, a vector space with a calligraphic uppercase
letter A. The ith element of a vector a is noted ai. The ith row and jth column
of a matrix A are respectively given by ai,. and a.,j . The element i, j of a
matrix A is given by ai,j .

2 Problem formalisation

In this section, we provide a full formalisation of the problem we consider.
Let us denote by P(λ) the following optimisation problem:

P(λ) ≡ min ctx

s.t Ax+ λD′x ≤ b

x ≥ 0.

Thus, with this notation, the function f(λ) defined in (2) is the optimal ob-
jective function of P(λ).

We can modify this problem without losing any generality: we decompose
the constraint matrix A ∈ Rm×n in two matrices A1 and A2 of respective size
m1 × n and m2 × n, with m1 +m2 = m. The matrix A1 encompasses all the
constraints upon which there are no modifications depending on the external
parameter λ, while A2 contains the constraints affected by the modification
λD′. Similarly, we divide b in b1 and b2 of respective size m1× 1 and m2× 1.
As we can have m1 = 0, we indeed do not lose any generality. This results in
the following equivalent problem:

P(λ) ≡ min ctx

s.t A1x ≤ b1

A2x+ λDx ≤ b2.

(3)
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For a fixed value λ1, an optimal solution of P(λ1) is denoted x∗
P(λ1)

and
an optimal dual solution ρ∗

P(λ1)
. For the sake of readability, when explicit, we

may omit the subscript of x∗
P(λ1)

and ρ∗
P(λ1)

and write x∗ and ρ∗.

The goal of this paper is to find ubλ,λ(λ) and lbλ,λ(λ), respectively an upper

bound and lower bound of the optimal value on the problem written in (3),
i.e. lbλ,λ(λ) ≤ f(λ) ≤ ubλ,λ(λ),∀λ ∈ [λ, λ]. In general, f(λ) has no desirable
properties. Depending on A1, A2, D,b1 and b2, it is generally non-convex,
non-concave and non-differentiable. As the problem may be unbounded or
infeasible for some λ, it can even be non-continuous. In the following, we
illustrate these behaviours with two examples.

Example 1 Let us consider A1 = 0, b1 = 0, D = −A2 and λ ∈ [0, 2], the
problem P(λ) becomes,

min ctx

s.t A2x− λA2x ≤ b2.

For λ = 1, the problem is infeasible if b2 < 0 or unbounded if b2 ≥ 0.

Example 2 In this example, we showcase the erratic behaviour of f(λ). Let us
consider the following problem,

Ptoy(λ) ≡ min
(
2 −2

)(x
y

)
s.t

(
−2 2
−1 0

)(
x
y

)
≤
(
4
1

)


2 1
−2 −3
2 2
−1 −4

(xy
)
+ λ


−1 −4
0 4
−4 −3
2 4

(xy
)

≤


4
2
0
2


∀λ ∈ [−10, 9].

(4)

This associated optimal objective function is denoted ftoy(λ).
To highlight the difficulty of predicting the behaviour of the objective func-

tion of ftoy(λ) through sampling and choosing the set size for sampling, we
compute ftoy(λ) for the same range of λ values whilst using two different lev-
els of granularity. On one hand, we use a discretisation step of 0.01 for all the
optimal objectives for λ ∈ [−10, 9] shown as by the blue curve in Figure 1. As
we can see, the value of f(λ) varies strongly in a neighbourhood located after
λ = 0.5 and is neither concave nor convex. On the other, we use a discretisa-
tion step of 1 shown as by the orange curve on the same figure. As we can see,
with this discretisation step, we would have missed the erratic behaviour of
the function after 0, illustrated by the blue peak. While the difference between
the two steps is rather large in the context of this toy example, this problem
can also occur in much larger problems at much finer scales.
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Fig. 1: Plot of ftoy(λ) between [−10, 9]. The orange line with dots is a coarse
sampling of the function, made for each λ ∈ {−10, 9}, and linearly interpolated
between these points.

In Figure 2, we show the evolution of the feasible space for three values of
λ in the interval [0, 1] where ftoy(λ) shows an erratic behaviour. We see that
the feasible space changes constantly due to some constraints switching from
tight to non-tight and vice-versa, with small changes in λ.

1 0 1 2 3 4

1

0

1

2

3

4

y

= 0.00, o * = 4.00

1 0 1 2 3 4
x

= 0.57, o * = 0.05

1 0 1 2 3 4

= 1.20, o * = 2.33

Fig. 2: The feasible space of the problem given in Equation (4) for different
values of λ. Each inequality partitions the space into two parts: a feasible space,
coloured in white, and a non-feasible space, coloured in red. The optimum is
shown as a black dot.
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3 Bounding methods formulations

In this section, we show how to compute bounds on the optimal objective
function f(λ) based on three approaches.

– Optimum reuse: we optimise the problem and reuse the optimal solution
as long as it remains feasible.

– Robust optimisation: we reformulate the inner problem using several robust
optimisation approaches separated in three methods:
– one consisting of a constant solution for a given range,
– a second solution affinely dependent on λ,
– a third one takes a combination of affinely dependent solution, to form

an envelope around the objective function.
These techniques applied on the primal problem provide upper bounds.

– Lagrangian relaxation: we dualise the constraints linked to the modifica-
tion, A2x+ λDx ≤ b2. Depending on the choice of the Lagrangian multi-
plier, we get three variants of this bounding method: constant, polynomially-
dependent on λ, and an envelope formed from a set of λ-dependant solu-
tions.

These techniques are discussed in the next section on the primal. Their
application to the dual problem leads to the opposite type of bound. In other
words, if the technique applied on the primal gives a lower bound lb(λ), resp.
upper bound ub(λ), its application on the dual yields an upper bound ub(λ),
resp. lower bound lb(λ) on f(λ).

3.1 Optimum reuse

An optimal solution x∗
Pλ1

for a given λ1 may be also a solution of the problem

for other values of λ. This is a very simplistic way to obtain a bound quickly.
We want to find the interval [λ1, λ1] upon which x∗

Pλ1
is still a feasible solution

in order to limit the number of reoptimisations.

Theorem 1 A solution x∗
Pλ1

to the problem P(λ1) is a solution to P(λ) ∀λ ∈
[λ1, λ1], with

λ1 = max
i|di,.x∗

Pλ1
>0

(
bi2 − ai,.2 x∗

Pλ1

di,.x∗
Pλ1

)
λ1 = min

i|di,.x∗
Pλ1

<0

(
bi2 − ai,.2 x∗

Pλ1

di,.x∗
Pλ1

)
. (5)

Moreover, f(λ1) is an upper bound for every problem P(λ) with λ ∈ [λ1, λ1].

Proof We want to identify the interval [λ1, λ1] so that the solution x⋆
Pλ1

re-

mains feasible for all λ ∈ [λ1, λ1]. In order to remain feasible, the solution x⋆
Pλ1

needs to respect the following conditions:

A1x
⋆
Pλ1

≤ b1

A2x
⋆
Pλ1

+ λDx⋆
Pλ1

≤ b2.
(6)
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The constraints A1x
∗
Pλ1

≤ b1 are always verified as they do not depend on

the value of λ. The constraints A2x
∗
Pλ1

+ λDx∗
Pλ1

≤ b2 depend on λ.

As we consider x∗
Pλ1

as fixed, it is a system of m2 inequations with one

variable λ. The system λDx∗
Pλ1

≤ b2 −A2x
∗
Pλ1

can be written as

λ(d1,.x∗
Pλ1

) ≤ b12 − a1,.2 x∗
Pλ1

Constraint 1

λ(d2,.x∗
Pλ1

) ≤ b22 − a2,.2 x∗
Pλ1

Constraint 2

· · · · · ·
λ(dn2,.x∗

Pλ1
) ≤ bn2

2 − an2,.
2 x∗

Pλ1
Constraint n2.

Based on the sign of term dix∗
Pλ1

we have three possibilities for the ith con-
straint:

– dix∗
Pλ1

= 0 in which case the constraint is not constraining λ. The term

bi2−ai,.2 x∗
Pλ1

must be positive (since the solution x∗
Pλ1

is feasible for P(λ1)),

– di,.x∗
Pλ1

> 0 in which case λ is constrained to be less than
bi2−ai,.

2 x∗
Pλ1

di,.x∗
Pλ1

, and

– di,.x∗
Pλ1

< 0 in which case, in which case λ is constrained to be more than

bi2−ai,.
2 x∗

Pλ1

di,.x∗
Pλ1

.

By combining all the constraints on λ, we find the maximal-length interval
[λ1, λ1], proving the first claim.

The second claim is trivial: if x∗
Pλ1

is a solution of both the problems

P(λ1) and P(λ2), then the objective value for both problems for this solution is
ctx∗

Pλ1
(the two problems share the same vector c). The solution is optimal for

f(λ1) = ctx∗
Pλ1

. As it may be non-optimal for f(λ2), then f(λ2) ≤ ctx∗
Pλ1

=

f(λ1). ⊓⊔

We can thus derive an interval [λ1, λ1] for which the solution x∗
Pλ1

remains

feasible and provides an upper bound. In practice, however, the interval can
be arbitrarily small, or may even contain only λ1; thus, we would still need
to recompute λ for a large number of points within the range [λ, λ] explaining
the unpractical and simplistic character of this bound.

3.2 Constant robust solutions

In the previous section, we have used an optimal solution of P(λ1) to derive
a bound for a (possibly very small) interval around λ1. However, nothing
prevents us from sacrificing the guaranteed optimality of the solution on λ1

for a feasible solution on the whole interval [λ, λ]. Therefore, we turn to robust
optimisation in order to search for a feasible solution that provides the best
possible bound on this interval.
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An upper bound can be obtained by finding a solution that satisfies (A2 +
λD)x ≤ b2 ∀λ ∈ [λ, λ]. The corresponding optimisation problem can be writ-
ten as follows and gives an upper bound on f(λ) in the range [λ, λ]:

PCR
λ,λ

(λ) ≡ minimize
x

ctx

subject to A1x ≤ b1

(A2 + λD)x ≤ b2 ∀λ ∈ [λ, λ] .

(7)

This new linear reformulation of the initial problem is unusual in the sense
that it possesses an infinite number of constraints, one for each λ ∈ [λ, λ]. It
is possible to reformulate the problem in a short finite optimisation problem.

Theorem 2 The following linear problem is equivalent to problem (7) and
provides an upper bound for f(λ) ∀λ ∈ [λ, λ]:

PCR
λ,λ

(λ) ≡ minimize
x

ctx

subject to A1x ≤ b1

A2x+ λDx ≤ b2

A2x+ λDx ≤ b2 .

(8)

Proof Any feasible solution x to PCR
λ,λ

(λ) must respect the following condition:

(A2 + λD)x ≤ b2 ∀λ ∈ [λ, λ] . (9)

This can be reformulated using as its robust counterpart

max
λ∈[λ,λ]

(A2 + λD)x ≤ b2 (10)

which is equivalent to

A2x+ max
λ∈[λ,λ]

λDx ≤ b2, (11)

where the max operator is here applied component-wise.
If we have di,.x ≥ 0 (resp. ≤ 0), then λ = λ (resp. λ = λ) is an optimal

solution to maxλ∈[λ,λ] λd
i,.x. Satisfying these two cases is thus equivalent to

the original set of constraints:{
A2x+ λDx ≤ b2

A2x+ λDx ≤ b2

(12)

For each component i of the vector b2, one of these constraints is redun-
dant. Hence, Problem (7) is equivalent to (8). ⊓⊔
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This reformulation has n variables and m1 + 2m2 constraints. It should
be noted that for two given values of λ and λ, the feasible space respecting
both A2x + λDx ≤ b2 and A2x + λDx ≤ b2 can be empty if at least two
constraints are conflicting.

Example 3 The following problem is a very simple case where constraints can
be conflicting:

min
x,y

(
−2 −2

)(x
y

)
s.t.

(
3 1
0 −1

)(
x
y

)
≤
(
3
3

)
(
−5 −2
1 4

)(
x
y

)
+ λ

(
−3 −2
−3 0

)(
x
y

)
≤
(

0
−3

)
∀λ ∈ [−2, 2] .

(13)

Its objective depending on λ is shown in Figure 3.
By applying the Theorem 2, an upper bound is given by,

min
x,y

(
−2 −2

)(x
y

)

s.t.


3 1
0 −1
1 2
7 4

−11 −6
−5 4


(
x
y

)
≤


3
3
0
0
−3
−3


(14)

We show by applying Farkas’ lemma that the problem is infeasible. Farkas’
lemma states that if we find a vector u ≥ 0 such that utA = 0 and utb < 0
then the problem is infeasible. If we consider u = [2, 0, 0, 7, 5, 0], we indeed
have utA = 0 and utb = −9.

3.3 Variable robust solution, affine on λ

A second possibility is to find solutions that vary linearly in λ. We perform
a reformulation of all the variables x by replacing them with y + λz, a linear
function of λ. This transformation allows us to find a solution that adapts to
a change in the value of λ.

We aim to find an upper bound on the function f(λ) of the form ubrl
λ,λ

(λ) =

ct(y + λz). To ensure that ubrl
λ,λ

(λ) is indeed an upper bound, the newly

introduced variables y and z must satisfy the following conditions:

A1(y + λz) ≤ b1 ∀λ ∈ [λ, λ] (15)

(A2 + λD)(y + λz) ≤ b2 ∀λ ∈ [λ, λ] (16)
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As in the previous case, we can rewrite this infinite number of constraints
to a finite albeit more constrained form and obtain the following Theorem.

Theorem 3 Any y and z satisfying the constraints

A1y + λA1z ≤ b1

A1y + λA1z ≤ b1

(A2 + λD)(y + λz) ≤ b2

(A2 + λD)(y + λz) ≤ b2

A2y +Dzλλ+ (Dy +A2z)
λ+λ
2 ≤ b2

(17)

also satisfy both equations (15) and (16) and thus provide an upper bound in
the form ubrl

λ,λ
(λ) = ct(y + λz) ≥ f(λ) ∀λ ∈ [λ, λ].

Note that the converse is not true: it is only a sufficient condition.

Proof We write the robust counterpart in order to obtain a finite number of
constraints. Let us first focus on constraint (15):

A1(y + λz) ≤ b1 ∀λ ∈ [λ, λ] (18)

which can be rewritten as

max
λ∈[λ,λ]

A1(y + λz) ≤ b1 (19)

and

A1y + max
λ∈[λ,λ]

λA1z ≤ b1 (20)

As the max operator is applied component-wise, for every constraint in maxλ∈[λ,λ] λA1z,

the maximum is either achieved for λ = λ or λ = λ.

A1y + max
λ∈[λ,λ]

λA1z ≤ b1 ≡

{
A1y + λA1z ≤ b1

A1y + λA1z ≤ b1

. (21)

Hence, any x satisfying (21) also satisfies (15) and conversely. The case of (16)
is more complex as its left-hand side is a quadratic function of λ.

(A2 + λD)(y + λz) = A2y + λ(Dy +A2z) + λ2Dz ≤ b2 ∀λ ∈ [λ, λ] (22)

Again, we rewrite it using the robust counterpart as a maximization

max
λ∈[λ,λ]

A2y + λ(Dy +A2z) + λ2Dz ≤ b2 (23)

:= max
λ∈[λ,λ]

g(λ) ≤ b2. (24)

The function g(λ) is a quadratic function of λ. The maximum of the quadratic
equation can be found analytically but is itself non-linear in z. Instead of
directly using g(λ), we propose using a piecewise-linear upper bound of this
function in the above condition; this allows us to relax (16) into a linear
programme in y and z.

For this, we can use the following lemma:
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Lemma 1 Given a quadratic function q(x) = ax2+bx+c. The maximum
of q(x) over x1 ≤ x ≤ x2 is upper bounded by

max


ax2

1 + bx1 + c

ax2
2 + bx2 + c

ax1x2 + bx1+x2

2 + c.

This lemma is proved in Annex A.1. We apply the lemma on g(λ) and we
obtain that

max
λ∈[λ,λ]

g(λ) ≤ max


(A2 + λD)(y + λz)

(A2 + λD)(y + λz)

A2y +Dzλλ+ (Dy +A2z)
λ+λ
2

(25)

Imposing the following is thus sufficient to obtain maxλ∈[λ,λ] g(λ) ≤ b2:
(A2 + λD)(y + λz) ≤ b2

(A2 + λD)(y + λz) ≤ b2

A2y +Dzλλ+ (Dy +A2z)
λ+λ
2 ≤ b2

. (26)

The conditions (21) and (26) are thus sufficient for y, z to respect constraints
(15) and (16). ⊓⊔

The following problem can be crafted from the conditions of Theorem 3:

PAR
λ,λ

(λ) = minimize
y, z

ct(y + λz)

subject to A1y + λA1z ≤ b1

A1y + λA1z ≤ b1

(A2 + λD)(y + λz) ≤ b2

(A2 + λD)(y + λz) ≤ b2

A2y +Dzλλ+ (Dy +A2z)
λ+ λ

2
≤ b2.

(27)

where hAR
λ,λ

(λ) denotes the objective function for a given value λ. This

optimisation problem provides, for each value of λ, the best possible robust
affine solution that gives the best variable bound on the objective function at
the given point λ. By Theorem 3, hλ,λ(λ) ≥ f(λ) ∀λ ∈ [λ, λ].

Ways to select y and z There can be a large number of y and z that respect the
condition in Theorem 3. We added many degrees of freedom in this relaxation.
For instance, any constant robust solution x can be mapped to a solution of
the new space from Theorem 3 with y = x and z = 0, but many more may
exist with z ̸= 0 and other solutions may exist with different values of y. Most
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of these solutions will provide upper bounds that are actually not very tight.
It is thus important to select suitable y and z. We propose four ways to select
y and z. Two of these ways are based on the sequential optimisation of two
objectives. The third and fourth introduce an additional constraint.

– The first method (called the left linear robust solution or robust line left
in the experiments) requires two optimisations. It first optimises PAR

λ,λ
(λ),

computing hAR
λ,λ

(λ). It then solves PAR
λ,λ

(λ) with the additional constraint

ct(y+λz) = hAR
λ,λ

(λ). The bound thus gives the linear robust solution that

is the tightest around λ and among those, the one that has the lowest
possible slope.

– Similarly, the second method functions in the same manner but in reverse
order, and is called the right linear robust solution or robust line right in
the experiments. It first optimises PAR

λ,λ
(λ), computing hAR

λ,λ
(λ), then solves

PAR
λ,λ

(λ) with the additional constraint ct(y + λz) = hAR
λ,λ

(λ).

– The third method adds the constraint ctz = δ to the problem PAR
λ,λ

(λ) to

force the variable slope to be δ and optimises the objective cty (as ctz is
now constant). In the experiments, we fix the slopes to two values. The

first one is δ = f(λ)−f(λ)

λ−λ
, called robust fixed slope pairwise. The second

is δ = 0, called robust yzflat. However, any δ can be chosen. Note that in
the case δ = 0, the solution y+ λz is not necessarily “flat” in the solution
space (i.e. z may not be 0) as illustrated in the Example 4.

In the next section, we discuss another more sophisticated method to find good
values of y and z.

Example 4 The problem presented in eq. (13) has no constant robust solu-
tion over the range [−2, 2] (see Example 3). It has, however, variable robust
solutions (even a flat one), as shown in Figure 3.

3.4 Concave envelope of robust linear solutions

In the previous section, we proved that we can find a robust variable solution
with several possible slopes, e.g. the bound robust fixed slope pairwise. In this
section, we introduce a bound tightness criterion to find the interval [λ1, λ1]
upon which a given optimal (for a certain value of λ1) robust variable solution
y+λz remains optimal over the interval, i.e. on that particular interval, we can-
not find another robust variable solution whose objective function improves.
From that criterion, coupled with warm starting, we describe a corresponding
bound and discuss its strengths and weaknesses.

Looking at the problem PAR
λ,λ

(λ) defined in (27), an interesting observation

is that λ is now only present in the objective function; we have reduced a
generic problem where modifications are applied to the constraints’ coefficients
to a simpler problem where the modifications are only located on the objective
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Fig. 3: Bounds obtained with the different robust variable solution for the
problem (13).

function coefficients. In principle, we would have to solve this optimisation
problem for every value of λ. In the following, we show how to do it without
reoptimising for an infinite number of values of λ.

However, techniques based on reduced costs can be used to find the interval
[λ1, λ1] where a given robust linear solution optimised for λ1 is the tightest
variable bound that can be found. In order to do this, and to simplify part
of the proofs below, we rewrite the problem PAR

λ,λ
(λ) by creating explicit slack

variables and putting all the constraints into a single matrix M and the right-
hand side in a vector E:

PAR
λ,λ

(λ) ≡ minimize
y, z

(
ct λct 0

)y
z
s


subject to M

y
z
s

 = E,

s ≥ 0.

(28)

We use this formulation to derive the associated theorem.

Theorem 4 (Robust bound tightness criterion) Let ⟨y∗, z∗, s∗⟩ be an
optimal basic solution of the problem PAR

λ,λ
(λ) and let B and N be the basic

and non-basic sets of variables associated to the solution. Additionally, let r
be the vector of reduced costs.

Then, hAR
λ,λ

(λ) equals to ct(y∗ + λz∗) for any λ respecting the following

conditions simultaneously:
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(λ− λ1)
((
0 cTNz 0

)
−
(
0 cTBz 0

)
M−1

B MN

)
≥ −r (29)

where cTBz
(resp. cTNz

) is the vector cT restricted to the variables in Bz

(resp. Nz), itself the subset of z variables in B (resp. N).

Proof The reduced costs for the basis related to ⟨y∗, z∗, s∗⟩ on the problem
PAR
λ,λ

(λ1) are

r :=
(
cTNy

λ1c
T
Nz

0
)
−
(
cTBy

λ1c
T
Bz

0
)
M−1

B MN (30)

r ≥ 0, as the solution is optimal. If we now consider the same basis on the
sightly modified problem PAR

λ,λ
(λ1 + δ), we obtain that the new reduced costs

are: (
cTNy (λ1 + δ)cTNz 0

)
−
(
cTBy (λ1 + δ)cTBz 0

)
M−1

B MN (31)

= r+
(
0 δcTNz 0

)
−
(
0 δcTBz 0

)
M−1

B MN (32)

For the basis to stay optimal for the given δ, these reduced costs must be
non-negative. Therefore, we have that(

0 δcTNz 0
)
−
(
0 δcTBz 0

)
M−1

B MN ≥ −r

If we pose λ = λ1 + δ, we obtain the conditions stated initially. ⊓⊔

Derived bounding method

Theorem 4 allows us to find the interval [λ1, λ1] for which a given robust linear
(basic) solution remains optimal, i.e. where another affine solution ct(y+ λz)
whose value is lower than the one represented by the basic solution does not
exist. Once the basis solution is known, computing the range of λs for which
it stays optimal can be done in O(m2 + m(n − m)) where n is the number
of variables in the (full) problem and m the number of constraints. Most of
the operations are indeed vector-matrix multiplications and rely on standard
warm starting techniques.

This procedure paves the way to compute a so-called “envelope” of robust
linear solutions, i.e. an envelope containing the best combination of lower and
upper linear robust bounds, in a fast way using simplex warm starting. For
minimization problems, the upper bounds give together a concave envelope,
while the lower bounds give a convex one. Their combination form a convex
space.

Given an interval [λ, λ], the steps to compute this envelope are given as
follows:

– First, we solve PAR
λ,λ

(λ) and retrieve an optimal basic solution x∗
PAR

λ,λ
(λ)

at

λ = λ with its associated basis.
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Fig. 4: Illustration of the robust envelope algorithm on problem Ptoy 1 (see
Annex A.2)

– Second, we compute the biggest value of δ for which the current solution
is still optimal, i.e. by using Theorem 4 we take the biggest δ such that the
reduced costs of Phλ,λ

(λ+ δ) are non-negative.

– Third, we use warm starting methods to reoptimise the problem PAR
λ,λ

(λ+

δ + ϵ). We get a new optimal basis and new optimal solution.
– Fourth, we repeat the three previous steps until λ is reached.
– The algorithm finishes and produces a finite number of solutions (as the

polytope of the problem has a finite number of vertices), which all taken
together form a concave upper bound for the range.

In Figure 4, we illustrate the algorithm on both upper and lower bounds.
For the lower bound, the algorithm first finds the linear bound in purple that
minimizes the problem for λ = −4 and its equivalent basis. Then iteratively,
it updates the next basis, found by using the optimality criterion, and reopti-
mises for the several values of λ obtaining the bound: pink, grey, yellow and
finally light blue in that order. For each reoptimisation, the previous basis is
used, upon it, a few simplex iterations are performed to find the new optimal
objective and basis.

The main drawback of the method resides in the need for an optimal basis
whereas the other methods only need an optimal solution. Similarly to the
robust variable solution, this method reformulates the problem using 2n vari-
ables and 2m1 + 3m2 constraints. Finding an optimal basis would require the
use of either the simplex or the crossover. This operation may take a lot of
time. However, if an optimal basis is known, the method is fast and accurate.
In the experiments this bound is named the robust envelope.
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3.5 Constant lower bounds using Lagrangian relaxations

In this section and next section, we propose two lower bounds based on La-
grangian relaxations of (3). Let us define the problem PL(ρ, λ) as the La-
grangian relaxation of P(λ), obtained by relaxing the second set of constraints:

PL(ρ, λ) ≡ minimize
x

ctx− ρ((A2 + λD)x− b2)

subject to A1x ≤ b1.
(33)

The optimal objective of PL(ρ, λ) is denoted hL(ρ, λ). Then, the following
result holds:

Theorem 5 A lower bound to (3) is given by,

max
(
min

(
f(λ), hL(ρ∗

λ, λ)
)
,min

(
f(λ), hL(ρ∗

λ
, λ)
))

≤ min
λ∈[λ,λ]

f(λ). (34)

where ρ∗
λ and ρ∗

λ
are the optimal dual variables related to the λ constraints of

P(λ) and P(λ) respectively.

Proof If ρ∗
λ and ρ∗

λ
are the optimal dual variables of the second set of con-

straints for P(λ) and P(λ) respectively, then

hL(ρ∗
λ, λ) = f(λ) (35)

hL(ρ∗
λ
, λ) = f(λ) (36)

Over the interval [λ, λ], minλ∈[λ,λ] h
L(ρ, λ) provides a valid lower bound. If we

extend the equations:

min
λ

hL(ρ, λ) = minimize
λ,x

ctx− ρ((A2 + λD)x− b2)

subject to A1x ≤ b1

(37)

the objective function can be rewritten as ctx − ρA2x − λρDx + ρb2. As λ
evolves linearly in a given range, the minimum is either λ = λ or λ = λ, i.e.:

min
λ

hL(ρ, λ) = min(hL(ρ, λ), hL(ρ, λ)) (38)

and this for any ρ. We chose to use the dual variables ρ∗
λ and ρ∗

λ
related to

the λ dependent constraints of P(λ) and P(λ), which are good candidates as
it is expected that the optimal dual variables do not change too much around
small modifications, we obtain:

min
λ

hL(ρ∗
λ, λ) = min

(
hL(ρ∗

λ, λ), h
L(ρ∗

λ, λ)
)
= min

(
f(λ), hL(ρ∗

λ, λ)
)

(39)

and

min
λ

hL(ρ∗
λ
, λ) = min(f(λ), hL(ρ∗

λ
, λ)). (40)



20 Bardhyl Miftari1,∗ et al.

Given two known points f(λ) and f(λ), we can thus compute two lower bounds
at the expense of running two linear programs with a smaller number of con-
straints (PL(ρ∗

λ
, λ) and PL(ρ∗

λ, λ)). Both are lower bounds for the whole range

λ ∈ [λ, λ]. Thus their maximum is also a lower bound:

max
(
min

(
f(λ), hL(ρ∗

λ, λ)
)
,min

(
f(λ), hL(ρ∗

λ
, λ)
))

≤ min
λ∈[λ,λ]

f(λ) (41)

⊓⊔

It should be noted that as hL(ρ, λ) is a lower bound for f(λ): hL(ρ, λ) ≤
f(λ) ∀ρ, λ. A solution of the underlying problem of hL(ρ, λ) is not necessarily
a feasible solution of the original problem (in f(λ)) and can in some cases lead
to an unbounded problem. This bound reduces the size of the problem to m1

constraints and does not affect the number of variables. In the experiments,
this bound is referred to as Lagrangian flat.

3.6 Non-constant lower bounds using Lagrangian relaxations

We can extend the previous technique to any function of ρ depending on λ:

PL(ρ(λ), λ) ≡ minimize
x

ctx− ρ(λ) ((A2 + λD)x− b2)

subject to A1x ≤ b1

(42)

the optimal value of PL(ρ(λ), λ), denoted hL(ρ(λ), λ), always provides valid
lower bound, whatever the choice of ρ(λ). For most non-trivial choices of
ρ(λ), we however lose the linearity of the objective w.r.t. x when computing
the constant bound.

Example 5 By choosing ρ(λ) as a linear function of λ, i.e. ρ(λ) = ρaλ + ρb ,
we obtain a quadratic objective

ctx− (ρaλ+ ρb)((A2 + λD)x− b2) = − λ2(ρaDx)

−λ(ρa(A2x− b2) + ρbDx)

+ctx− ρbA2x+ ρbb2.

For a given x, its minimum is either at λ = λ, λ = λ or λ = ρa(A2x−b2)+ρbDx
2ρaDx ,

the last being non-linear in x.

The non-linearities make the computation of more complex constant bounds
difficult. It is however possible to further relax the problem, which we demon-
strate by focusing on the case where ρ(λ) is a polynomial function of λ.
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Theorem 6 Let ρ(λ) = ρnλ
n + ρn−1λ

n−1 + . . .+ ρ0. Then,

λn+1

(
min

x|A1x≤b1

−ρnDx

)
+

n∑
i=1

λi

(
min

x|A1x≤b1

−ρi−1Dx− ρi(A2x− b2)

)
+

(
min

x|A1x≤b1

−ρ0(A2x− b2) + ctx

) (43)

is a lower bound of f(λ) ∀λ ≥ 0.

Proof With this ρ(λ), hL(ρ(λ), λ) becomes

minimize
x

− λn+1ρnDx− λn(ρn−1Dx+ ρn(A2x− b2))

− λn−1(ρn−2Dx+ ρn−1(A2x− b2))

− . . .

− λ(ρ0Dx+ ρ1(A2x− b2))

− ρ0(A2x− b2) + ctx

subject to A1x ≤ b1.

(44)

Using the fact that minλ f1(λ)+f2(λ) ≥ minλ f1(λ)+minλ f2(λ), we obtain
that

hL(ρ(λ), λ) ≥ min
x|A1x≤b1

−λn+1ρnDx

+

n∑
i=1

(
min

x|A1x≤b1
−λi(ρi−1Dx+ ρi(A2x− b2))

)
+ min

x|A1x≤b1
−ρ0(A2x− b2) + ctx.

(45)

As λ is unaffected by the minimization (by hypothesis, λ ≥ 0), it can be
moved out of the objective; by doing this we obtain the equation shown in the
theorem.

The resulting function is a lower bound as hL(ρ(λ), λ) is itself a lower
bound on f(λ). ⊓⊔

Obviously, another version of the theorem exists for λ ≤ 0, but special care
need to be taken for cases where λi ≤ 0, as minx λ

ig(x) = λi maxx g(x), for
any function g(x) and λi ≤ 0. Thus, for a negative λ, all minimizations related
to odd exponents of λ need to be transformed to maximizations.

There are four interesting observations to make here. The first is that the
bound is not constant and varies in λ, in a polynomial fashion. The second is
that the bound is valid for any λ (at least, as soon as all the linear problems
have bounded solutions): they are not constrained to a particular range unlike
previously discussed bounds. The third is that all these problems are only
constrained by A1x ≤ b1, which may lead to unbounded solutions. Finally,



22 Bardhyl Miftari1,∗ et al.

since these problems all share the same constraints and variables and differ
only by their objective function, warm-start methods can be easily used.

We propose to select two instances of this bound (here shown for λ > 0):

– A linear instance of the bound where ρ(λ) = ρ∗, where ρ∗ is the dual
variable associated to the second set of constraints of f(λ∗), for a given λ∗.
This gives the following bound, which we call the linear Lagrangian bound
or Lagrangian line:

λ

(
min

x|A1x≤b1
−ρ∗Dx

)
+

(
min

x|A1x≤b1
−ρ∗(A2x− b2) + ctx

)
. (46)

– A second idea is to use the linear interpolation between the known dual
variables of f(λ) and f(λ) related to the A2 matrix, ρ and ρ, i.e. with

ρ =
ρ−ρ

λ−λ
(λ− λ) + ρ. This produces a quadratic lower bound (that we call

the quadratic Lagrangian bound lbql
λ,λ

(λ) or Lagrangian quadratic):

λ2

(
min

x|A1x≤b1

ρ− ρ

λ− λ
Dx

)
+ λ

(
min

x|A1x≤b1

ρλ− ρλ

λ− λ
Dx+

ρ− ρ

λ− λ
(A2x− b2)

)

+

(
min

x|A1x≤b1

ρλ− ρλ

λ− λ
(A2x− b2) + ctx

) (47)

These two bounds respectively require two and three additional minimization
operations per bound, on the same number of variables than the original prob-
lem but with only n1 constraints and produces bounds that are valid for any
λ.

3.7 Lagrangian envelope

By using the principle of Lagrangian relaxations, we move the constraints
depending on λ to the objective function. Therefore, we can apply a similar
methodology to the one developed in Section 3.4 and build an equivalent La-
grangian convex envelope. First, we derive a bound tightness criterion, and
then describe the corresponding bound.

Bound tightness criterion

We recall the problem PL(ρ, λ),

PL(ρ, λ) ≡ minimize
x

ctx− ρ((A2 + λD)x− b2)

subject to A1x ≤ b1.
(48)
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For any ρ ≥ 0, PL(ρ, λ) is a relaxed version of P(λ) and its optimal objective,
denoted hL(ρ, λ), is a lower bound to f(λ).

For a given positive vector ρ, we add the slack variables and proceed sim-
ilarly to Section 3.4. We rewrite the original problems as,

hL(ρ, λ) = minimize
x

(
ct − ρ(A2 + λD)

)(x
s

)
subject to M

(
x
s

)
= b1,

s ≥ 0.

(49)

where M =
(
A1 I

)
and I is the identity matrix. We use this formulation to

derive the associated theorem

Theorem 7 (Lagrangian bound tightness criterion) Let x∗ be an op-
timal basic solution to the problem PL(ρ, λ) where ρ is positive and B and
N the basic and non-basic sets of variables. Additionally, let r be the optimal
reduced costs. Then, hL(ρ, λ) equals to ct−ρ(A2+λD)x∗ for any λ respecting
the following conditions simultaneously:

(λ− λ1)
(
−ρD

)
N
+
(
ρD
)
B
M−1

B MN ≥ −r

where
(
ρD
)
B

(resp.
(
ρD
)
N
) is the vector ρD restricted to the variables in B

(resp. N).

Proof The optimal reduced costs of (49) are given by,

r =
(
ct − ρ(A2 + λD)

)
N
−
(
ct − ρ(A2 + λD)

)
B
M−1

B MN

with r ≥ 0. If we consider the same basis on the slightly modified problem
λ+ δ, we obtain the new reduced costs :

(
ct − ρ(A2 + λD + δD

)
N
−
(
ct − ρ(A2 + λD + δD)

)
B
M−1

B MN

= r+
(
−ρδD

)
N
−
(
−ρδD

)
B
M−1

B MN

For the basis to stay optimal for the given δ, the reduced costs must be non-
negative. Therefore, we have that,

(
−ρδD

)
N
+
(
ρδD

)
B
M−1

B MN ≥ −r

We pose λ = λ1 + δ, we obtain the conditions stated. ⊓⊔
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Derived bound

The bound derived is similar to the one derived in Section 3.4. The main
complexity lies in the choice of the vector ρ. Selecting an appropriate value
for ρ is complex. Any positive value of ρ can be used to compute the bound.
We choose to optimise the problem PL(λ) and retrieve its optimal dual values
ρ∗, a vector of size m1 + m2, where m1 is the number of constraints in A1

and m2 number of constraints in A2. The vector ρ∗ can therefore be split as(
ρ∗
1 ρ∗

2

)
where ρ∗

1 are the optimal dual variables of the constraints A1 and ρ∗
1

the optimal dual variables of the constraints A2. We know that

f(λ) = hL(ρ∗
2, λ)

Therefore we know that for λ the bound is equal to the optimal value, making
it a good choice for ρ. A similar argument can be done using λ instead.

4 Experiments

In this section, we discuss the different bounding methods proposed and pro-
vide several empirical studies related to them. The section is divided in three
parts:

– We discuss the dataset.
– We highlight the performance of each bounding method. We uniformly

split the uncertainty interval in 1, 5 and 10 subintervals. We apply each
bounding method on every problem in the dataset for these ranges and
report the computation time, relative precision and overall availability.

– We propose an iterative algorithm that uses both upper and lower bounds
to minimize the gap between the two and benchmark its performance in
term of time and accuracy.

A summary of the ten different bounds method used in the experiments is
given in Table 2. The optimum reuse scheme is not used in the experiments
due to its simplistic nature.

Method field Approach Section Name Comment

Robust Constant 3.2 Robust flat

Optimization Linear in λ 3.3 Robust line left First optimize for λ then for λ.

Robust line right First optimize for λ then for λ.
Robust yzflat Add constraint ctz = 0.
Robust fixed slope pairwise ctz = δ where δ is the slope

between the optimum for λ and λ.
Envelope 3.4 Robust envelope

Lagrangian Constant 3.5 Lagrangian flat
Relaxations Linear in λ 3.6 Lagrangian line No variation of the dual

Quadratic in λ 3.6 Lagrangian quadratic Linear variation of the dual
Envelope 3.7 Lagrangian envelope

Table 2: Summary of all the bounding methods used in the experiments
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4.1 Dataset

To the best of our knowledge, there does not exist a dataset for our category
of problems, i.e. where there is a modification on the constraint matrix coeffi-
cients, hence, the need to build a dataset. Our proposed dataset of problems
is made of three categories of problems:

– Cat. 1 - Illustrative problems: Four small problems with two variables
and less than 15 constraints.

– Cat. 2 - Energy problems: Three real-life problems from the energy
field, two of which are large-scale.

– Cat. 3 - Netlib[9] problems: 191 problems derived from 81 original
Netlib library problems. For each problem in Netlib, we randomly chose 100
constraints. For each constraint, we randomly select three coefficients that
we copy in the Matrix D. We multiply each coefficient in D by a number
between 0.1 and 0.9 selected uniformly and change its sign uniformly. We
consider λ ∈ [−1, 1]. We only keep the problems that are feasible for λ =
−1, 0, 1 and that have a non-linear behaviour. Two other variants are made
where we select only equality or inequality constraints.

The third category of problems makes sure that the bounds are computed on
a large number of different problems. A full description of the illustrative and
real-life problems is given in Appendix A.2 as well as the list of all the Netlib
problems considered. All problems in the dataset are minimization problems
and their size is shown in Figure 5. The dataset is available on Zenodo [16]
and the readers are encouraged to use it and extend the dataset with more
problems.

These problems have very different ranges of variation for their objective
function, i.e. some objectives are very small and other very big. For all the
problems in the dataset, we compute the optimal objective for 100 uniformly
separated values of λ selected from [λ, λ]. We linearly normalise the objectives
in such a way that the objective value for these 100 points varies between [1, 2].

4.2 Bound assessment

In this experiment, we apply each bounding method to each problem presented
in Section 4.1. We compare the generated bounds in terms of availability (per-
centage of points for which a bounding method returns a finite value), error
and time taken to compute each bound in order to generate upper and lower
bounds. We benchmark the performance of each bound against the naive so-
lution of computing f(λ) for 100 values of λ in the interval [λ, λ] and against
each other.

Let us first define the set of the uniformly separated points selected from
the interval [λ, λ] and its subset of points for which a bound returns a finite
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Fig. 5: Scatterplot of the number of constraints with respect of the number of
variables for all the problems in the dataset by category.

value:

S = {λ+
i

99
(λ− λ) | i ∈ {0, ..., 99}} (50)

Ab = {λ ∈ S | bound b returns a finite value at λ} . (51)

The availability is defined as the percentage of points in S for which the bound
is available, i.e. returns a finite value.

availb =
|Ab|
|S|

∗ 100 . (52)

This metric is inherently biased against methods (such as ours) that do not
sample the solution space but rather provide stronger guarantees. To illustrate,
consider the hypothetic case where the image of f(λ) is only defined at the
100 values of λ that were sampled and unbounded everywhere else: bounding
methods would fail to provide strong guarantees around the points and report
no bounds, and the availability would be 0.

The root mean square error (RMSE) is defined as

RMSEb =

√∑
λ∈Ab

(b(λ)− f(λ))2

|Ab|
+ 1 . (53)

We add one to avoid computational problems related to an error of 0, linked
to the use of this error in a denominator later in the experiments. We chose to
only compute the error for points where the bound exists. If the bound does
not exist, the error is considered to be infinite. The relative timing is defined
as the time required to compute the bound divided by the time required to
compute f(λ) for 100 points in the range. We put a timeout of 90 minutes
(5400 seconds). If a bound has not been found in that time, we consider it
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Fig. 6: Illustration of robust envelope to provide an upper bound for the prob-
lem “Toy 2” given in (65) in Annex A.2.

unavailable.

We also assess the impact of dividing the interval [λ, λ] on the availability,
the RMS error and relative timing. We split the interval uniformly in N = 1,
5 and 10 subintervals. In other words, for N , we split the interval [λ, λ] in N
sub-intervals of same size,

[λ+
i

N
(λ− λ), λ+

i+ 1

N
(λ− λ)] ∀i ∈ {0, ..., N − 1} . (54)

We perform this for the bounding methods. We illustrate the impact of cutting
the interval for N = 1, N = 5 and N = 10 in Figure 6 for the robust envelope
bound on one particular problem.

The following analysis is divided in three subparts:

– On the macro level to answer questions related to the efficiency of this
approach and highlight the overall tendencies.

– Assessing the impact of increasing the number of subintervals.
– Comparing the bounds between themselves on the three criteria.

Overall results

In terms of availability, the methods have a higher availability when providing
lower bounds compared to upper bounds for every bounding method except the
robust flat and Lagrangian envelope, as shown in Table 3. For the Lagrangian
envelope, the difference in availability between providing an upper and lower
bound is not large enough to be able to draw any conclusion. The robust
methods, particularly for high number of subintervals, have a high availability
on average with the robust concave envelope and robust yzflat having the
highest availability with 81% for N = 10 to provide lower bounds. The bound
with the smallest availability is the Lagrangian quadratic bound which, on
average, is unavailable to provide upper bounds.
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Lower bounds Upper bounds

N 1 5 10 1 5 10

Lagrangian envelope 2% 2% 2% 3% 4% 4%
Lagrangian flat 11% 24% 29% 7% 15% 18%
Lagrangian line 5% 8% 8% 1% 2% 2%
Lagrangian quadratic 4% 6% 6% 0% 0% 0%
Robust concave envelope 42% 73% 81% 29% 57% 64%
Robust fixed slope pairwise 41% 73% 80% 28% 56% 63%
Robust flat 19% 32% 35% 24% 42% 46%
Robust line left 40% 67% 75% 28% 53% 62%
Robust line right 40% 69% 76% 27% 54% 61%
Robust yzflat 42% 73% 81% 29% 57% 65%

Table 3: Average availability in percentage over all the dataset for all the
bounds to provide lower and upper bounds for N=1,5 and 10.

In terms of precision and timing, the methods perform better when used
to provide upper bounds rather than lower bounds as shown in Table 4 and
Table 5. As mentioned previously, we hypothesise that all the problems in
the dataset are minimization problems and the fact that the original problem
is dualised to get the lower bound for robust problems significantly increases
the problem size and leads to this difference in performance. Indeed, in the
dualised version of (3), all the constraints are dependent on λ. In the context
of robust bounds, the size of the problem is significantly increase. For the
Lagrangian bounding methods, we get an optimisation problem that has no
constraints as they are moved to the objective.

In terms of relative timing, all the methods except the robust envelope (for
5 and 10 subintervals) and the robust fixed slope pairwise (when providing
lower bounds with 10 subintervals) have a smaller median time than the one
required to compute 100 points. In terms of relative error, for N = 5 and
N = 10, all methods provide a relative error smaller than 2 for both upper and
lower bounds, except the Lagrangian line (for both lower and upper bounds),
and the Lagrangian quadratic and robust flat for lower bounds only. Figure
7 shows the evolution of the percentage of problems that are within an error
range for a growing error for all the bounds and all the subintervals N = 1, 5
and 10.

Splitting the uncertainty interval

Splitting the uncertainty interval in uniform subinterval leads to an improve-
ment in terms of availability and error. In terms of availability, increasing
the number of splits increases the chances of bounds to be found for at least
one of the subinterval of the range. In terms of error, there are a few excep-
tions for which the low initial availability induces a bias. For instance, the
Lagrangian envelope has an error of 1.00 and an availability of 3% to provide
upper bounds for N = 1. By increasing the number of subintervals to N = 5,



Title Suppressed Due to Excessive Length 29

Lower bounds Upper bounds

N 1 5 10 1 5 10

Lagrangian envelope 1.00 1.22 1.27 1.00 1.20 1.20
Lagrangian flat 4.79 1.67 1.28 1.78 1.15 1.07
Lagrangian line 3.99 3.12 3.74 2.40 2.25 2.41
Lagrangian quadratic 5.95 5.79 6.50 1.93 1.54 1.54
Robust concave envelope 1.89 1.16 1.07 1.36 1.02 1.01
Robust fixed slope pairwise 2.20 1.21 1.10 1.54 1.04 1.01
Robust flat 2.94 2.88 2.88 1.75 1.16 1.08
Robust line left 5.47 1.58 1.26 1.64 1.07 1.02
Robust line right 4.35 1.53 1.24 1.71 1.06 1.02
Robust yzflat 2.04 1.25 1.12 1.62 1.12 1.06

Table 4: Median error over all the dataset for all the bounds to provide lower
and upper bounds for N=1,5 and 10.

Lower bounds Upper bounds

N 1 5 10 1 5 10

Lagrangian envelope 0.10 0.27 0.43 0.11 0.30 0.51
Lagrangian flat 0.08 0.20 0.33 0.11 0.26 0.44
Lagrangian line 0.12 0.22 0.31 0.16 0.29 0.43
Lagrangian quadratic 0.14 0.25 0.35 0.18 0.32 0.45
Robust concave envelope 0.89 3.89 7.30 0.31 1.56 2.61
Robust fixed slope pairwise 0.17 0.58 1.06 0.15 0.51 0.93
Robust flat 0.02 0.07 0.12 0.02 0.06 0.11
Robust line left 0.10 0.46 0.91 0.10 0.49 0.91
Robust line right 0.11 0.48 0.92 0.10 0.51 0.94
Robust yzflat 0.08 0.36 0.69 0.09 0.37 0.69

Table 5: Median timing over all the dataset for all the bounds to provide lower
and upper bounds for N=1,5 and 10.

the bound becomes more available (4%) which leads to an increased relative
error of 1.2.

In terms of timing, increasing the number of subintervals does not lead
to an N-fold increase in the timing for all the bounds. In other words, in-
creasing the number of subintervals from 1 to 5 or to 10 does not lead to an
increased relative timing of 5 or 10. For the Lagrangian bounds, the median
time required to compute 5 subintervals and 10 subintervals is respectively
2.18-times and 3.41-times the one required when N = 1 on average. For the
robust bounds, on average, the median time required to compute 5 subintervals
and 10 subintervals is respectively 4.19-times and 7.73-times the one required
when N = 1.

Comparing the bounding methods

In terms of availability, the bound with the highest availability for lower
bounds and upper bounds respectively is robust yzflat with robust fixed slope
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Fig. 7: Percentage of problems that are within an error range for an increasing
error for every bound and value of N = 1, 5 and 10.

pairwise and robust concave envelope being close seconds. The robust concave
envelope suffers from the timeout as it requires more computation.

The robust bounds, with the exception robust flat, have approximately
the same availability and the maximum difference between the bound with
the highest availability and the one with the lowest is 6%. However, robust
flat always has a much smaller availability, approximately half of the others
for lower bounds and between 0.71 and 0.81 the others when providing upper
bounds. As mentioned previously, the bound with the lowest availability for
upper bounds is a Lagrangian quadratic which is almost never available. When
providing lower bounds, the Lagrangian envelope is the bound that has the
smallest availability. The Lagrangian bounds with the exception of Lagrangian
flat have very low availability < 1% even for N = 10. The Lagrangian flat is
the Lagrangian bound with the highest availability with 0.29 when providing
lower bounds for N = 10 and 1.18 when providing upper bounds for N = 10.
For a given number of subintervals N , the robust bound with the smallest
availability, robust flat, has still an availability higher than the Lagrangian
bound with the highest availability, i.e. Lagrangian flat, for both upper and
lower bounds.

In terms of error, Figure 8 displays the percentage of problems within a
relative error range compared to the best found bound for a given problem for
every bound and value of N = 1, 5 and 10. In that Figure, we see some clear
tendencies in terms of error:



Title Suppressed Due to Excessive Length 31

– Three bounding methods dominate all the charts regardless of
N : Robust concave envelope, robust yzflat and robust fixed slope pairwise
are the bounds with the smallest relative error which is also confirmed
in Figure 7. For N = 5 and N = 10, when providing upper bounds, the
robust line left and robust line right show significant improvements and
are added to the bounds with the highest percentage of problems within a
small error. Robust concave envelope displays a little growth throughout
the charts meaning that it gives the best found bound for most problems.

– Lagrangian flat dominates the other Lagrangian methods: the La-
grangian flat always has a higher percentage of problems within a relative
error range compared to other Lagrangian methods.

– For upper bounds, a small number of problems have a relative
error bigger than 2: For upper bounds, most methods reach their maxi-
mum percentage of problems within an error range of [1, 2], especially when
N = 5 and N = 10.

– For most bounds, there is no significant improvement between
N = 5 and N = 10: The difference between the curves of N = 5 and
N = 10 for both lower and upper bounds is not significant, even though
there is a small improvement.

The median relative timing is displayed in Table 5. When providing upper
and lower bounds alike and for all N , robust flat has the smallest relative
timing and robust concave envelope has the highest relative timing. All the
other Lagrangian methods vary in the similar ranges as do all the other robust
methods. The relative timing of the other Lagrangian and robust methods,
even with N = 10, have a median of less than 0.51 and 1.06 respectively.

In summary, the method with the highest availability and smallest error
is robust concave envelope but it suffers from its large relative timing (partic-
ularly for large N). The robust methods yzflat and fixed slope pairwise have
small errors and have an availability close to robust concave envelope with
a timing significantly smaller and much closer to 1 in relative time. Robust
flat is the fastest method to compute but has larger errors and has a smaller
availability. Out of all the Lagrangian bounds, the Lagrangian flat method is
the most promising on all metrics.

4.3 Combining upper and lower bounds

In this section, we propose an iterative algorithm that tries to minimize the gap
between upper and lower bounds. We use this iterative algorithm to compare
the performance of different combinations of methods to get these bounds in
terms of precision, availability and computation time.

4.3.1 Iterative algorithm

The idea behind the iterative algorithm is simple: we have two sets of methods,
one that generates an upper bound and one a lower bound. The resulting
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Fig. 8: Percentage of problems that are within a relative error range compared
to the best bound for a given problem for every bound and value of N = 1, 5
and 10.

bounds can be refined by reducing the range [λ, λ], i.e. dividing the range
and reapplying the methods to find new upper and lower bounds for this new
smaller range.

Algorithm 1 works using this principle. It maintains a priority queue of
ranges to explore, starting with [λ, λ]. It iteratively selects the range with the
largest error (defined by the maximum distance between the bounds computed
in each range) and refines it, by dividing it into two equal parts and computing
the bounds on these two parts, then reinserting them into the priority queue.

Degenerate cases exist where the upper/lower bounds cannot be found for
a given range (for example when the Lagrangian relaxation is unbounded);
in such cases, we write that the lower/upper bounds are respectively −∞
and ∞ and that the distance between the bounds is infinite. This can lead the
algorithm to exclusively focus on these ranges. In order to avoid this behaviour,
we add a stopping condition on the algorithm: when the range length being
refined is smaller than a user-defined ϵλ, the algorithm computes the ground
truth f(λ) at the middle of the range and stops refining this particular range
(i.e. it considers that the error in this range is 0).

This is an anytime algorithm: at any point in time, the algorithm maintains
the sets of bounds that have been computed.

Figure 9 shows four different steps of the iterative algorithm using robust
yzflat for both upper and lower bounds., nominally the 1st, 26th, 76th and last
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Fig. 9: Four steps of the iterative algorithm using robust yzflat for both upper
and lower bounds on Problem (64) (Annex A.2). At any iteration, the algo-
rithms ensures that f(λ) lies in the green zone or is equal to the black dots.

(255th) iteration for Problem (64) (Toy 1 from Annex A.2). The black dots
are the truth f(λ) points computed.

4.3.2 Results

In these experiments, we selected four upper bounds and five lower bounds
based on the results from the previous section. We only selected those that
had a high availability and a relatively low error and time requirements for
computing 5 and 10 subintervals. For both bounds types of bounds, we se-
lected robust fixed slope pairwise, robust yzflat, robust line right and robust
flat. For the lower bounds, we add one additional method, Lagrangian flat. We
pair each method that generates upper bounds with one method that gener-
ates lower bounds to obtain our sets of method to run the iterative algorithm.
When talking about a particular combination of these methods, we specify the
method used as an upper or lower bound by writing (ub) or (lb) respectively
next to the method name. For each problem, we compute the iterative algo-
rithm introduced in the previous section using each pair of lower and upper
bounds from our selection. We define the timeout at three minutes. For each
pair of bounds, we report the errors in the form of a boxplot when we stop at
a relative timing of 1, i.e. the time required to compute the 100 points from S.
The errors are computed as the gap between the lower and upper bound. The
results are shown in Figure 10. In the Figure, each pair is sorted by median
error. The boxplot enables us to see different quartiles, each showing the per-
centage of problems for which the error is bigger than the value given by the
line, e.g. the first line shows the quartile 10, for that value, we know that 10%
of available problems have an error smaller and 90% an error greater than the
value given by the line. In Figure 11, the median relative error of each bound
is associated to its availability.
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Algorithm 1 Iterative algorithm

function it alg(P, f , f , [λ, λ], ϵλ, T )
Input: P the problem

f : R2 7→ (R 7→ R ∪ {−∞}) which provides lower bounds

f : R2 7→ (R 7→ R ∪ {∞}) which provides upper bounds
[λ, λ] the range to consider
ϵλ the size of smallest interval to consider before computing a point
T the time limit.

Output: L,U ,D the sets of lower bounds, upper bounds and points (resp.) that have
been computed.

T ← empty max-Priority Queue ▷ Todo-list of ranges
L ← ∅ ▷ Set of computed lower bounds
U ← ∅ ▷ Set of computed upper bounds
D ← ∅ ▷ Set of computed points

lbi, ubi ← f(λ, λ), f(λ, λ)

Insert [λ, λ] with priority maxλ∈[λ,λ] ubi(λ)− lbi(λ) in T
L ← L ∪ {lbi}
U ← U ∪ {ubi}

while T ≠ ∅ and time limit is not reached do
[λi, λi]← pop range from T with highest priority

mid← λi+λi

2

if λi − λi > ϵlambda then

lb1, ub1 ← f(λi,mid), f(λi,mid)

lb2, ub2 ← f(mid, λi), f(mid, λi)
Insert [λi,mid] with priority maxλ∈[λi,mid] ub1(λ)− lb1(λ) in T
Insert [mid, λ] with priority maxλ∈[mid,λ] ub2(λ)− lb2(λ) in T
L ← L ∪ {lb1, lb2}
U ← U ∪ {ub1, ub2}

else ▷ stop condition
D ← D ∪ {(mid, fP (mid))}

end if
end while
return L,U ,D

end function

Overall, we see that all the combinations have an availability lower than
54% and all of them have a median error lower than 1. The methods with the
highest value for the availability are robust yzflat (lb) with robust line right
(ub) 53.1%, robust yzflat (lb and ub) 52.5% and robust line right (lb) with
robust yzflat (ub) 52.1%. The lowest availability is Lagrangian flat (lb) with
robust flat (ub) 6.1%. Figure 11 confirms that using robust yzflat (ub) and
robust fixed slope pairwise (ub) have the best trade-off between availability
and median relative error. The same conclusion can be taken when considering
robust yzflat (lb), robust line right (lb) and robust fixed slope pairwise (lb) for
the lower bound. We can see that the lower bound choice directly influences
the availability of the bound whereas the upper bound influences more the
median error for most methods with the exception of robust flat (ub). The
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Fig. 11: Scatter plot of the bounding methods’ availability with respect to the
median relative error for a relative timing of 1.

Lagrangian flat method gives the worst trade-off in every case.

In terms of error, robust yzflat (ub) and robust fixed slope pairwise (ub)
have a small relative error difference between the 25 and 75 quartile and keep a
median lower than 0.25 making them particularly interesting. Robust flat and
robust line right have bigger median errors and are more spreed between the
quartiles. The variants of robust yzflat (ub) and robust fixed slope pairwise
(ub) when combined with robust yzflat (lb), robust fixed slope pairwise (lb)
and robust line right (lb) offer a high availability > 49% with a small median
relative error < 0.25.



36 Bardhyl Miftari1,∗ et al.

5 Conclusion

In this paper, we propose a novel approach for assessing the behaviour of
the optimal objective function of a problem whose constraint coefficients can
linearly vary within a given interval [λ, λ]. This approach consists of building
bounds around the optimal objective function. Building bounds provide strong
guarantees on the objective function and helps identify problematic behaviours
in the objective that can otherwise be missed.

We present bounding methods based on robust optimization and Lagrangian
relaxations derived in three groups of methods, one that computes constant
bounds, the other variables bounds depending on λ and finally, envelope
bounds. We benchmark these methods against a sampling protocol and high-
light the efficiency of the bounding approach in terms of precision, availability
and timing. For most problems, the bounding methods provide a high preci-
sion, a timing lower than the sampling approach and up to 80% availability.
In particular, the bounding methods, robust envelope, robust yzflat, robust
fixed slope pairwise and robust variable left and right outperform the other
methods on all three metrics.

In the benchmark, we also prove that splitting the interval in equal subin-
tervals can increase the accuracy and availability of a given bound and used
this result to propose an iterative algorithm. The iterative algorithm uses a
lower bound and an upper bound and iteratively refines the gap between the
two by dividing the interval and reapplying the methods. We benchmark this
algorithm against the same sampling approach on the three metrics. We show
that the best combination of bounds can achieve a relative error of less than
0.25 in the same time as the one required by the sampling approach. However,
the iterative approach has an availability lower than 55% in that amount of
time. This can be improved by using more bounds concurrently.

As future work, we want to further assess our methods on real-life prob-
lems. First, we want to study if tuning the methods for particular problems,
instead of going with a fully generic approach, can improve the performances of
these methods. For instance, we expect “problem-specific” Lagrangian bounds
to outperform their generic counterpart presented in this paper. Second, we
want to increase the number of instances in our database for the generic study.
To achieve that, we plan on integrating and automating the deployment of
these bounding methods with other sensitivity analysis approaches in mod-
elling tools such as JuMP[13], Pyomo[4] or The Graph-Based Optimization
Modelling Language[15]. From a practitioners point of view, such integration
would enable users to perform these analysis in a seamless manner.
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A APPENDIX

A.1 Lemma quadratic function

This Lemma is used in Section 3.3.

Lemma 2 Given a quadratic function q(x) = ax2 + bx + c. The maximum of q(x) over
x1 ≤ x ≤ x2 is upper bounded by

max


ax2

1 + bx1 + c

ax2
2 + bx2 + c

ax1x2 + bx1+x2
2

+ c

(55)

Proof We analyse separately the concave and the convex case:

– If the function q(x) is convex, that is if a ≥ 0, then the maximum of the function in
the polyhedron [x1, x2]. The equation (2) is known to be attained at one of its vertices,
either x1 or x2.

– For the concave case, let us consider the two tangents at x1 and x2:

tx1 (x) = ax2
1 + bx1 + c+ (x− x1)(2ax1 + b) = c+ 2ax1x− ax2

1 + bx (56)

tx2 (x) = ax2
2 + bx2 + c+ (x− x2)(2ax2 + b) = c+ 2ax2x− ax2

2 + bx. (57)

If q(x) is concave (a ≤ 0) then any tangent is an upper bound for the function for any
x. Taking two tangent at different points and taking the minimum of the two functions
is also an upper bound. That is, for any x1 < x2:

min(tx1 (x), tx2 (x)) ≥ q(x) ∀x. (58)

min(tx1 (x), tx2 (x)) forms a piecewise linear function. The tangents tx1 and tx2 intersect
at the middle point of [x1, x2]:

tx1 (x) = tx2 (x) (59)

2ax1x− ax2
1 = 2ax2x− ax2

2 (60)

2x1x− x2
1 = 2x2x− x2

2 (61)

x =
x2
2 − x2

1

2(x2 − x1)
=

x1 + x2

2
(62)

with the value t1(
x1+x2

2
) = ax1x2 + bx1+x2

2
+ c.

Now, the maximum of the function min(tx1 (x), tx2 (x)) over [x1, x2] is achieved either

on tx1 (x1) or tx2 (x2) or in the middle of the range, at t1(
x1+x2

2
):

max
x∈[x1,x2]

min(tx1 (x), tx2 (x)) = max


ax2

1 + bx1 + c

ax2
2 + bx2 + c

ax1x2 + bx1+x2
2

+ c

(63)

A.2 Dataset

In this Appendix, we provide a full overview the problems in the proposed dataset.
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A.2.1 Illustrative problems

This category contains three small two-variable problems that are used for the sake of
illustration rather than being of particular interest.

1. Toy 1:

Ptoy 1 ≡ min
(
−1 2

)(x
y

)

s.t


−2 −1
1 2
−1 1
1 −1
1 −3
2 0


(
x
y

)
≤


3
0
2
1
1
3




3 −1
−3 1
−2 1
2 −1
−1 −2
−1 −3


(
x
y

)
+ λ


3 3
3 −2
2 3
2 −1
−2 1
0 −2


(
x
y

)
≤


0
0
0
3
3
1


∀λ ∈ [−4, 4]

(64)

2. Toy 2:

Ptoy 2 ≡ min
(
0 1

)(x
y

)

s.t


−2 0
2 2
−1 0
−1 −1
0 1
−3 −2


(
x
y

)
≤


1
2
2
3
3
1




2 3
0 1
1 −3
0 −3
3 0
−2 3


(
x
y

)
+ λ


3 3
0 2
−2 −1
2 1
2 0
2 2


(
x
y

)
≤


3
1
2
3
3
1


∀λ ∈ [−4, 4]

(65)

3. Toy 3: This problem is the one written in (4). We rewrite it here for the sake of
completeness.

Ptoy 3 ≡ min
(
2 −2

)(x
y

)
s.t

(
−2 2
−1 0

)(
x
y

)
≤

(
4
1

)


2 1
−2 −3
2 2
−1 −4

(
x
y

)
+ λ


−1 −4
0 4
−4 −3
2 4

(
x
y

)
≤


4
2
0
2


∀λ ∈ [−10, 9]
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4. Toy 4: This problem is the one written in (13). We rewrite it for the sake of complete-
ness.

Ptoy 4 ≡ min
x,y

(
−2 −2

)(x
y

)
s.t

(
3 1

)(x
y

)
≤

(
3
)

(
−5 −2
1 4

)(
x
y

)
+ λ

(
−3 −2
−3 0

)(
x
y

)
≤

(
0
−3

)
∀λ ∈ [−2, 2]

(66)

A.2.2 Real-life problems

This category contains two real-life problems from the energy field.

1. A microgrid sizing problem: determining the optimal number of PV panels and bat-
teries to install in order to minimize the overall energy bill given electricity prices and
consumption. The uncertainty is applied on the capacity factor, i.e. a conversion factor
that is directly dependant on the solar irradiance, PV inclination and much more, that
determines the amount of electricity produced. The problem has 172 variables and 342
total constraints with 24 constraints concerned by the modification.

2. Amulti-energy nation-wide system: The energy system is the one presented in Mbe-
noun et al. [14]. The problem is a multi-million-variables model of the Belgian energy
system, focusing on the impact of potential offshore hydrogen production and trans-
portation. The uncertainty is applied on the electrolysis efficiency that varies between
0.01% and 100% efficiency. The problem has 501229 variables and 992339 constraints
with 6480 constraints concerned by the modification.

A.2.3 Netlib derived problems

Here is a list of all the problems that we have taken from Netlib[9]:

– 25fv47
– 80bau3b
– adlittle
– agg
– agg2
– agg3
– bandm
– beaconfd
– blend
– bnl1
– bnl2
– boeing1
– boeing2
– bore3d
– brandy
– capri
– cycle
– czprob
– d2q06c
– d6cube
– degen2

– degen3
– e226
– etamacro
– fffff800
– finnis
– fit1d
– fit1p
– fit2d
– fit2p
– forplan
– ganges
– gfrd-pnc
– greenbea
– greenbeb
– grow15
– grow22
– grow7
– israel
– lotfi
– maros
– maros-r7

– modszk1
– nesm
– perold
– pilot4
– pilot87
– pilot
– pilotnov
– recipe
– sc105
– sc205
– scagr25
– scagr7
– scfxm1
– scfxm2
– scfxm3
– scorpion
– scrs8
– scsd1
– scsd6
– scsd8
– sctap1

– sctap2

– sctap3

– seba

– share1b

– share2b

– shell

– ship04l

– ship04s

– ship08l

– ship08s

– ship12l

– ship12s

– sierra

– standata

– standgub

– standmps

– stocfor1

– stocfor2


