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Abstract

We provide a correction to the sufficient conditions under which closed-form expressions for
the optimal Lagrange multiplier are provided in [4]. We first present a simple counterexample
where the original conditions are insufficient, highlight where the original proof fails, and then
provide modified conditions along with a correct proof of their validity. Finally, although the
original paper discusses modifications to their method for problems that may not satisfy any
sufficient conditions, we substantiate that discussion along two directions. We first show that
computing an optimal Lagrange multiplier can still be done in polynomial time. We then
provide complete and correct versions of the corresponding Benders and column-and-constraint
generation algorithms in which the original method is used. We also discuss the implications of
our findings on computational performance.

1 Background

In [4], the author considers two-stage robust optimization problems with binary-valued uncertain
data and proposes a new method to construct worst-case parameter realizations in such problems.
To keep our presentation succinct, we adopt all notation and assumptions from that paper, and
consider the problem formulation denoted as P, shown below.

inf sup Q(z, &),
reX EeE

minimize ¢(&)'z +d(€)"y (P)
Q(w7 E) = yey :
subject to Tx + Wy > h(§)

The central idea of the method in [4] is the development of the following Lagrangian dual with
scalar-valued multiplier A € R,.

minimize ¢(€) x4+ d(€)"y + A\d(z, &)

Li@,gA) = |vreers M
subject to Tx + Wy > h(z), z<e.
$(z,6) =e'z+e'£—22"¢ (2)
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It is shown in [4, Theorems 1 and 2] that the Lagrangian dual has the following attractive properties.

Q(x,&) = sup L(x, & N) forallz e X £ €= (3)
AER L
inf sup Q(x,€) = sup inf sup L(x, &, N) (4)
TEX ¢gex AER, TEX gec=

An immediate consequence of these properties is the following equation to which we shall refer in
this paper. This equation is obtained by simply taking the supremum of both sides of (3] over
et
sup Q(x, &) = sup sup L(x,&,\) for all x € X. (5)
ge= AER, €€
In [4, Theorem 4], it is shown that one can compute a closed-form expression for the Lagrange
multiplier that maximizes the right-hand side of (B if “for every & € X, either there exists £ € E
such that Q(x,&) = 400 or Q(x, &) < +oo for all £ € {0,1}"”. Whenever this condition holds,
the paper claims that for any feasible first-stage decision & € X’; that is, for which sup {Q(m, &) :
£ €E} < 4oo,
u(zx) — l(x) € argmax {max L(x, &, )\)} , (6)
AeR4 £e=
where u(x) is any finite upper bound on sup { Q(x, &) : £ € E} and {(x) is any finite lower bound
on inf {c(&)Tx +d(€)Ty : £ € E,y € V}. In other words, u(z) — {(z) is an optimal Lagrange
multiplier.

2 Counterexample

Consider the problem with X = {0}, £ = {0,1}, Y = {0, 1}, and whose second-stage value function
is given by
minilg}lize —y
Qz,§) = ' 3
subject to y < 3~ &

For simplicity, this problem has a unique feasible first-stage decision, so that the second-stage value
function depends only on the uncertain parameter £. The counterexample can, however, be easily
extended to more complex first-stage decision spaces.

It can be readily verified by enumeration that Q(z,£) < +oo for all z € X and all £ € =. Hence,
the conditions of [4, Theorem 4] are satisfied. We show, however, that the claimed result is wrong.
To that end, observe the following obtained by simply enumerating all points in = and Y:

sup Q(z, ) = max { min  —y, min —y} =max{—1,0} =0,

€e= ye{0,1},y<3 ye{0,1},y<3
inf —y = min{0,—-1} = —1.
ye{0,1} Y t J
According to [4, Theorem 4], one can choose u(x) = 0 and ¢(z) = —1 to ensure that u(x) —¢(z) =1

is an optimal Lagrange multiplier, namely that 1 € argmax)cp, {maxeez L£(z,£,A)}. We now
proceed to show that this is false by explicitly calculating L£(z, &, \) by brute force enumeration. In
deriving the following, we only use the fact that A > 0.

max L(x,&,\) = ma min —y+A(z+E&—2z2
LA = I8\ oeliiixpy, Y TAETE20)

y+2<3



maXee= £(l’, ga )‘)

0.5

-1

Figure 1: Plot of maxeczs L(x,&, A) versus A for the counterexample.

= max min -y + Az, min —y+A—Az
(y,2)€{0,1}x[0,1], (y,2)€{0,1}x[0,1],
y+2<3 y+a<3

:max{min{ min Az, min —1—1—)\73},

z€[0,1],2<3 z€[0,1],2< %
min min  A—Az, min —-14+A-Az
z€[0,1],2<3 z€[0,1],2< 3

= max {min{O, —1}, min {0, % — 1}}
= max{—l,min {0, % — 1}} .

A plot of the function is shown in Figure Il which indicates that the function is not maximized at
A =u(z) — ¢(x) = 1. In other words, equation (@] is false.

3 Correct Sufficient Conditions

The proof presented in [4, Theorem 4] fails when it is claimed that “problem (II) always has an
optimal solution (g, 2) such that 2 € {0,1}", for any € € = and A € R;”. It is worth noting,
however, that all other steps of the proof remain valid whenever this claim is true. Below, we
provide complete and correct conditions under which this claim is true and hence, the conclusion
of [4, Theorem 4] remains valid. Additionally, we highlight that although Theorem 5, Algorithm 3,
and Algorithm 8 in the original paper invoke |4, Theorem 4], they do not require any modifications
themselves. Indeed, their validity is unaffected as long as the correct sufficient conditions are
satisifed.

For simplicity of our ensuing exposition, we disaggregate the second-stage decisions in [P into
their continuous and discrete components. Let y = (yc,yq), where y. and yq are the vector of
continuous and discrete second-stage variables, respectively. We extend this notation to matrices
and vectors which are multiplied by y (for example, Wy = W, y. + Wyy,), so that Q(x, &) can



also be equivalently written as:
minimize (€)' @+ de(€) ' ye + da(€) 'ya

Oz, &) = subject to T + Wy + Wayq > h(§) ’
Y= (Ye:ya) €Y =R} x Yy

where Y3 C Z"dz, neg,ndy € 7N [0,n2] and nce + ndy = nge. This representation is general enough
to allow the second-stage decisions to be purely continuous (nce = ngy), purely integer (ndy = ng)
or mixed-integer.

We also define Q(x,&;yq) and L(x, &, \;yq) as restrictions of Q(x, &) and L(x, &, \), respec-
tively, where the values of the discrete second-stage decisions are fixed to yq, as shown below.

minirrnlizze c(€) "z +de(€) ye + da(€) ya
Oz, &ya) = | ¥ , (8)
|subject to T'x + Wy + Wayq > h(§)

mizlciQmizen c(&) "z 4+ do(€) ye + da(€)Tya + Ao(2,€)

L£(@,€, X ya) = | Voo 2R - (9)
| subject to  Tax + Wy, + Wayg > h(z), z<e.

The next theorem provides the correct sufficient conditions under which one can compute closed-
form expressions for the optimal Lagrange multiplier.

Theorem 1. Suppose that the following conditions are satisfied in problem [Pl
1. X CzZm.
2. Tezm ™ W eZ™ " h(€)=hy+ HE, where hg € Z™, H € Zm*"».
3. [We — H] € Zm*(e2tm) s g totally unimodular matriz.

Then, for any feasible first-stage decision x € X; that is, for which sup {Q(a:,f) 1€ € E} < +o0,
we have that
u(x) — {(x) € arg max {maxﬁ(ac,&, )\)} ,
)\ER+ ge=
where u(x) is any finite upper bound on sup {Q(m,&) 1€ € E} and £(x) is any finite lower bound
oninf{c(€)Tx+d(&) Ty :£€cE,ycV}.

Proof. Suppose that * € X is any feasible first-stage decision in [Pl We shall show that under
the conditions stated in the Theorem, problem () always has an optimal solution (g, 2) such that
z € {0,1}", for any € € Z and A € Ry. The rest of the argument follows from the proof of [4,
Theorem 4] and remains unchanged.

Using the definition of L(x, &, \;yq) in equation (@), problem (IJ) can be equivalently written
as the following nested optimization problem:

L(x, €, \) = minimize L(x, &, \; yq)
Ya€Va

Under the stated conditions, it can be readily verified the constraint matrix defining the feasible
region of L(x, &, \;yq) is totally unimodular. Moreover, the right-hand side coefficients, hg — T'x —
Wyya, are integer-valued for any @ € X C Z™ and yq € Vg C Z"%. Therefore, the polyhedron
defining the feasible region of L(x, &, \; y4) has integer vertices, as does its optimal solution. Hence,
any optimal solution (g, 2) of L(x, &, \) must satisfy 2 € {0,1}"». O



We now present a class of problems where the conditions are satisfied.

Example 1 (Interdiction Constraints). Suppose that the second-stage problem is combinatorial,
Y ={0,1}"2, and the second-stage decisions represent resources that are being interdicted depend-
ing on some random realization of the uncertain parameters, as shown below. Such structures are
common in network interdiction problems, including facility location with random facility disrup-
tions; e.g., see [2,[3)].

minimize c(&) x +d(€) "y
yey

Oz, §) = subject toTx + Wy > h,
0<y<e—¢
Suppose also that X C Z™ and that all matrices are integer. Then, it can be verified that the

assumptions of Theorem [1 are satisfied (with nca = 0). One can then compute a closed-form
expression for the optimal multiplier using expressions for u(x) and {(x) provided in [4, Theorem 5].

Our proof argument allows us to also extend Theorem [I] to problem [P7] (reproduced below from
the original paper) without requiring significant changes.

inf Sup I(m7 5)7

[ minimize C(E)Tm + d(é)—r’y ]
yey
(2, €) = subject to g(z,y) > 0 7z)

& =0 = gi(z,y) =0, i €I, j€ [ny

§=1= gi(x,y) =0, i €I}, j€ny

Here, g(x,y) = Tx + Wy — hy and I]Q,I} C [m] are some index sets. Also, the corresponding
Lagrangian is given by:

minimize c(E)T:I: + d(E)Ty + Aoz(x, y,8)
Lr(z, & N) = ey (10)
subject to g(zx,y) > 0.

my£ Zzgjgzmy Zzl_gjgzmy)- (11)
Jj€np] zeIl Jj€np] zeIO

We now present the following analog of Theorem [ for problem [Pzl Notably, we highlight that
a similar result was not postulated in the original paper. The proof is similar to that of Theorem [
and we omit it for the sake of brevity.

Theorem 2. Suppose that the following conditions are satisfied in problem [Pg].
1. X Czm™.

2. T eZm ™ W eZm™ ", hyecZm.

3. W, € Z™*"2 g q totally unimodular matriz.

Then, for any feasible first-stage decision x € X; that is, for which sup {QZ(:B, £ : €€ E} < 00,
we have that

u(x) — £(x) € arg max {maxﬁz(m &, )\)}
AR £e=

where u(x) is any finite upper bound on sup { Qz(x,€) : € € E} and ((x) is any finite lower bound
on inf {C(E)Tm +d&)y:EcE,yc y}.



4 Absence of Sufficient Conditions

We now discuss key algorithmic implications in the absence of sufficient conditions that allow for
a closed-form expression. Although the original paper includes a short discussion to that end, we
present a more thorough and formal treatment in this section.

4.1 Computational Complexity

We show that computing an optimal Lagrange multiplier can still be done in time that is polynomial
in the size of the input data under fairly general conditions. To ease our presentation, we first
paraphrase a result from [I, Lemma 4] regarding solutions of linear programs.

Lemma 1 ([1]). Let || X|| denote the mazimum absolute value of any entry of a matriz or vector
X. Let P = {w € R}* : Aw = b} be a polyhedron with A € Z™<*™ and b € Z™~. Then, any
vertex @ of P satisfies ||@]|| < my!||b||||Al™ L.

We highlight that the bound in Lemma [Il can be computed in time polynomial in the input
data (A, b). It allows us to prove our main complexity result, which we state next.

Theorem 3. Suppose that the following conditions are satisfied in problem [Pl
1. X CZm N[z, 2.

For allz € X and € € Z, we have {y € Y : Tx + Wy > h(€)} C [y, y"].

c(&) = C¢, d(&) = D¢, and h(€) = HE for some matrices C, D, and H.

The matrices, C, D, T, W, H, are integer-valued.

CroB o e

There exists x € X for which sup {Q(a:,f) 1€ € E} < +00.

Then, there exists a finite X\ > 0 that is computable in polynomial time in the input data, C, D,
T, W, H, and the bounds x¢, x*, y*, y*, such that

Proof. Let U denote any finite upper bound on the optimal value of problem [P]

inf <U.
anf Sup Qz,§) <U

Note that U exists due to the last condition in the hypothesis of the theorem. Moreover, it can be
easily shown, similar to [4, Theorem 5], that under the stated hypotheses, U can be computed in

polynomial time.
Now, denote the feasible region of L(x, &, \;yq), defined in (@), as

(x,yq) = {(Ye, 2) € R} x [0,1]" : Tx + Weye + Waya > h(z)} .

The majority of the proof is concerned with showing that one can compute a finite A in polynomial
time, satisfying the following relationship for all x € X, £ € = and yq € Vq:

_ {: Oz, & yq) if Q(x,&;yq) < +o00 or H(x,yq) =0, (12)

L(x, &,
(@& Aia) >U otherwise.



Supposing for the moment that this can be done, observe that we immediately obtain the desired
equation stated in the theorem, since (I2)) implies

inf sup L(zx,&,\) = inf sup inf L(x, &, \;
At sup CHIPY ot sup ot (x, €A ya)

= inf sup inf x,§;
mexgegydede( & ya)

— inf
égleelg Q(x,§),

where we used the fact that U is an upper bound on the optimal value of [Pl
We now proceed to establish the validity of (I2)). Fix x € X, £ € 2, and yq € V4. The key idea
is that Q(x,&;yq) can be equivalently written as:

minimize c(&) z+do(€) ye +da(€) ya
yc€R} 2 zeR P
subject to Tax + W,y + Wyyq > Hz,
z<e, ¢(z¢&) <0.

Qx,&;yq) =

Similarly, since ¢(z,&) > 0 from [4, Lemma 1], we note that L(x,&, \;yq) can be equivalently
written as:

minimize C(E)Taf: + dc(ﬁ)Tyc + dd(ﬁ)—r’yd + Aw
yCERiCZ 7Z€R+p
w€R+

subject to Tax+ W.y. + Wayq > Hz,
z<e, ¢(z§) <w.

E(a}a Ev )‘7 yd) =

We now distinguish two cases.

1. Suppose Q(x, &;yq) < +oo.
Together with [4, Assumption Al], this means that Q(x,&;yq) is finite. Strong linear pro-
gramming duality then implies that it can be equivalently written as the (finite) optimal value
of the following problem, where we have also expanded ¢(z, &) using its definition (2)).

maximize (&) @+ da(€) ya+ (-Tz — Waya) '+ e' (o€ - B)
ueRiﬁ,ﬁeRﬁ,aeRJr

subject to W, p < d.(¢),
(26 —e)a—H'p—B<0.

The dual of L(x,&, \;yq) is identical to the above problem with the additional constraint,
a < ). Therefore, one can ensure (I2) by choosing ) to be any upper bound on an optimal
value of a. Without loss of generality (e.g., by converting the dual problem to standard form),
there exists an optimal solution to the dual problem that lies at a vertex of the polyhedron
defining its feasible region. Lemma [l ensures that all entries, and in particular «, of such a
vertex can be upper bounded by

(nez + np)![lde (€) || max{[[Well, | HI|, |26 — el], 1},

Observe now that [|dc(&)[| = [[De&ll = [|Dcélloo < [[Dellocl|€lloc < [[Delloo, since & € {0,1}"
and where [|Dc||oc denotes the vector-induced matrix norm of D.. Also, 2§ —e| < 1. One
can therefore choose A as follows:

A= (nes +np)! || Delloo max{|We |, | HJ, 1},



Note that this bound does not depend on the chosen x, £ or yq and is computable in poly-
nomial time in the input data.

2. Suppose now Q(x,&;yq) = +0o. We again consider two cases.

(a) Suppose H(a_v,yd) = (). Then, L(x,&, \;yq) = +oo for any A > 0. Hence, one can safely
choose any A > 0 to achieve (12)).

(b) Suppose II(x,yq) # 0. Using strong Lagrangian duality (3], it follows that for any finite
V', there must exist a sufficiently large yet finite A satisfying L(x,&, A\;yq) > V. Since
L(x, &, \;yq) is also finite (because I(x,yq) # 0), finding \ satisfying L(x, &, \;yq) >V
is equivalent to replacing L(x, &, \;yq) by its (finite) dual and finding a feasible vector
(1, 8,0, ) € R x ]errp x Ry x R4 satisfying the linear constraints:

(—Tx—Waya) 'n+e' (a& —B) >V —c(€) 'z — da(§) "ya,
W, p < do(8),

(26 —e)a—H p—pB<0,

a—X<0.

We can then achieve (IZ) by choosing V = U and choosing A to be an upper bound on
the entry A of a feasible solution of the above inequality system. To that end, it suffices
to bound the vertices of the (equivalent standard form) polyhedron defined by the above
inequalities in variables (u, 3, @, \). Lemma [l can be used to compute such a bound in
polynomial time. In particular, it can be shown that one can choose

X > (ney +mny+2) - 0722 g, L ghetret

with 61 = max{[|lz‘|, |=“||, [¥4]l, [y], 1}, 02 = max{U + [|Cllcc + [ Dallo: || Dello} and
05 = max{||[Walloo + T ||lco; |Well, [[H||,1}. As before, note that this bound does not
depend on the chosen x, & or yq.

The validity of (I2) now simply follows by defining A to be the maximum of the three bounds
obtained in the three disjunctions. O

4.2 Algorithmic Modifications

The positive complexity result from the previous section is mostly of theoretical value. Although
one can compute an optimal multiplier in polynomial time, it does not preclude the possibility that
verifying optimality of a given multiplier remains computationally intractable. To that end, we
propose practical yet simple modifications in cases where a candidate multiplier may be suboptimal,
in the context of the Benders decomposition and column-and-constraint generation algorithms
presented in [4].

Classical versions of these algorithms obtain upper bounds on the two-stage problem by solving
sup{Q(x, &) : £ € E} for some fixed x € X. Instead, [4] propose to solve sup{L(x,&,\) : € € =},
where the second-stage value function is replaced by the Lagrangian function. In the absence
of sufficient conditions that ensure optimality of A, it may be possible that the calculated upper
bounds are no longer rigorous.

This issue can be addressed by a simple modification. The key idea is to use [4, Theorem 3| which
provides necessary conditions for the optimality of a Lagrange multiplier. This theorem is exploited
in Algorithms 4 and 5 of the original paper, proposed for problems [Pl and [P7] respectively, which



output either an uncertain parameter realization that makes the second-stage problem infeasible or
a Lagrange multiplier which satisfies the necessary conditions. These algorithms are then embedded
within the corresponding Benders and column-and-constraint generation algorithms. To ensure that
the latter do not terminate incorrectly, the proposed modification indirectly verifies optimality of
the calculated Lagrange multipler ex post.

To simplify exposition and maintain consistency with the original paper, we first illustrate this
modification in the context of the Benders decomposition and column-and-constraint generation
algorithms for solving formulation [Pz] with continuous second-stage decisions (Y = R'}?). In partic-
ular, this problem structure arises in the first two numerical experiments of the original paper. We
then present the modifications for the more general formulation [Pl with mixed-integer second-stage
decisions, which arises in the third experiment of the original paper as well as the counterexample
in Section 2l We omit presenting modifications for problem [Pz] with mixed-integer second-stage
decisions since it is very similar to the latter. We finally close the paper with a discussion about
the computational efficiency of the proposed modifications.

4.2.1 Modifications for Problem [P]

The updated versions of the Benders and column-and-constraint generation algorithms are shown
in Algorithm Il The algorithm indirectly checks if the estimated upper bound is less than the
optimal value of the original problem, by solving

maximize (€)@ + (hg — Tx) P (p, p,v)
£EE, ueRY
pER'P vER'P
subject to W b (p, p,v) < d(§), (13)
§=0= p; =0, € [ny
gjzl - I/j:O, jE[Tlp],

where 1 is defined as follows:

P(u, p,v) =p— Z ijei— Z szjei.

JE€[np) z‘ezjl JE€[np) ieIJQ

Algorithm 1 Updated Benders decomposition and column-and-constraint generation algorithms
to solve [Pzl when Y = R'??
Benders: Run all lines of [4, Algorithm 6]
Column-and-constraint generation: Run all lines of [4, Algorithm 7]
if & # () then
Set Z and (p, V) as the optimal value and (projected) solution of (I3) (at z = @)
if UB < Z then
Update UB < Z and A\ < max {||p||co, [|P]|c0 }
Go to line 2 of the original algorithm
end if
end if

The following theorem rigorously justifies the proposed modification. It shows that an optimal
value of the Lagrange multiplier can be easily computed given an optimal solution of problem (I3]).



TheoFem 4. Suppose Y = RY? and x € X is any feasible ﬁrst—slfage decision in problem [P
Let (&, 1, p,0) denote an optimal solution of problem (I3)). Then, A = max {||p]|cc, [|P|lcc} is an
optimal multiplier satisfying B

sup QI(wv E) = sup ﬁI(a}a E? )‘)

£e= £e=
Proof. Let Z denote the optimal value of problem (I3]). Now, consider problem (I3]), where &, p
and v are fixed to &, p and U, respectively. The resulting problem can be equivalently written as
a linear maximization problem over p € R'". Taking the linear programming dual of this problem

yields
Z= inf c@)Tx+dé)y+ Z ijgz (z,y) Z Zﬁjgz’(%y)

eY(x .
yeV(=) j€[np) zell J€[npl ieI;.)

where we used the definition of g(x,y) = Tz + Wy — hg and define Y(z) = {y € Y : g(z,y) > 0}.
The dﬁeﬁnition of A along Yvith the indicator constraints in problem (I3]) imply that the inequalities,
pi < A& and ; < A(1 —&;), hold for all j € [n,]. Substituting these inequalities above gives:

Z< inf c@Tz+d@)Ty+ > D Mgilzy)+ > > A1 —E)gi(x,y)
yeV(@) J€lnpl icZ] J€npl i€y

= inf c(é)Txz+dE) y+ Moz(z,y,€)
yeY(x)

<sup inf €)'z +d&) y+ \or(x,y, &)
¢e= yeV(x)

= sup ‘CZ(mv 57 5‘)
ge=

< sup Qz(z, &),
geE
where the first equality holds by definition of ¢z, the next inequality follows by taking the supremum
of the previous expression over & € Z, the second equality follows by definition of Lz (x,&, \), and
the last inequality follows by weak duality [4, Lemma 2].
Now, strong duality [4, Theorem 1] implies that

sup Qr(x,§) = supsup Lz(x, &, )
ge= A>0 €2

=sup inf &) x+dE) y+ rpz(x,y, &)
¢e= yeV(x)

T _ T _
)\ZII(]I,%)GGEI,I}L%I?&T c(&) 4+ (hg—Tx) ¢ (pu, N, A(e —&))

subject to W e (i, A&, Me — &)) < d(€)

where the last equality follows by linear programming duality. Let ()\ E ,u) be an optimal solution
of the above (bilinear) optimization problem. Define p = A and ¥ = )\(e — é) Then, it can be
readily verified that (E [, p, ) is a feasible solution in problem (I3]) that achieves an objective
value equal to the optimal value of the above bilinear problem. This implies

sup Qz(x,€) < Z,
¢e=

which taken together with our previously established inequality,

Z <sup Lz(z, &, \) < sup Qz(z, &),
ge= ge=

proves the claimed result. O
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Algorithm [ checks if the optimal value of problem (I3]) is larger than the final estimate UB,
and then uses the result of Theorem M to initialize another run of the original procedure with the
updated A and corrected U B. In doing so, it retains all data structures without re-initializing them
to be empty sets. In particular, for the Benders algorithm, the feasibility and optimality sets, F
and O, are retained, and all previously generated Benders cuts are simply lifted with the updated
value of A\. Similarly, for the column-and-constraint generation algorithm, the set of enumerated
uncertain parameters R is retained. It is crucial to higlight that in both algorithms, all previously
generated constraints continue to remain valid, and therefore, they always provide rigorous lower
bounds on the optimal value of the original two-stage problem. In particular, this is also true for
Benders cuts generated using suboptimal A values. Formally, this is because of weak duality [4]
Lemma 2], which implies:

inf sup Qz(x, &) > 1nf sup Lz(x,&,\) for all A > 0.
xreX ge.— ge.—

We note that if Algorithm 5 of the original paper (which is invoked within the original Algo-
rithms 6 and 7) outputs an optimal multiplier, then problem (I3]) is solved at most once. This is
important for reasons of computational efficiency, which we discuss at the end of the paper.

4.2.2 Modifications for Problem [P]

We now consider the general version of [Pl with mixed-integer second-stage decisions. Keeping in line
with the original paper, we focus only on the column-and-constraint generation algorithm. We first
provide an updated version of the original method from [4] in Algorithm [2l Whereas the original
method assumes that sufficient conditions for optimality of A are already satisfied, Algorithm
does not make any such assumption.

As described in the original paper, the key idea of the method is that for fixed € X', one can
obtain a relaxation of the worst-case Lagrangian function, sup{L(x,&, \) : € € £}, by enumerating
the set of discrete second-stage decisions )y. In particular, if D C ), then it follows that

sup L(x, €&, \) =sup inf L(xz,&, A\;yq) <sup inf £(:I: €\ yq).
ge= ¢€eE Yd€Va €€ Ya€

Now, if y((ik) € D denotes the k" element of D, then it can be shown [5], @] that the the following
(with 7 = 1) is a reformulation of the problem on the right-hand side of the above inequality.

maximize 7
n,&,1,8

subject to n € R, £ €5,
u) e R, B ¢ R:L'p7
n<re(€) @+ rda(€) yl +eT (e~ gY) (14)
+ (ho — T — Way ()T u®), k € [|D]].
W, u™ < 7dc(¢), (1—7)p® <e,
20 — Hp® — g% < Je,

The parameter 7 € {0, 1} serves purely to simplify notation. Indeed, when 7 = 0, it can be shown
that problem (I4]) also provides an upper bound on the worst-case constraint violation function.
The latter is equal to 0 if and only if the first-stage decision & € X is feasible in problem [Pl see [4]
for further details.
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Algorithm 2 Updated version of [4, Algorithm 8]

Input: x € X, \’ >0
Output: Eit}}er £cZ:Q9(x, &) =400, A=A or & )\ satisfying conditions of [4, Theorem 3]
1: Initialize £ € Z (arbitrary), LB = —o00, UB = +00, D =, A = .

2: repeat .
3:  Set UB and & as optimal value and (projected) solution of (I4)) with (7, A) = (0, 1)
4:  Set (y,2,0) € arg min e o+ ¢z € :Te+Wy+o> h(z)}

(y,2,0)€Yx[0,1]"P xR
5. Update D «+ DU {yq}
6: Update LB=e'6 + ¢(2,£)
7. until LB >0o0r UB =0
8 if UB =0 then
9

Set LB = —o0
10:  repeat
11 Update A < /2
12: repeat
13: Update A2\
14: Set UB, £ as optimal value and (projected) solution of (1) with (7, A) = (1, \)
15: Set (g,2) € argmin {C(E)Taz +d&)Ty+Ap(2,€) : Tx+Wy > h(z)}
(y,2)€Yx[0,1]"P
16: Update D <~ DU {yq}
17 until ¢(2,§) =0
18: if LB < c(€) T+ d(€)"¢ then update LB + ¢(€) "z + d(€)"§ and € « € end if
19: until UB - LB <e¢
20: end if
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Algorithm [2]is almost identical to the original [4, Algorithm 8], except for the inner loop based
on the condition appearing in line [I7. The latter enforces necessary conditions for optimality of A
based on [4, Theorem 3]. Although these conditions are not sufficient, it is still possible that the
final X is optimal, as illustrated in the following example.

Example 2 (Counterexample revisited). We illustrate Algorithm [2 on the counterexample from
Section [, with inputs x = 0 and \° = u(z) — L(z) = 1. Let y*® € {0,1} for k € {1,2}. Then,
problem (I4) reduces to:

mazimize 1
Emsm

subject to £ € {0,1}, n € R,
p® eRry, P eRry,

n< —ry® 4 <y(k> _ ;) p® — g0 Loxe b ke {1,2}).

2X¢ — ) — g < ),

The various optimization problems solved in the algorithm often exhibit multiple optimal solutions.
Straightforward computations (omitted for the sake of brevity) reveal that the algorithm will exit the
first ‘repeat’ loop with one of the following outcomes: D = {0,1} after three iterations; D = {0,1}
after two iterations; D = {0} after two iterations. In all outcomes, LB = UB = 0, indicating that
the original two-stage problem is feasible.

1. Suppose D = {0,1}. Line [T yields UB = —0.5 and 5 = 1 as the unique solution. The next
line yields (y,2) = (1,0.5) that is also unique. Since QS(,%,f) = 0.5, the algorithm updates
A =2. Line then yields UB = 0 and §~ =1 (unique). The next line can yield one of two
optimal solutions, (y,2) = (0,1) or (y,2) = (1,0.5).

e If (y,2) = (0,1), then Line updates LB = 0. The algorithm stops with A\ = 2 and
LB=UB=0.

e If (9,2) = (1,0.5), then since d(2,€) = 0.5, the algorithm updates X = 4. Line [I3) yields
UB =0 and { =1 (unique). The next line yields (§,2) = (0,1) as the unique solution.
Line[I8 updates LB = 0. The algorithm stops with A =4 and LB =UB = 0.

2. Suppose D = {0}. Line[I7 yields UB = 0. Also, the optimal & € {0,1}.

o If £ = 0, then the next line yields (4,2) = (1,0) (unique). The algorithm updates
D ={0,1}. This is the same state as the beginning of case 1.

o If € = 1, then the neat line yields (9,2) = (1,0.5) (unique). Since B(2,€) = 0.5, the
algorithm updates D = {0,1} and A = 2. This state of the algorithm is also reached in
case 1.

In all outcomes, the final \ € arg max,cp, {maxeez L£(7,§,\)} (see Figure D) and the algorithm
terminates correctly with 0 = LB = UB = maxgcz Q(x,§).

Despite the positive result in the above example, it is nevertheless possible that the final value
of A is suboptimal. A suboptimal choice of A may lead to an invalid upper bound and a premature
termination of the algorithm. As before, we can circumvent this ez post by indirectly checking
if a better choice of A can lead to higher upper bound. In particular, after running the entire
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column-and-constraint generation algorithm to obtain the (candidate) optimal first-stage decisions
@, one can solve problem (I3)), shown below.

maxmuze n
n,&,1,P

subject to n € R, £ € Z,
pu® e R, pk) e R,
n <€) @+ da(&) yl +e"p®,
+ (ho — Tz — W, y(k)) pt®),
W, p) < d.(¢),

k .
g=1= " <e]H ", jein),

(15)
k€ [[D]].

&=0 = <0, jen)

Similar to Algorithm [I if the optimal value of the above problem happens to be strictly larger
than the final estimate U B, then we can simply uses it optimal solution to update A (see Theorem
below) and restart the column-and-constraint generation algorithm. In doing so, we can retain
the enumerated set D without re-initializing it to be empty. As in the case of problem [Pz] we
higlight that all previously generated constraints will continue to remain valid. Similarly, if the
loop terminating in line [I7 outputs an optimal multiplier, then problem (I3]) will be solved only at
most once during the entire algorithm.

The following theorem is the counterpart of Theorem @l for problem [Pl

Theorem 5. Suppose D C V4 and x € X is any feasible first-stage decision in problem @ Let
(1, €, 1, p) denote an optimal solution of problem ([I3)). Then, X = maXye(|p|] {||p(k lloos | H T 1) || oo }
is an optimal multiplier satisfying

sup inf Q(x,&;yq) = sup inf L(x,& N\ yq).

¢e= ya€D gex ya €D
Proof. Define 3%) = ¢ — p*) for k € [|D|]. We claim that (X, 1), £, fi, B) is feasible in problem (1)
with (7,A) = (1, ). To see why, first note that if éj =1, then —ﬁgk) > 0 by definition of p*) and if
fj =1, then A — ( ) > 0 by definition of X\. The two cases together imply B(k) > 0. Next, note that

the expression, 2)\5 —H"p® — gk = 5k _ HT () satisfies [)g-k) — ejTHTﬂ(k) < —ejTHT;l(k)

whenever éj = 0, and it satisfies ﬁgk) TH T ;l(k) < 0 whenever éj = 1. These two cases together

with the definition of X imply 2)\£ H T —B®) < Ne. In summary, (A, 7, E [, B) is feasible
in problem problem (I4) with (7,A) = (1, )\). The optimal value of the latter problem is precisely
equal (by construction) to the right-hand side problem of the equation stated in this theorem. If
Z denotes the optimal value of problem (IZ)), then this implies
Z <sup inf £(m £\ y4q)
£€E YA€
Define now 7 to be the (bilinear) optimization problem, which is identical to problem (I4) with
7 = 1 and the addition of A > 0 as a decision variable. By construction, its optimal value Z1
satisfies the relation,

Z <sup inf L(x,€& \;yq) < Z7 =supsup inf L(x, €, \;yq)
¢e=ya€D A>0 €2 Ya€D

= sup 1nf Qx, & yq),
ge= Yd€
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where the first inequality was established in the previous paragraph and the second equality follows
by strong duality [4, Theorem 1]. Observe now that if we have Z > Z7, then the equation in
the theorem follows. To see why Z > Z7, let (5\ i, €, [, B) be a feasible solution in problem 7
with objective value 7. Then, an identical line of argument as before establishes that (77,£ @, p)
is feasible in problem (I5]) with the same objective value, where we define p) = )\E B%) for all
k € [|D|]. O

4.2.3 Impact on Computational Performance and Practical Considerations

Although the proposed modifications ensure correctness of the overall method and its finite termi-
nation to an optimal solution of the two-stage problem, they are computationally inefficient. This
is because of the presence of the indicator constraints in problems (I3]) and (I&]). Indeed, the main
motivation of the original paper [4] in developing their Lagrangian method was to circumvent the
use of indicator constraints (and arbitrary upper bounds on dual variables), which were common in
previous solution methods. Indicator constraints are supported by very few solvers and their pres-
ence often significantly slows down the overall search process. The lack of indicator constraints and
arbitrary upper bounds directly contribute to the large computational speedups of the Lagrangian
method over other solution methods. Problems (3] and (I&]) should therefore be solved as few
times as possible.

With a goal toward offering practical guidelines, we perform experiments across the entire set of
378 benchmark problems from [4]. This includes Benders decomposition for solving instances of [P]
and column-and-constraint generation for solving instances of [Pl and [Pz] with both continuous and
mixed-integer decisions, across three problem classes. The first two problem classes (network design
and facility location) are instances of [Pz] with continuous second-stage decisions, whereas the third
(staff rostering) is an instance of [Pl with mixed-integer second-stage decisions.

None of the three problem classes satisfy sufficient conditions that allow closed-form expressions
of the optimal Lagrange multiplier. The original paper explicitly acknowledges this for the first two
problem classes but incorrectly assumes that the third class satisfies the sufficient conditions. We
therefore re-run the latter class of instances using the updated Algorithm 2l In doing so, we specify
an initial multiplier value of \’ = u(z) — /(). Interestingly, we find that this initial multiplier value
already satisfies the necessary conditions in line [I7] of Algorithm 2] across all runs of all instances.
Without the ex post verification of the optimality of A, the number of iterations and computational
times across the entire set of benchmark instances therefore remains unchanged compared to what
was originally reported in [4].

We now examine the potential suboptimality of the final Lagrange multiplier across all problem
instances. The ez post solution of problems (I3]) and (&) reveals that their optimal values are
equal to the final upper bounds computed using the original methods in 377 out of 378 benchmark
problems. In other words, the final Lagrange multipliers computed in [4] are provably optimal
across all of these instances. Moreover, the objective values of the corresponding final solutions
rigorously upper bound (or equal, if terminated within the time limit) the optimal value of the
original two-stage problem. Moreover, in the only case where this was not tru‘ the estimated
upper bound was less than its true optimal value by less than 0.3%.

The solution times of the indicator constrained optimization problems (I3]) and (I5]) are slower
than their counterparts with fixed A. Compared to the latter, their solution times are slower by a
(geometric average) factor of 11.9 (network design), 1.3 (facility location), and 2.8 (staff rostering).
However, because the indicator constrained problems end up being solved only once during the

'Network design instance ‘di-yuan’ with budget parameter k = 3.
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entire algorithm, this slower solution time has a negligible effect on the overall computational
times, which remain similar to those originally reported in [4].

We offer the following conclusions based on our observations. First, the necessary conditions
that are enforced within the algorithms of the original paper appear to be almost sufficient in
experiments, hinting at opportunities to generalize the conditions in Theorems [l and 2l Moreover,
the computational speedups offered by the original algorithms over traditional methods are only
possible because of their use of Lagrangian functions (with fixed A) as proxies for the second-
stage value function. We showed how to check if these proxies are rigorous by solving alternate
but computationally difficult optimization problems. We therefore suggest to solve these only at
the end to assess the potential suboptimality of the final first-stage decisions. If the optimality
gap is not satisfactorily small, then one can obtain better solutions by warm-starting the original
algorithms in the manner we showed in this paper.
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