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Abstract

Surprisingly, recent work has shown that gradient descent can be accelerated without using momentum—
just by judiciously choosing stepsizes. An open question raised by several papers is whether this phe-
nomenon of stepsize-based acceleration holds more generally for constrained and/or composite convex
optimization via projected and/or proximal versions of gradient descent. We answer this in the affirma-
tive by proving that the silver stepsize schedule yields analogously accelerated rates in these settings.
These rates are conjectured to be asymptotically optimal among all stepsize schedules, and match the
silver convergence rate of vanilla gradient descent [3, 5], namely O(g~'°8¢ 2) for smooth convex optimiza-
tion and O(/{logﬁ 2log %) under strong convexity, where ¢ is the precision, & is the condition number, and
p = 1+ /2 is the silver ratio. The key technical insight is the combination of recursive gluing—the
technique underlying all analyses of gradient descent accelerated with time-varying stepsizes—with a
certain Laplacian-structured sum-of-squares certificate for the analysis of proximal point updates.

1 Introduction

First, consider the fundamental setting of unconstrained smooth convex optimization min, f(z), where
without loss of generality f is 1-smooth (i.e., Vf is 1-Lipschitz). Until recently, folklore wisdom argued that
the gradient descent algorithm (GD)

Ti4+1 = Tt — othf(a:t) (11)

requires O(¢ 1) iterations to converge to an e-optimal solution, and moreover that any asymptotically faster
convergence rate (i.e., “accelerated” rate) requires changing GD by adding momentum, internal dynamics,
or other additional building blocks beyond just modifying the stepsizes. See, for example, the textbooks [9,
12, 23, 38] for a further discussion of mainstream approaches for accelerating GD.

Surprisingly, a recent line of work has shown that GD can be accelerated simply by using a judicious
choice of stepsizes [2, 3, 5, 16, 24, 25, 26, 27, 28, 29, 52, 56, 57]. In particular, [5] showed that GD can
converge at the silver convergence rate O (e~ log,, %) = O(e707854)conjectured to be asymptotically optimal
among all possible stepsize schedules—by using the silver stepsize schedule

ap =14 prtFH=1 (1.2)

where p := 1++/2 denotes the silver ratio, and v(i) denotes the 2-adic valuation of 7, i.e., the largest integer j
such that 27 divides 3. The silver stepsize schedule deviates qualitatively from mainstream stepsize schedules:
it is time-varying, nonmonotone, fractal-like, and uses arbitrarily large stepsizes that are in particular larger
than 2 (the threshold at which constant stepsize schedules make GD divergent). These results extend
in a conceptually identical way if f is additionally strongly convex: the silver stepsize schedule similarly
accelerates the convergence of GD from the classical rate O(nlogé) for constant stepsize schedules, to
O(k'%0 2 1log 1), where £ denotes the condition number [3].

In just the past year, there has been an exciting flurry of work that further investigates this phenomenon of
stepsize-based acceleration. In particular, [27, 28, 52, 56] improved the hidden constant in the aforementioned
rate O(e~'°8,2) and provided extensions to different performance metrics, and [57] extended final-iterate
convergence to anytime convergence. See the related work in §1.3 for a detailed discussion of these results.
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Generality of stepsize-based acceleration? However, these results focus primarily on the setting of un-
constrained, smooth, (strongly) convex optimization. How general is this phenomenon? In particular, recent
papers [3, 25] asked whether stepsize-based acceleration holds in the following two fundamental settings:

e Constrained optimization via projected GD? For constrained optimization mingex f(z), the
standard analog of GD is projected GD

Tiy1 = H}C (l’t — O[tVf(CCt)) 5 (13)

where Il denotes the projection operator onto the constraint set I, which is typically assumed to be
convex and closed. Can projected GD be similarly accelerated by judiciously choosing stepsizes?

e Composite optimization via proximal GD? For composite convex optimization
min F(z) := f(z) + h(zx)
x

where f is convex and smooth, and h is convex (but potentially non-smooth) and accessible through
its proximal operator prox,,(z) = argmin, h(z) + 5= ||z — z||?, the standard analog of GD is prozimal
GD (also known as composite GD or backward-forward splitting)

Tip1 = ProxX,,, (o — oV f(xy)) . (1.4)

The point of proximal GD is that it enables better convergence than directly applying (sub)gradient
descent on F. Indeed, since F' is non-smooth, GD on F' might not converge and even when it does,
the convergence rate is slow; for example, under standard additional assumptions such as bounded
gradients, it converges at the rate O(e~2), whereas proximal GD enjoys a faster convergence rate
O(e71) using constant stepsizes (see e.g., [9, 22, 55]). Can this be accelerated further to the silver
convergence rate using time-varying stepsizes?

Both of these settings are more general than the setting of previous results for stepsize-based acceleration.
Indeed, projected GD recovers vanilla GD by taking X = R?, and proximal GD recovers vanilla GD by taking
h = 0. (Note also that proximal GD recovers projected GD by taking h to be the indicator function of the
constraint set.) Thus, we cannot hope to accelerate projected GD or proximal GD beyond what is possible
for vanilla GD—but can we at least match it? Several recent works [35, 43, 45] have empirically observed
that the silver stepsizes (or other time-varying schedules with large steps) can be effective for both settings;
however, theoretical guarantees are unknown beyond vanilla GD.

Challenges. At first glance, these extensions might seem straightforward since classical analyses for vanilla,
projected, and proximal GD parallel each other closely and lead to nearly identical O(¢~!) convergence rates
for constant stepsize schedules. For example, at least intuitively, the classical analysis of projected GD
reduces to the analysis of vanilla GD by arguing that since the projection operator is 1-Lipschitz, it cannot
worsen the progress towards the minimizer; see e.g., [7, §3.1.2]. However, for stepsize-based acceleration it is
unclear how to apply any such arguments. This is because existing analyses for stepsize-based acceleration
use more complex dependencies between the iterates, in contrast to the modular argument of combining “GD
makes progress” and “interleaving projections does not worsen progress” at each step; see the techniques
section §1.2 for a more detailed discussion.

This is not just a failure of current analyses. Interleaving projection and/or proximal operators can
change the behavior of GD in fundamental ways when using time-varying stepsizes. For example, [25, §4]
numerically investigated stepsize-based acceleration for n = 2,3 steps and observed that projected GD has
strictly worse rates than vanilla GD, and moreover proximal GD has strictly worse rates than projected GD.
This suggests that as the level of generality increases, the algorithms may have to take strictly less aggressive
stepsizes. As another example, even for the seemingly simple setting of quadratic objectives f—a setting
for which stepsize-based acceleration has been known for 70+ years [54]—convergence results do not extend
in a straightforward way from vanilla GD to projected GD. This is due to fundamental issues beyond just a
failure of existing analyses: for example, it can be shown that the optimal n = 2 stepsizes for unconstrained
quadratic optimization (based on Chebyshev polynomials) provably provide a divergent rate if a projection
or proximal operation is interleaved, as will be elaborated upon in future work [44].

Hence, it remained unclear whether stepsize-based acceleration extends to more general settings of con-
strained and/or composite convex optimization via projected and/or proximal versions of GD.



Convex opt Constrained convex opt Composite convex opt
Problem ming f(x) mingex f(x) ming f(z) + h(z)
Algorithm GD Projected GD Proximal GD
Update rule Ti41 =xt — ot Vf(xe) w41 = (o — e Vf(zt)) xp41 = proxath(xz — o Vf(xt))
Rate for constant stepsizes e~1 (folklore) e~ (folklore) e~ (folklore)
Rate for silver stepsizes e 1080 2 [5) e~ 19802 (Theorem 1.1) e~ 19802 (Theorem 1.1)

TABLE 1: The mainstream convergence rate for GD and its variants is O(¢ 1), achieved by constant stepsize schedules. [5]
recently showed that GD can be accelerated to O(e ™ 198 2) &~ O(e0-7864) for unconstrained smooth convex optimization (left)
by using the silver stepsize schedule, conjectured to be asymptotically optimal among all stepsize schedules. It remained open if
this phenomenon of stepsize-based acceleration holds in the more general settings of constrained (middle) and composite (right)
convex optimization. We show that the answer is yes. In this table, ¢ is the precision, p = 14 1/2 is the silver ratio, f and h are
convex, and f is 1-smooth (wlog by rescaling). If f is also strongly convex, then the rates improve similarly from O(klog1/e)
for constant stepsizes, to O(Hlogﬁ 2 log 1/¢) for the silver stepsize schedule, where « is the condition number; see Corollary 1.2.

1.1 Contribution

In this paper, we answer these questions in the affirmative. In particular, we show that by using the silver
stepsize schedule, projected and proximal GD converge at the silver convergence rate. This was previously
only known for vanilla GD. See Table 1 for a summary.

We state our main result for proximal GD (since that generalizes projected GD) and for general M-
smoothness (since that is equivalent after normalizing the silver stepsizes by 1/M). For context, note that
the tight rate for proximal GD using constant stepsize schedule oy = 1 is F(zy,) — F(z.) < 2= M|z — 2. ?
where z, denotes any minimizer of F' [50, Theorem 7).

Theorem 1.1 (Main result). For any horizon n = 2¥ — 1, any M-smooth convex function f, any convexr
function h, and any initialization x,

F(xn) — F(z.) M|zo — .||, (1.5)
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where x, denotes any minimizer of F = f 4+ h, and x,, denotes the n-th iterate of prozimal GD using the
silver stepsize schedule. In particular, in order to achieve error F(x,)—F(x.) < €, it suffices to run proximal
GD for some number of iterations n, where

log .

M||mo — 2|12\ %% [ M||zo — 2.2\ 7

n< (2 PO (| | .
19 13

We make four remarks. First, by standard black-box reductions (see, e.g., [5, Footnote 2]), this ac-
celeration immediately extends to the strongly convex setting. This improves the tight iteration complex-
ity O(kxlog1/e) for proximal GD when using constant stepsizes [49], to match the silver convergence rate
O(k'°8»21og 1/¢) that was previously only known for vanilla GD.

Corollary 1.2. Assume further that f is m-strongly convex. There exists a stepsize schedule such that
|z — x| < € after

n < K982 log (HxOx*|) ~ k0T84 Jog <||$0117*||>
€ £

iterations, where k := M /m denotes the condition number.
Second, these acceleration results readily apply to all special cases of proximal GD, e.g.:
e Setting h = 0 recovers the silver convergence rate for vanilla GD [3, 5].
e Setting h to be the indicator of a convex set proves the silver convergence rate for projected GD.

e Setting h to be the ¢; norm proves the silver convergence rate for ISTA [17].



For the latter two settings, these are the first results showing stepsize-based acceleration.

Third, we remark that for simplicity, these results are stated for horizons of the form n = 2¥ —1. However,
the asymptotic rates extend to arbitrary n by standard tricks, e.g., output the best iterate rather than the
final iterate, or run for the largest n’ = 2K _ 1 less than n. Finally, we remark about the tightness of our
bounds.

Remark 1.3 (Optimality of the bounds). In our rates O(c~'°8»2) and O(k'°%»2log1/e), the exponent
log,, 2 is tight for the silver stepsize schedule (proven in Appendiz A.1), and is conjecturally optimal among
all possible stepsize schedules (since that is conjectured even for the special case of GD [3, 5, 27, 28]).

These rates for stepsize-based acceleration are weaker than traditional momentum-based acceleration,
which changes (vanilla, projected, proximal) GD beyond just modifying stepsizes and achieves rates 0(571/2)
and O(/{l/2 log1/¢e) for the convex and strongly convex settings, respectively, both of which are information-
theoretically optimal among first-order methods [23].

1.2 Overview of techniques

The overarching rationale for stepsize-based acceleration is that although short steps and long steps are
individually suboptimal—since short steps can undershoot on flat objectives, and long steps can overshoot
on steep objectives—judiciously combining them can lead to overall faster convergence because these worst-
cases cannot align. See [2, 3] for an interpretation of this phenomenon in terms of hedging. Notably, proving
stepsize-based acceleration precludes using classical analyses (such as those for constant stepsize schedules,
see e.g., [7]) which bound the progress of each iteration separately and then sum these bounds. Indeed, any
such analysis is unable to prove any benefit of deviating from constant stepsize schedules.

Instead, in order to prove stepsize-based acceleration, it is necessary to argue holistically about the
cumulative progress—i.e., the multi-step descent—of the algorithm. Let us briefly describe how prior work
accomplishes this for GD, before moving to the present setting of proximal GD.

Stepsize acceleration for GD. Suppose one seeks to prove that n steps of GD converges at a rate 7,,
i.e., an inequality f(x,)— f(2.) < 7 |lwo — 4]|?. All existing analyses of stepsize-based acceleration establish
this by proving an identity of the form

F(@) = fxn) + Tallzo — 2> = D \ijQy + (SOS) (1.6)
i

where SOS is a sum-of-squares polynomial, A;; > 0, and Q;; > 0 are co-coercivities (i.e., certain polynomials
in the iterates x; and x;, gradients V f(z;) and V f(x;), and function values f(z;) and f(x;); see Defini-
tion 2.1). The identity (1.6) constitutes a certificate of the desired multi-step descent since the right hand
side is obviously nonnegative.

In words, the co-coercivity inequality @);; > 0 is a long-range consistency condition regarding information
about the objective function f at different iterates along the GD trajectory. Crucially, these inequalities
are valid not only for consecutive iterates but for all x; and z;, enabling a holistic argument that captures
how different iterations affect each other. In the right hand side of (1.6), A;; > 0 should be interpreted
as multipliers that combine the inequalities @);; > 0, and the SOS term should be interpreted as a way to
add any other possible valid inequalities. Indeed, although we will not use the following fact in this paper,
it turns out that identities of the form (1.6) provide a complete proof system in the sense that any valid
convergence rate 7, admits a proof via such an identity [48].

There are two challenges for proving an identity of the form (1.6): 1) providing explicit expressions for
the multipliers {A;;} and the SOS term, and 2) verifying the identity, which amounts to checking that the
coefficients match on both sides of this polynomial identity. In particular, the issue is that the complexity
of both tasks ostensibly increases in the number of iterations n.

The key technique that makes both steps tractable is recursive gluing. This technique was introduced
in [3, 5] and is at the heart of all analyses in subsequent works on accelerating GD [27, 28, 52, 56]. The
underlying idea is that for increasing n, the complexity of proving identities such as (1.6) can be controlled
by using the recursive structures of the {\;;} and SOS terms that are inherited from the recursive pattern of
the stepsizes. In particular, this allows analyzing the performance of a longer stepsize schedule that is created



by concatenating two shorter stepsize schedules—possibly with additional modifications such as changing [3]
or adding [5, 27, 28, 52, 56] a few stepsizes—by essentially composing the progress of the shorter stepsize
schedules. More precisely, this provides a new identity certifying multi-step descent for the longer stepsize
schedule by essentially combining the identities for the shorter schedules. The multipliers {);;} for the new
identity are comprised of three components in a formulaic manner: a recursive component (that combines
the identities for the shorter subsequences), a sparse correction (that affects only O(1) entries of {\;;}),
and a low-rank correction (that affects only O(1) rows of {\;;})—see §3 for details. The upshot is that the
majority of the analysis for the longer sequence is inherited from analyses for the shorter sequences, letting
one analyze large number of iterations in an inductive or recursive manner. Concretely, this reduces proving
an n-step identity of the form (1.6) to verifying only O(1) coefficients.

Stepsize acceleration for proximal GD. We analyze proximal GD by proving a multi-step descent
identity analogous to (1.6), but now with a composite objective F' = f + h, with co-cocoercivity inequalities
ij > 0 and Q?j > 0 which respectively encode consistency conditions for f and h, and with two sets of
corresponding multipliers {\;;} and {yx;;}. The identity is now of the form

F(2,) = F(xy) + mallzo — 2.0 = > A5QL + > 1i;Ql + (S0S) . (1.7)
,J
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Our starting point is the observation that we can reuse the same multipliers {);;} from the analysis of GD.
However, we still need explicit expressions for {y;;} and the SOS term. While the multipliers {u;;} are
new and different from {\;;}, we show that these can also be constructed using the technique of recursive
gluing. Combined with {\;;}, this reduces the complexity of proving the n-step identity into verifying O(1)
coeflicients as described above.

Conceptually, the SOS term poses a core new difficulty that arises for proximal GD but not GD. Given
{Aij} and {pu;;}, this term can be computed as the residual in the identity (1.7); the challenge is proving
that the resulting quadratic form is actually a sum of squares. For GD, this is easy as the term is just a
single square [5].! In contrast, for proximal GD this term is of high rank, implying that any decomposition
as a sum of squares (if one exists) requires Q(n) terms. Certifying that this term is SOS by finding such
a decomposition therefore appears to bring us back to the original challenge of proving multi-step descent
identities: the complexity increases in n.

We approach this by combining certain aspects of the analysis of both components of proximal GD:
vanilla GD and the proximal point method. This is most easily stated in terms of the coefficient matrix
corresponding to this quadratic form; establishing that the term is SOS is then equivalent to showing that this
matrix is positive semidefinite. In the case of GD, this matrix has rank 1; in the case of the proximal point
method [47], while the matrix has rank Q(n), it has an elegant Laplacian structure which implies positive
semidefiniteness. It turns out that modulo a Schur complement, the matrix in our analysis of proximal GD is
precisely a sum of a rank-1 matrix and a Laplacian matrix that can be constructed recursively. This provides
a simple certificate of positive semidefiniteness and thus provides the final missing piece—verifying that the
term is indeed SOS—for the recursive gluing argument to prove the desired identity (1.7). We remark that
such a combination of structures is novel to analyses of stepsize acceleration, and we are hopeful that such
ideas might lead to new possibilities in this line of work.

1.3 Related work

In addition to the literature described above, here we provide further context about related work.

Stepsize-based acceleration. For the special case of quadratic objectives, Young showed in 1953 that
GD can be accelerated using non-constant stepsizes, given explicitly as the inverses of the roots of Chebyshev
polynomials [54]. However, until recently it was believed that this phenomenon of stepsize-based acceleration
was limited to quadratic objectives. Indeed, despite the investigation of many stepsize schedules—including
even adaptive strategies such as exact line search [11, 19, 39], Armijo-Goldstein schedules [38], Polyak-type

Mn fact, in the strongly convex case, the SOS term can be made to be zero for GD [3].



schedules [42], and Barzilai-Borwein-type schedules [8]—there had been no analysis showing that any stepsize
schedule improves over constant stepsizes in any setting beyond quadratics.

Beginning with [2] in 2018, a line of work showed that such results are in fact possible. [2] showed
that time-varying stepsizes can improve over constant stepsize schedules in several settings. Most relevant
to the setting of this paper, [2, Chapter 8] provides optimal stepsizes for n = 2,3 iterations for smooth,
strongly convex optimization. Cycling through these schedules provides a constant factor improvement over
the textbook unaccelerated rate for constant stepsizes. These results were proved via multi-step descent
identities of the form (1.6) by leveraging the performance estimation problem (PEP) framework of [21, 48],
which uses semidefinite programming to numerically compute the optimal convergence rate of a given stepsize
schedule. A key difficulty for PEP is that the search for optimal stepsizes is nonconvex and computationally
difficult as n increases. [16] in 2019 and [24] in 2022 used similar techniques to compute optimal stepsizes for
n = 2,3 iterations for the non-strongly convex setting and for different performance metrics. In 2022, [29]
developed a branch-and-bound framework for PEP in order to numerically perform this nonconvex search for
optimal stepsizes, and used this to compute schedules up to n = 50 for the non-strongly convex setting. In
July 2023, [25] obtained a constant-factor improvement over constant stepsizes for the non-strongly convex
setting by cycling through approximate schedules of length n = 127.

In September 2023, two concurrent lines of work showed asymptotic acceleration results for GD: [3, 5]
and [26]. The papers [3, 5] proved that GD can accelerate at the silver convergence rate O(s~1°8»2) ~
O(e70-7864) by introducing the silver stepsize schedule and developing the recursive gluing technique to ana-
lyze it. The results are entirely analogous for the strongly convex setting, yielding the rate O(k'°%» 2 log é) R
O(k"- 7864 Jog %) These rates are conjectured to be asymptotically optimal among all possible stepsize sched-
ules. The other paper [26] proposed a nonperiodic stepsize schedule similar to but slightly different than
the silver stepsize schedule, and showed that it accelerates GD at the rate O(¢~-%467) for smooth convex
optimization, and O(k%%467log 1/¢) for the strongly convex setting.

In the year since, a flurry of work has built upon these results in order to further investigate this
phenomenon of stepsize acceleration. One thrust has refined the hidden constant in the asymptotic rate
O(e7 1802 of [5], by a factor of 2 for the silver stepsize schedule [52], by a factor of roughly 2.32 using a
similar stepsize schedule [27], and most recently by a conjecturally optimal factor of roughly 2.37 using highly
optimized schedules [28, 56]. A second thrust of these papers [27, 28, 52, 56] extended convergence results
from function suboptimality to performance metrics related to the gradient norm. For these results, [28, 56]
identified certain families of stepsize schedules that allow structured formulae for concatenating them (and
adding a stepsize in the middle), in this way refining and simplifying the technique of recursive gluing.
Leveraging these ideas, [57] answered an open question of [34] by concatenating silver stepsize schedules of
different lengths in a careful way, in order to establish “anytime convergence” results which ensure accelerated
convergence for GD at every iteration rather than just at the final iteration (albeit at a rate O(s~0-9672)
rather than the silver convergence rate). It seems plausible that similar results extend to proximal GD.

All these papers? focus on unconstrained minimization of smooth and (strongly) convex objectives; the
purpose of the present paper is to go beyond this setting.

First-order methods for composite convex optimization. Minimizing composite objectives is a fun-
damental problem with many applications, and using the proximal operator of the nonsmooth function h
is a central component in the design and analysis of first-order methods; for an overview, see the survey
[41]. A prominent example is where h is the ¢; norm, in which case proximal GD is known as ISTA [17].
The seminal work [10] proposed the FISTA algorithm and showed an O(s~'/2) accelerated convergence rate.
Since then, many algorithms have been proposed; see for example the textbook [9, Chapter 10]. A recent
line of work has used PEP not only to obtain tight analyses of existing algorithms [23, 36, 47, 49], but also to
develop an optimal algorithm with rate O(e~'/2) that has the best possible constant factor and an exactly
matching lower bound [31]. As is the case for GD, acceleration results in the composite setting are obtained

2The one exception is the recent paper [52] which shows that the relaxed proximal point algorithm (RPPA) can achieve the
silver convergence rate for unconstrained convex (but possibly nonsmooth) f. However, this does not imply our results as it
requires access to a stronger oracle: the proximal operator for the entire objective. Indeed, as detailed in [52, §1.1], RPPA on
f is equivalent to GD on the (smooth and convex) Moreau envelope of f, which means that its setting is in a formal sense
equivalent to unconstrained smooth convex optimization—the setting of previous stepsize-based acceleration results for GD.
See also the discussion around [52, Theorem 5.3].



by changing proximal GD beyond just changing modifying, e.g., via momentum.

Time-varying and/or large stepsizes in other contexts. Time-varying and/or large stepsizes have
also been investigated in other contexts, such as accelerating GD when the objective has Hessians with
bimodal [40] or multiscale [32] spectral structure, when the objective is separable [2, 4], when the objective
has fourth order growth [18], as well as for logistic regression with separable data [6, 53], parametric convex
optimization [43, 45], and perhaps most famously, training of deep neural networks [30, 46]. It is well-
documented that large steps for (stochastic) GD can lead to phenomena such as the Edge of Stability [15],
implicitly biased convergence towards flat minima [33], and chaos or catapults along the trajectory [13, 37, 51].

Interestingly, recent empirical results have documented that the silver stepsize schedule performs well
in constrained settings [43]; also, across several benchmarks, hyperparameter tuning algorithms empirically
learn time-varying stepsizes schedules for projected and proximal GD that qualitatively resemble the silver
stepsize schedule in certain aspects such as the use of large but rare stepsizes, and fractal-like or near-periodic
structure [35, 43]. This paper provides theoretical justification for these empirical phenomena.

2 Preliminaries and notations

2.1 Notation

For shorthand, we denote the sum of a finite sequence a = {a;} by >_ a. For vectors a, b of the same length,
the notation a > b means a; > b; for all i. Vectors are assumed to be vertical. We use e, es,... to denote
the standard basis vectors; the ambient dimension will always be clear from context.

For simplicity, throughout we assume M = 1; this is without loss of generality after rescaling the functions
f and h by 1/M. Henceforth, with a slight abuse of notation, {c;} denotes the (normalized) silver stepsizes.

2.2 Co-coercivities

For shorthand, we denote f; := f(z;), g; := Vf(2;), h; := h(z;), and s; to be a subgradient of h at z;, for
all i € {0,1,...,n,*}. In this notation, proximal GD (1.4) has the update

Tpp1 = ¢ — (gt + Se41)

and the optimality condition is g, + s« = 0.

As mentioned in §1.2, our analysis uses certain inequalities—called co-coercivities—between pairs of
iterates. These inequalities play a central role in the performance estimation framework of [20], and are
necessary and sufficient conditions for the interpolability of a (smooth) convex function based only on function
and gradient evaluations on a finite set of points [48].

Definition 2.1 (Co-coercivities). Define

1
Q{j = fl _fj — <gjaxi —37j> - 5“91 _gj||27
?j = h; — hj — (85,2 — ;) .

Lemma 2.2 ([48, Theorem 4]). Let f be convex and 1-smooth, and let h be conver. Then Q{j > 0 and
Z}Ofor all i,7.

2.3 Helper lemmas

For each k € N and n = 2F — 1, we denote by 7(¥) := [, ..., an—1] the first n entries of the silver stepsize
schedule. We make use of its following basic properties from [5].

Lemma 2.3 (Properties of the silver stepsize schedule 7(®)). For all k € N:
(a) Sum. S 7k = pk —1.



(b) Recursive construction. m*+1) = [x(k) pk=1 1 1 7(k)],

In order to analyze the silver stepsize schedule for proximal GD, it is helpful to introduce the following
auxiliary sequence c¢(®). Roughly speaking, its first half is identical to the silver stepsize schedule, whereas
the second half resembles a more irregular fractal and attains a large maximum at the end.

Definition 2.4. For each k € N and n = 2F — 1, the sequence ¢'*) € R™ is recursively defined as
M i=2(p—1),
O i (1), (14 ) (0 1), e = (o= 1= ).
In our analysis, we make repeated use of the following simple properties of ¢(*).

Lemma 2.5 (Properties of ¢*)). Let ¢*) be as in Definition 2.4.

(a) Sum. 37 ™ =2(p* —1).

(b) Domination. ¢*) > (¥),
Proof. For (a), by induction, > c¢*+1) = (p* — 1) + (1 + p%)(pkil +1)+2p(pF 1) = (p—1— ﬁ)(p’c -1)=
2(pF*t1—1) from . 7*) = p¥ —1 (Lemma 2.3). For (b), this is straightforward by induction and the recursive
construction of 7(%) (Lemma 2.3). O

3 Proof of the main result

In this section, we prove the main result (Theorem 1.1) by constructing nonnegative multipliers and sum-of-
squares terms such that the following multi-step descent identity holds. These terms capture how different
iterations affect other iteration’s progress, and in particular capture effects beyond consecutive iterations.
See §1.2 for a further discussion and a high-level overview of our analysis techniques.

Theorem 3.1 (Certificate of multi-step descent). Let k € N and n = 2% — 1. There exist A = \¥)
(Definition 3.2), = u®) (Definition 3.3), and S = S*) (Definition 3.5) such that the following hold:

(1) Nonnegativity of multipliers. X; j, p; ; = 0 for all i # j.

(i) Positive semidefiniteness of slack. S > 0.

(#ii) Multi-step descent identity.

1
> Ais@ + 2@l = o = D = B+ o — P = Sl + Tr(vSVT)), - (3.)
,J 0,J

where for shorthand u := o — T4 — Z?:_Ol a;gi — p*gn — Z?:1 cjsj — 8« with ¢ := ™) (Definition 2.4), and
V= [wo — X | s1 | oo | s | s*} denotes the matriz obtained by concatenating these column vectors.

Theorem 3.1 immediately implies the main result (Theorem 1.1).

Proof of Theorem 1.1. The left hand side of the multi-step descent identity (3.1) is nonnegative since for
all 1 # j, the co-coercivities szj, Z are nonnegative (Lemma 2.2) and so are the multipliers J; j, p; ; (by
item (i)). The term ||ul|? + Tr(V.SVT) on the right hand side is also nonnegative as a sum of squares, since
S = S is positive semidefinite (by item (ii)). Therefore, by rearranging, (3.1) implies the desired bound

p

Fn -F. <
V2(4pk - 2)

P
||l‘0 - $*||2 < m”xo - .I‘*H2

O

The rest of the section is devoted to establishing Theorem 3.1. In §3.1 we define the multipliers A, p
and prove their nonnegativity (item (i)). In §3.2 we define the coefficient matrix S for the sum-of-squares
term and prove that S is positive semidefinite (item (ii)). In §3.3 we turn to proving the multi-step descent
identity (item (iii)). The definitions are recursive in k and the proofs follow by induction on k; the base case
k =1 for Theorem 3.1 amounts to an elementary identity and is deferred to Appendix B.1.
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FIGURE 1: Illustration of the structure of A(*+1) (left) and p(**+1) (right). Both are constructed via the recursive gluing
technique, which combines three components. The recursion component glues two copies from A(¥) or u(*) | respectively. The
sparse component consists of O(1) nonzero entries. The low-rank component consists of linear combinations of x(F) and ¢(®).
Intuitively, the latter two components enable “gluing” the two recursive components by controlling the long-range effect of the
large step irli the middle. Altogether, this allows inductively establishing the desired convergence rate for 2n + 1 = 2F+1 — 1
given n = 2% — 1.

3.1 Construction of multipliers via recursive gluing

First, we define the multipliers for the co-coercivities Qlfj associated with f. Although we are considering
the more general setting of proximal GD for composite optimization, it turns out that we can use the same
multipliers from previous works on GD for single-objective convex optimization. Common to all such anal-
yses, A#*1) is constructed via recursive gluing as a sum of three components: a recursion component which
glues two copies from A\*)_ a sparse correction which has O(1) nonzero entries, and a low-rank correction
which affects only O(1) rows. The original recursive gluing construction of [5] was refined recently in [27, 52],
and we use this version here; in particular, the sparse correction has exactly two nonzero entries, and the
low-rank correction contains two rows that are multiples of 7(*). For bookkeeping purposes, it is convenient
to isolate the bottom row {A, ;} of X into a separate vector . See Figure 1, left, for an illustration.

Definition 3.2 (Multipliers for f). Fork € N andn = 2¥—1, define /\Z(.Z),i €{0,1,...,n,%},7€{0,1,...,n}
as

k N (k k
NG = M Ly + 257 1y

where A% = [z p¥] and

- 0
(1) ._ P
AW = [1 0} ,
S\(k+1) — S\(k—&-l),rec + S\(k—ﬂ)’sP + j\(k+1),1r
N—— ——
Tecursion sparse correction  low-rank correction



The multipliers Nk+1)-rec X(kt1)sp A+ g defined as
5N (k+1),rec 5 (k N (k
)‘z(,jJr ) = /\z(‘,j)l{0<i7j<n} + p2)‘z('—)n—1,j—n—11{n+1<i,j<2n+l} )

N (k+1)sp k
)‘z(‘,j M= ()= (nzni 1)y + AL =@n )

N (k+1),lr k k
)\Z(-J- b= p7r§_)n1{i:n,n+1§j§2n} + PW§3n1{i:2n+1,n+1gjg2n} .

h
ij
our analysis for prozimal GD. Similarly to A(*+1) this construction of x(+1) is based on recursive gluing: we
use a recursion component that glues two copies from u(*), a sparse correction component which has three
nonzero entries, and a low-rank correction component which is comprised of linear combinations of 7(¥) and
¢®) . As for )\, it is helpful for bookkeeping purposes to isolate the bottom row {1+, } of p into a separate
vector p. See Figure 1, right, for an illustration.

Next, we recursively define the multipliers for the co-coercivities associated with h, which are new to

Definition 3.3 (Multipliers for k). For k € N and n = 2F — 1, define uE?,i e{l,...,n,x},j €{1,...,n}
as

(k) . =(k (k)

— =(k) k
Hi g = g Lazey + 17 Limsy

where H(k) =) + ey and

=(1) .
M( ) .— [0] ,
-~ 1 P 1 = 3 -~ 1),1
M(k—i— ) — ’u(k—&- ),rec + M(k+1),sp + ,u(k—i- ),Ir
—_——
recursion sparse correction  low-rank correction

The multipliers pkt1-rec gkth)sp pk+1.00 gre defined as

_(k ,rec _(k —_(k
:uz(',j+1) = /h(-,j)l{lsi,jsn} + Pgﬂz(-_)n_1,j_n_11{n+2<i,j<2n+1} )
_(k4+1),s 1 _
AT = R G =ty PP =1ty + (P — ,Tk)(pk YD1 =ent 1m0} s
k k
_(k+1),Ir | 4 (k) (k) 14 (k) (k)
1,5 =1 ph—1 4 1)(Cj Ty )1{i:71,1<j<n} + pk—lT— l(cj -7y )1{i:n+1,1<j<n}
o (k) p (k)

+ F1 1Ti-n—1l{=nn+2<i<ons1y + ST Limnt1mt2<i<ant1y

k I
+((p+ e, — 1+ p*k)%(;)nq)1{i:2n+17n+2<j<2n+1} :

The recursive construction of these multipliers ensures nonnegativity, proving item (i) of Theorem 3.1.
Lemma 3.4 (Nonnegativity of multipliers). For all k € N and i # j, it holds that )\E,kj) >0 and ug,kj) 2> 0.

Proof. This follows by induction on k. The base case k = 1 is trivial. For the inductive step, assuming /\E,kj)
(k+1)
J

is nonnegative, A; is clearly nonnegative as the entries are constructed by adding nonnegative numbers.
;

This is similarly true for nearly all entries of u(**1 from the inequality ¢(*) > 7(*) (Lemma 2.5). It only

remains to check the n — 1 entries {,ugfjl)}ngn where a nonpositive vector is added due to p*+1):r. A
quick calculation shows that these entries are nonnegative after summation; details in Appendix A.2. O

3.2 Laplacian sum-of-squares

Here we provide details on the slack matrix S®*) in the multi-step descent identity (3.1). In particular we
show that it is positive semidefinite, proving item (ii) of Theorem 3.1. Key to this result is the identification
of a Laplacian matrix from its recursive structure.?

3Recall that a Laplacian matrix is a symmetric matrix such that all nondiagonal entries are nonpositive, and all row sums
(equivalently, all column sums) are 0. It is a classical fact that Laplacian matrices are positive semidefinite; this follows, e.g.,
from the Gershgorin circle theorem or from the observation 27 Lz = 2 i (—Lij) (i —z;)2 > 0. We refer to standard textbooks
such as [14] for further background about Laplacian matrices.
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We begin by defining S*). Similarly to the construction of the multipliers in §3.1, this construction is
recursive and involves 7(%) and ¢(*).

Definition 3.5 (Construction of L) and S*®)). For k € N and n = 2* — 1, define

LK) _(C(k))T

(k) .—
S BCRETPIY

c R(n+1)><(n+1) ,

LW .= [2(p—1)] ,

L1
P2 (L) 4 (c®) — 7By (k) — (BT
—pF () — 7 (R))
+ _pk(c(k) _ 71.(k))T (pkfl + 1)(pk+1 + 1) _p(ﬂ.(k))T _ (C(k-i-l) _ 7T(k+1))(c(k+1) _ 7r(k+1))T )
— (k)
P
Also, define
1 T
Sk) . — V2 (—e1 + env1) c R(+2)x(n+2)
—e1 + ent1 L®

The following lemma proves several properties of these matrices, culminating in the fact that S®*) is
positive semidefinite. The main idea is to observe that LX*) is Laplacian (by the recursive construction), and
then use that to analyze S*) by taking a Schur complement.

Lemma 3.6 (Properties of L(®) and S®). The following hold for all k € N,

(a) All nondiagonal entries of L) + (¢®) — 7)) () — z0NT gre nonpositive (and thus similarly for L
and L),

(b) L) is Laplacian.
(c) S*) is positive semidefinite.
Proof. We prove the items in order.

(a) This follows by induction. The base case k = 1 is clear by inspection. The induction step follows from
the recursive definition of L) and the fact that ¢*) > 7 () by Lemma 2.5.

(b) By item (a), it suffices to show that each row sum of L(*) is 0. Note that for any &, the sum of the final
row is — > ¢®) +2(pF — 1) = 0 by Lemma 2.5. The other rows also sum to zero, as can be checked via
a straightforward calculation from the recursive construction; details in Appendix A.3.

(c) Since the top-left entry of S (k) is positive, it suffices to check that the corresponding Schur complement

L% — V2(—ey + eng1)(—e1 + ent1)”

is positive semidefinite. In particular, we show that this matrix is Laplacian. Since both L®*) and
V2(—e1 + enyp1)(—e1 +enyp1)T are Laplacian by item (b), each row sum of the Schur complement is 0.
For the nondiagonal entries, it suffices to check that the (1,n 4 1) entry of the Schur complement is

nonpositive; this is straightforward since cgk) > /2 for all k.

O
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3.3 Verification of the multi-step descent identity

Here we provide a proof sketch of item (iii) of Theorem 3.1; full details are deferred to Appendix B. Ttem (iii)
requires verifying the multi-step descent identity (3.1), which amounts to checking that the coefficients match
on both sides of the identity. This identity has two components: a linear form (in the function evaluations
{fi} and {h;}), plus a quadratic form (in the gradient evaluations {g;}, subgradient evaluations {s;}, and
initial distance xo — z). Thus, it suffices to separately check that the coefficients match for the linear and
quadratic forms.

For the linear form, this is simple. The coefficients in {f;} match because they are linear combinations
of only the multipliers {); ;} (but not {y; ;}). As they are identical to those for the analysis of vanilla GD,
we can appeal to existing results. The coefficients in {h;} can be seen to match by simply expanding and
collecting terms from the definition of co-coercivities; see Appendix B.3 for details.

For the quadratic form, verifying the identity is more involved since it requires checking that ©(n?)
coefficients match, for n = 2¥ — 1. A key observation that makes this verification tractable is that if we
combine terms in a certain order, then both sides of the identity become “succinct” quadratic polynomials
in O(1) variables; in particular, it suffices to check that the corresponding O(1) coefficients match. This
conciseness is crucially due to the construction of the multipliers based on the recursive gluing technique.
The proof therefore amounts to (1) computing the constant number of coefficients of these variables on both
sides of the identity, and (2) checking that they match. Both steps are conceptually simple (albeit tedious);
details are deferred to Appendices B.4 and B.5, respectively.
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A Deferred details

A.1 Tightness of the silver convergence rate

Theorem 1.1 is asymptotically tight in that the exponent log, p in the rate O(n~'°%2#) is optimal for proximal
GD with the silver stepsize schedule. Moreover, the hidden constant in the asymptotic rate is tight up to a
modest constant. Indeed, there exists a problem instance such that

M

F(x,) — F(zs) = 1

7llzo —2.1*, (A1)
which matches the aforementioned exponent since p¥ = plog2(n+1) < plogan — plogs» This bound (A.1) is
achieved by the following 1-dimensional problem (normalized with M = 1 and ||z¢ — x.]|> = 1 without loss
of generality) from [20, Theorem 2.9] which is often used for lower bounds on proximal GD. Consider

min F(x) = f(z) + h(z)

where f(x) = ax is a linear function with slope a = m, and h(z) = «{z > 0} is the indicator function
for £ > 0. Observe that x, = 0, and that from initialization x¢y = 1, the final iterate of proximal GD is
r, =1 —a(pFk — 1), implying F(z,) — F(z.) = a(1 — a(p* — 1)). Maximizing this rate over the slope a > 0
gives the aforementioned value of a and the rate (A.1).

We make three remarks about this “hard” problem instance. First, since h is the indicator of a convex set,
this construction can also be viewed as a hard problem min,>o f(x) for projected GD. Second, by running
semidefinite programs [21, 48] to numerically estimate the worst-case convergence rate of proximal GD with
the silver stepsizes, it appears that (A.1) is the ezactly optimal bound. Third, we compare the constants in
this rate (A.1) for proximal GD with the silver stepsizes, to the exact rate f(z,) — f(z.) < y M — l|lzo — x|
of vanilla GD with the silver stepsizes [52]. The former is achieved by a linear function (equlvalently, the ¢,
norm) constrained to the set {x > 0}, whereas the latter is achieved by a certain Huber loss function (i.e.,
the Moreau envelope of the ¢; norm) over R. This minor difference in problem instances results in the minor
difference between the denominators in the rates: 4pF — 4 versus 4p* — 2. This discrepancy commonly arises
between an algorithm and its proximal counterpart; see, for example, the discussion after [31, Theorem 1].

A.2 Nonnegativity of the multipliers

Here we complete the proof of Lemma 3.4 by verifying the nonnegativity of the n — 1 entries { ugfjl)}lg j<n-
To make the induction step clear, we isolate the claim into its own lemma.
Lemma A.1. Let u*) be as in Definition 3.3 and n = 2¥ —1. Then for allk € N and 1 < j < n,

_ k k
) = (= 1)) =),

As a corollary, for all1 < j <mn,

k 2k—1
k+1 k-+1),rec _(k+1),Ir _(k P k k P k k
/“‘5%3 )_“gu . +/“L£L,j ) :”£L73+(1 k—1+1)(c§)_79(' )):pk—1+1(c§)_77(' > o.

Proof. We prove by induction. For the base case, note that for K = 1 no such entry exists; and for k = 2, we

have ué% =0 and ﬂ:(f% =(p— %)(p0 +1) = (p? - 1)@ = (p? - 1)(c52) - 77(2)).

Assuming that the result holds for k > 2, by the recursive definition we have ugnil) j=0foralll<j<n

k-1 k k
and Sty = (= ) (0 1) = (PP - )2 = (o (D ). Fornt2 < < 2041,

k+1 k+1 k k
ast ) = ol (1 <1+p o

1
k k k
=p*(p" - 1)(05'7)7171 - ﬂ-‘;f)’nfl) +(p+ 1)05'7)7%1 —(1+ pik)ﬂ-jfnfl

k 1 k
= (P = 1) (pct”, — (p— ;,mr(- )
k4+1 1)(C§k+1) . W§k+1)) )

=(p
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A.3 Laplacian structure

Here we complete the proof of Lemma 3.6 by showing that each row sum of L(¥) is 0, for all £ € N. We use
induction. The base case k = 1 is trivial. Now assume that each row sum of L*) is 0 (which implies that

the jth row sum of L) is cg-k)), and consider the row sums of L(*+t1) For this, we make repeated use of the

definitions of 7(®) and ¢*) and their respective helper lemmas (Lemmas 2.3 and 2.5) from §2.3.
For 1 < j < n, the jth row sum of L Y is given by
k k k k k k+1
e+ (e =) (e = 7y = (e =7y = Y =0,
from 3" (c®) — 7(®)) = pF — 1 and c§-k+1) = 7r§k+1) = 7rj(-k).
The (n + 1)th row sum of L*+1) is given by

_ k k k
(0" = 1)+ (P (PP 1) = p(pb — 1) — (O (P — a DY) D - gAY D = 0,

from 3 (cFHD) — (k1)) = pht1l _ 1) cflk_:_ll) =(1+ p%)(pkil +1) and ﬂ'gf:_ll) =pF 1+ 1.
Finally, for n + 2 < j < 2n + 1, the jth row sum of L(*+1) is given by

k k k k k+1 k+1 k+1
P+ (=D, =) = e = O — By (D D) D

from o = pe® |~ (p—1- )

(k)
¥ m

j—n—1-"

B Verification of the multi-step descent identity

Here we prove item (iii) of Theorem 3.1. The base case k = 1 is in Appendix B.1; we then prove the
identity for larger k& by induction. As described in the overview in §3.3, the desired identity has both a
linear and a quadratic component, and it suffices to check these separately. We begin by introducing helpful
bookkeeping notation in Appendix B.2, and then we check the linear component in Appendix B.3 and the
quadratic components in Appendices B.4 and B.5. All proofs begin with a straightforward inspection over
the coefficients of the relevant terms after expanding the definition of the co-coercivities; for the convenience
of the reader, we explicitly write these expanded forms in Proposition C.1. The proofs then check that the
constant number of coefficients match in a conceptually straightforward (albeit tedious) manner.

Throughout this section, for notational shorthand we denote ¢ = ¢®) and § = S*). In the few cases
when needed, we explicitly write ¢(*+1) and S*+1) to distinguish them respectively from ¢ and S.

B.1 Base case

Here we prove the base case k = 1 for the multi-step descent identity (3.1). For k =1,

0 »p 0 N 1 1
A= 1 0, wp= {2 1] , S=1-1 20p-1) =20p-1)],
-1 P —9(p — —
p P 1 2(p—1) 2(p-1)

u=x9—x,—(p—1)go—pg1—2(p—1)s1—s,, and V = [zg — 2. | s1 | s.]. Note that z1 = 20— (p—1)(go+s1)
and g, = —s, by the definition of proximal GD. By plugging in these values and expanding the definition of
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the co-coercivities (Definition 2.1), the multi-step descent identity (3.1) for £k = 1 amounts to the identity

oo = fu~ (o170 — 1) — 3llgo — 1l12) + (1 — fo — {go,1 — 70) — 5llg1 — goll?)

(o= = fo = (g0, 72 = 0) = 319 = 90l + pfs = fi — g1, — 21) = 5lgw — a1
+ (20 = )(hs — h1 — (s1, 24 — 1))
= ~(@p = D(fi+ I — fo = )+ Ll — o

1 1 1
— —lxg—zs — (p—1 — -2 71375*277307%27—‘%7:5*72 —1)(s1 — S« 2,
370 = = (0= 1)go = por = 20p = Vs = sull® = 1l — = = o (b= 1)(s1 = .)]

It is straightforward to check this identity by matching coefficients. For example, on the left hand side, the
coefficient of f1 is —p+1—p = —(2p—1) and the coefficient of (go, s1) is (p—1)—(p—1)(20—1) = —2(p—1)?,
respectively matching the corresponding coefficients on the right hand side.

B.2 Bookkeeping

We decompose terms in the multi-step descent identity based on the recursive definition of the multipliers.
For the convenience of the reader, expanded expressions for these terms are provided in Proposition C.1.

Definition B.1 (Bookkeeping decomposition). For \**1) as in Definition 3.2 and p**+% as in Definition
3.3, let

R .= Z)\(lﬁ»l),rech Z (k:+1 rec ”7
7li= Z*Ei*”@w»

h _ (k+1)
T ZH’L,J Q'L] ’ (Bl)

of — Z /\(k+1) sp +/\ k+1) o

ij 7

Ch Z M(kJrl),bp (k:+1) lr) h .

2,] Hi 2J )

The induction step from k to k+1 that we prove can be formally stated as follows. The rest of the section
is devoted to proving this identity, by certifying that the coefficients on both sides are identical. Combined
with the base case (Appendix B.1), this directly proves the multi-step identity (item (iii) of Theorem 3.1).

Theorem B.2. Let R, T/, T" C/ C" be as in (B.1), and assume that (3.1) holds for k. Then

1, ~ ~
R+TS +Th+CFf +C" = (20" —1)(F. — Fonpn) + z.))? - 5(||u||2 + Tr(VS*+HIyTY) (B.2)

p
Lz —
2v2
where U 1= g — Ty —Zfﬁo aigi — P gong1 —Z?T;{l cgk“)sj —s, and V = (2o — @ | s1] ... | S2ng1 | 54
It is convenient to adopt the notation of [27] to write [-]; to denote terms corresponding to {f;} in a

given expression. For example, [[Q(’;l]] ¢ = fo— fi; [-]n is similarly defined.
These definitions readily extend to the quadratic form. Due to the composite nature of our problem,
there are multiple types of vectors we need to consider. We categorize them into four types: {g,s,1,0},

18



where each denotes?

9: 90,91 - 92nt1 (gradients g; corresponding to f),
5:81,82,...,5mn+1 (gradients s; corresponding to h),
i:xo— x, (initial distance),

0: 8. = —g. (gradient at optimality) .

For y,z € {g,s,i,0} we use [-],.» = []., to denote terms corresponding to the inner products between

vectors in type y and z. For example, [[Q{;l]]w = —v2(g1,51). Tt is clear that [-] (with any subscript) is
linear with respect to its input.

For each coeflicient of interest, it is easy to see that only certain summands contribute. This observation
is formalized as follows and is used throughout the rest of the proof when evaluating coefficients.

Observation B.3. The following values are 0:

[r"+c], . [17 + ], [T +c], 0T + O] DT, 0 [T, [OF + 6, s [T + 7 + O

0,y

where y € {g,s,1,0}.

B.3 Linear form

Here we verify the linear form in the multi-step descent identity (B.2).

Proposition B.4 (Linear form). Consider the setting of Theorem B.2. Then
[[R+ Tf + Cf]]f = (2pk+1 - 1)(f* - f2n+1) ’
[R+T"+C"], = 2" = 1)(hy — hont) .

Proof. The first equality was proved in [52, Theorem 5.2]. For the second equality, expanding each term
following the definition yields (see Proposition C.1 for corresponding expressions)

[R+T"+cC"],
2n+1
=hy — hy +ZCJ +P(hn+2—h2n+1 Z PC] n—1(hj — hapnt1) + hs —h1+ZOé] 1(hy — hj)
Jj=n+2 j=1
1 2n+1 1
+(1+ ) D) = ho) + Y (plejn1 — 1) + (14 =)y 1) (he — hy)
p j=n+2 P
k 2 LRy
4 (= b)) 9% (s = hns2) + (= ) (07 4 Dlann = hns) + Z — aj-1)(hy = hy)
2n+1 2n+1
Z paj—1(hpg1 — hopgr) + Z
j=n+2 j=
2n+1 1
+ 3 o+ Dejonr+ (0= 1= —)aj1)(hansr — hy).
j=n+2 I

The cancellation in the middle is due to Z?:l cj =2 -1) = 22?21 aj—1 (Lemmas 2.3 and 2.5). By

4While zg — z« (type i) or s« (type o) are only single vectors and thus can be subsumed into other types, we treat them
separately because the patterns they exhibit in the equations are different from (and simpler than) those for other types.
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collecting the coefficients for each h;, this is equal to

n

D (e —aj1 —(¢; — aj1))hy

j=1
2n-+1 1 1
+ > (PPjn = plejn1 — 1) = (14 a1 — (p+ Dejn1 — (p— 1= =)o -1)hy
j=n+2 p p
= b+ (=1 =2(0" = 1)+ p" + (p* = 1)hy,

+(—-(1+ p*l,g)(,o’H +1)—p"+p* = (p— pik)(p’H + 1)+ p(p" = 1))hnsa + (0* = p*) P ia
+ (=" =20 (0" = 1)+ (p— pi,c)(p’H +1) —plp" =) +2(p+ 1) ()" = 1)+ (p—1— pik)(p’“ —1))hanta
+(1+2(p" = 1))h

= (20" = 1) (he — hant1),

where the coefficient of h. is calculated using >7_; a1 + Z?Z:_lﬂ(p(cj_n_l —aj_1)+ (1+ %)aj_l) =

STl = 2(pktl 1), O
B.4 Quadratic form: setup

As briefly mentioned in the overview in §3.3, instead of checking the ©(n?) coefficients corresponding to all
inner products between the ©(n) variables {g;}, {s;}, and xg — z., we simplify the analysis by first observing
that the quadratic form expressions in (B.1) can be expressed succinctly in a constant number of modified
variables (obtained by taking linear combinations of the original variables). The upshot is that then we need
to only compute and verify a constant number of coefficients. These modified variables are as follows.

Definition B.5 (Simple vectors for the quadratic form). Define
v="[n 1l 7| 7]
= [Z?:_ol @igi | gn | Z?Zn+1 @igi | gant1|
J:[01|02|03|04\05}
= [Z}L ajorsi | Yoy eisi | s | Simiaaioasy | S s cion1s;
From the recursive properties of ) and ¢¥) (Lemma 2.3 and Definition 2.4), one can observe that for

wy = [1,pF 41,1, pF

1 _ 1
Ws 1= [1707 (1 + T)(pk ! + 1)7 *(P -1- T)ap] )
P P
we have )
YWy = Zoeigi + 0" o
i=0
2n+1

k+1
owg = E c§+)sj.
j=1

These vectors naturally arise from the quadratic forms in (3.1) and (B.2), which can be concisely repre-
sented by them; in particular,

1 1
§HU||2 = 5\\550 — @ = — P — o2 — 5.7,

1, .. 1
Sl = Sz — @, = qw, = ow, - 5.,
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and the terms %Tr(VSVT) and %Tr(f}S(k“)f/T) together can be expressed similarly by ¢ modulo simple
operations from recursion.

While some expressions in (B.1) can be represented with 4 or ¢ in a straightforward way, in some cases
the terms should be properly combined with others, for which we provide the details. First, we identify
particular terms that are sums of inner products. These are categorized as Aj, As, Az in Proposition C.1,
and with a slight abuse of notation we use A; for the sum of the respective entries as well. The following
equalities can be verified by inspection.

Observation B.6. For Ay, Ay, Az in Proposition C.1 and 7,0 as in Definition B.5,
[Ai], s = (n.02 —01)
[A2], = p (73,201 + (p" "t + 1)o3 + 04) ,

1
[4s], s = <71 (P D)yt s, (p— 1 - E)(M +(p+ 1)05> ,
and

[Ail, . = (01,00 —01) ,
[[AQ]]S,S = Oa

1
[4s], , = <m O Do oo~ 1 e+ (0 1>a5> .

Next, we identify other terms (B, B2, Bs in Proposition C.1, with similar abuse of notation) which are
related to specific gradient vectors; namely, g, = 72, ¢on+1 = Y4, and s,42. These can also be verified by
inspection and by using the Pell recurrence p? = 2p + 1 for the silver ratio p.

Observation B.7. For By, By, B3 in Proposition C.1 and -y,o0 as in Definition B.5,

[B1],.s
[B2],
[Bs],

P (2,01 + (p" 7t + 1)os + 04)
P2 {m+ (P A+ D2y snaa)
PP+ 1) (v, o0+ (0" + 1)os +ou)

and
[[Bl]]s7s = O)
[[BQ]]S,S = p2 <01 + (pkil + 1)037 3n+2> )
I]:B?’]]s,s = 0 '

B.5 Quadratic form: verification

After the preprocessing steps in Appendix B.4, we are ready to prove that the coefficients of the quadratic
form match in (B.2). The proof is divided into multiple parts based on the combination of y, z € {g, s,4, o}.

First, we verify the terms involving (g;, ¢g;) in the multi-step descent identity. This is identical to (and
thus follows from) the corresponding analysis of vanilla GD.

Proposition B.8 (Quadratic form in (g, g); [52, Theorem 5.2]). Consider the setting of Theorem B.2 and
let v,wq be as in Definition B.5. Then
1
f f — _Z 2
[R+T7+CT], = 5 llvws|”-

The next two propositions respectively verify the terms involving (g;, s;) and (s, s;).

Proposition B.9 (Quadratic form in (g, s)). Consider the setting of Theorem B.2 and let v, wq, o, ws be as
in Definition B.5. Then

[R+T7+T"+CF+C"] =~ (ywy,ow,) .

9,8
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Proof. Using the representation with respect to v and o given from Observation B.6 and Observation B.7,

f h f h _ . .
[R+T/+T"+CT +C ]]ms = [A1 + A2 + A3 + B1 + By + B3], , + [(remaining terms in (B.1))],
= (71,02 — 01) +P<737201 + (" + o3 + 0’4>

_ 1
+ <71 + (P Dye s, (p— 1 p7)04 +(p+ 1)05>

+ 0" (v2 01+ (P + 1)os + 0u) +W

+ 05 (p+1) (v, 01+ (0" + 1)os + 04)
— {1+ pFy2,00) — p* (71 + (P + Dye,05) — p? (3 + p s o1 4+ (PP + 1))
= (3 + Py v5) — P2 (1 + (T2, sp2) — (01 + 1) (2, 0)
1 _ _ _
-1+ ﬁ)(ﬂk P (i (0 D, 03) = p (s (0F T+ D)o+ ou)

,_ 1 _
— (" +1) <72,03>+(p—p7)(pk Y+ 1) (3, 08) + p" (12,00 — 01)

— p(v3,04) = p¥ (72, 04) .

This is equal to — (ywg, ows). This can be checked by hand; for brevity, we provide a simple Mathematica
script that rigorously verifies these identities at the URL [1]. O

Proposition B.10 (Quadratic form in (s, s)). Consider the setting of Theorem B.2 and let o,ws be as in

Definition B.5. Then

1 1 - .
[R+T"+C"], = —§||o—ws|\2 = L Tr(vs<k+1>vT)ﬂ ,

where S*tY) s as in Definition 3.5 and V= [:L‘o —xe | 81| oo | Sang | S*]
Proof of Proposition B.10. With the expressions from Observations B.6 and B.7,

1 ~ ~
|[R +Th 4+ oM+ 3 Tr(VS(kH)VT)]] =[A1 + Ay + A3 + By + Bo + B, ,

s,8

1 ~ ~
+ [(remaining terms in (B.1))], , + |[2 Tr(VS(k“)VT)ﬂ
$,8
1
= (01,02 —01) + <01 + (" + Dog+oa, (p—1- E)(M +(p+ 1)05>
T+ 1)03, Spi2)

1 1
=gl = [ mwsvn] = o+ (5 o)

s

2 2 -
- Slosl? - |5 s

where V = [mo —Zu|S1] -or | Sn | s*] and V = [$n+1 —Zu | Snt2 | oo | S2n41 | s*]. Collecting the terms
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that involve vectors other than those from &, by the recursive construction of S*+1) (Definition 3.5) we have

1 2 ~ - 1~ ~
p2@1+(ﬁﬁl+1m3snﬂ>—HQIRVSVTW —-W;THVSVTW +H2TMVS“+”VTW

5,8 5,8
_ 2 k-1 1 s P 2 2 k-1
=p’ (o1 + 03, Snt2) + 5 o2 — o1 + 5 o5 — o4]|* — p° (o1 + 03, Sn+2)
1, . 1 pF 141 1
+ i(pk Ly D)(p" 4 D)losl|? = pF (03,00 — 01) — p (o3, 04) — §HT03 —(p— p*k)@x + pos|?,
where the last term is from c¢(**1) —z(#+1) =0 ... 0, %, pct®) — (p— p%)ﬁ(k)]. Thus, it suffices to show
——

n

that

_ 1 1
<01702—01>+<U1+(Pk 1+1)03+U4,(P—1—pk)04+(P+1)05>—2||02||2
2
_ 1 _ _
—p* (o1 + (" 1+1)<737<75>—*||0 [ 1+pk>( PP 1) (o300 + (08 Das) = p" (0" 4 D)ol
1 -
+ (= p*k)(f)k "+ 1) (o3,04) + p" (03,00 — 01) — plloal]® — p* (03, 04)

2
p 1,
+ Slloz — o1l + S-llos — oul® + §(PlC L+ D) (" 4+ 1) o2

k k 1+1 1 9
—p <03702*01>*P<03,04>**|| 3*(P*p7)04+p05||

is equal to —%HcrwsHQ. This can be checked by hand; for brevity, we provide a simple Mathematica script

that rigorously verifies these identities at the URL [1]. O

Finally, we verify the terms involving z¢ — . and s..

Proposition B.11 (Quadratic form involving xzog — x.). Consider the setting of Theorem B.2 and let
v, wq, 0, ws be as in Definition B.5. Then

[[R+Tfﬂ < Lo —1‘*,’ng> )
[[R—!—TW = (xg — Tx, 1) + (X0 — Tx, oWs)
[R+T7 +T",, =0.

Proof. The last equality [[R +7f + Thﬂ” = 0 is clear from inspection. For other cases,

n—1 n—1
R+T7]. =) (—ai+ai+a;)(wo—za,gi) + Y (—p"+ 0"+ (0" 1+ 1)) (w0 — 24, 90)
Z’g
1=0 1=0

+ Z (=pPi + PP + i) (w0 — uy i) + (=972 4 p"F2 4 p"HY) (o — 24, gon)
i=n+1

= <(E0 - 1'*7")/’U.)g> )

n 1 -
[R+T"],, = (wo—uys1) + Y (—¢; +¢; + j1) {wo — wuy55) + (1 + p*k)(Pk Y1) (2o — @4, Sny1)
j=1
— p* (0 — Ty Spp2) + p° (L0 — Tuy Spga)
2n+1 1
+ ) (—pPCin-1+ p7Cino1 + p(cjn—1 — 1) + (14 p—k)ajfl) (v0 — T4, 85)
Jj=n-+2

= (To — Tu, 81) + (To — Tu, OWs) .

23



Proposition B.12 (Quadratic form involving s,). Consider the setting of Theorem B.2 and let v, wy, be as
in Definition B.5. Then

[[R+T'fﬂo7g = _<S*a’ng> s
[R+T7] =0,

0,8

[R+T/],,=0,

0,1

1
[R+T7],,= —5(2pk+1 —1)|s4]%-

Proof. The second and third equalities [R+T7], = [R+T'] . =0 are clear from inspection. For other
cases,

n—1
[rR+ Tf]]oyg =Y (i — i — ) (54, 0) + (0" = o = (P71 1)) (50, 90)
i=0
2n
+ Y (P = pPai— i) (s, 90) + (072 = p"2 = pFY) (s, gon)
1=n+1
- <,nga S*> 5
; nl P 1 2n oy PRt p2 n-l P AR L ph+1 )
R+T — il 7 _ - ¢ _r _ -t _ _ - _ .
[r+17],, Zz+2 ' > T T3 ZQ 2 > 5~ g )l
1=0 i=n+1 i=0 i=0
1
= 1 = D).

Combining these results proves Theorem B.2.

Proof of Theorem B.2. The propositions in Appendices B.3 and B.5 show that the left and right hand side
of (B.2) match. O

C Expanded expression for the decomposition

For the reader’s convenience, here we provide a fully expanded expression for the terms in (B.1). This follows
by expanding the definition of co-coercivities (Definition 2.1) and using the induction hypothesis (3.1).

Proposition C.1 (Expanded expressions for (B.1)). Let R, T, T" C¥,C" be as in (B.1), and u,V, S be as
in Theorem 3.1. Also, assume that (3.1) is true for k. Then with

2n 2n+1
~ k } :
U= Tyl — Tx — E G — P g2n+1 — Cj—n—15j — Sx,
1=n+1 Jj=n-+2
V= [.’L‘n+1 — 2y | Spa2 | -0 | S2nt1 | s*] ,

the explicit expressions for the terms in the decomposition are given as follows:
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n—1
1 k
R=3" i = fut {giwe =) +5 9. = 9il) + g {gu 2 = wa) + 5 9. — 9u
=0 B,
Ay
- 1 1 s 1 2 T
It (s o) 3 ey ot (s =) 45 (1 o — 2l = Sl + TH(VSVT))
Bs J=1
Ay
< 2 1 2 k42 Pk+2 2
+ > PPi(fi = fons1 + (g0 T — i) + Slge = gill®) + 0" {gnt1, @0 — @0 11) #7519 = g2n4a]
i=n—+1 Bs
Az
2n-+1
2 2. . -
+ 1Y (h71+2 - h2n+1 + <5n+Qa Ty — xn+2>) + Z P C]—'Il—l(hj - h2n+1 + <Sj,f£* - =L]>)
Ba j=n+2
As
2 2
1% 1 p . ~ o~
+5 0+ *2)||xn+1 -z - 5(||u||2 +Tr(VSVT)),
n—1 1 1
17 =3 oilfe = fi = (give = 23) = Sllge = Gil*) (0" + D(fu = fo = (g 22 = 2n) = 5 llg% = onl)
i=0
Ay
2n 1 1
+ Z ai(fe = fi = (9ir T — i) — 5”9* - 9i||2) +Pk+1(f* — font1 — (G2n+1, T — Tant1) — 5”9* - 92n+1||2)7
1=n—+1
B3
As
n 1 -
T" = he —hy = (s1, 20 —21) + > g1 (he —hy = (55,20 — 25)) + (L+ =) (0" + 1)l = hngr — (031, 2 — Tnp1))
By j=1 P
2n+1 1
+ ) (plejon1—aj1) + (1 + E)aj_l)(h* —hj = (sj, T — 5)),
Jj=n-+2

Az

2n
1 1
cl= E pi(fr — fi = (gi Tn — 24) — 5\\% — gil) +o(fn = fons1 — (G2nt1, Tn — T2nt1) — §|Ign — gon+1l?)
i=n+1

Az

2n 1 1

+ Z pai(fontr — fi = (9i, Tant1 — @) — 5“9271-&-1 - giHQ) + pk(f2n+1 — fn = {Gn, T2n41 — Tn) — §||gn - 92n+1||2) )
i=n+1

B,
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and

Ch = pk(hn - hn+1 - <3n+17 Ty — xn+1>) + pZ(hn-‘ﬂ - hn+2 - <3n+27 Tn4+1 — xn+2>)

B2
1 _
+ (p - E)(pk ! + 1)(h2n+1 - thrl - <Sn+17x2n+1 - $n+1>)
n pk
+Z —aj-1)(hy —hj — <5j,l‘n—l‘j>)+2m(% —aj—1)(hnt1 = hn = (85, Tnt1 — Tn))
j=1
Ay

2n+1 2n+1 pk
+ Z po—1(hng1 — hont1 — (S5, Tnt1 — Tony1)) + Z kfajfl(hn — hpg1 — (85, &n — Tnt1))

= £ P +1

j=n-+2 j=n-+2
2n+1 1
Y o+ Dejna+(p—1— =p)aj-1)(hantt — by — (55,2041 — 7)) -
j=n+2 p

As

Proof. The equalities for T/, T" Cf are obtained directly from expanding the co-coercivities. The expression
for C" can be obtained after combining terms sequentially; in particular,

n

_(k+1),Ir _(k+1), lr
> i it Z Finsr) Q)

j=1
Pk
:Z(l—W)(Cj_Oéjfl)(hn_hj—@ﬁxn_ +Z k 1+1 —aj-1)(hnt1 — by — (85, Tns1 — ;)
_Z — 1 —hj—<8j,$n— +Z k 1+1 — Qi 1)(hn+1_hn_<3j,$n+1_xn>),
2n+1 ( 2n—+1
k+1) Ir _(k+1), lr
> i it D By Qs
Jj=n+2 j=n+2
2n+1 pk 2n+1 p
- Z mo‘j—l(hn —hj — (85,20 — 25)) + Z m%‘—l(hnﬂ hj — (85, Tnt1 — T5))
j=n-+2 p j=n-+2 p
2n+1 2n+1 k
P
D pajalhner —hy = (sj, a1 —2))+ Y 1711 = Py = (85, 0 — Tnt)
Jj=n-+2 j=n+2 p
=:A
and
2n+1 2n+1 1
(k+1),
At Y T Qi = A+ Y ((p+D)ejmnot — U+ = )ay—1)(hant1 — hy — (5, 2041 — 7))
j=n+2 j=n+2 p
2n+1
Z P04j71(hn+1 — hopy1 — <Sj71'n+1 - $2n+1>)
j=n+2
2n+1
1
+ > ((p+Dejna+(p—1- PG —)aj1)(hapi1 = hy = (sj, Tant1 — ;) -
j=n+2

The expression for R can be obtained directly from the definition of A*) and (3.1), which is valid for
the iterates xq,a1,...,&n,z, of proximal GD with the silver stepsize schedule 7(*) and for the iterates

Tpg1, Tnt2s .-« Tontl, Ty Of the same algorithm with initial point z,11, by the recursive construction of the
silver stepsize schedule 7"+ = [7(k) pk=1 4+ 1 7(M)] (Lemma 2.3). O
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