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Abstract—This paper proposes a distributed asynchronous
adaptive gradient tracking method, DASYAGT, to solve the
distributed stochastic optimization problems with decision-
dependent distributions over directed graphs. DASYAGT employs
the local adaptive gradient to estimate the gradient of the objec-
tive function and introduces the auxiliary running-sum variable
to handle asynchrony. We show that the iterates generated by
DASYAGT converie, in expectation, to a stationary solution with

IwK ) The effectiveness of DASYAGT is further
demonstrated numerically with synthetic and real-world data.

a rate of O

Index Terms—Stochastic optimization with decision-dependent
distributions, adaptive gradient tracking method, asynchrony,
directed graphs.

I. INTRODUCTION

ISTRIBUTED stochastic optimization problems have

been widely studied in recent years due to its applica-
tions in large-scale machine learning [1, 2], sensor networks
[3, 4] and parameter estimation [5, 6]. In many real-world
applications, it may be the case that the distributions of
stochastic elements depend on or shift in reaction to decision
variables. For example, demand depends on price [7, 8],
traffic predictions from navigation systems for route planning
influence traffic patterns [9, 10], and predictions of credit
default risk influence interest rate assignments and hence
default rates [11, 12]. The corresponding distributed stochastic
optimization problems with decision-dependent distributions
(distributed SO-DD) [13] can be formulated as follows:

n

min Z E¢,np;(x) i (25 6i)], )

d
zEeRT

where n is the number of agents, E¢, .p, () [(i(7;&;)] is the
local objective function of the i-th agent and D(-) : R —
P(R™) is a distribution map.

SO-DD can be traced to early works [14—16]. More recently,
Perdomo et al. [10] introduce the notion of performative stable
point, which has motivated the research on SO-DD such as
models [17-19] and algorithms [20-22]. We refer the inter-
ested readers to the surveys [23, 24] for more developments on
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SO-DD. To address substantial computational demands arising
from large datasets and provide privacy guarantees, people
consider the multi-agent stochastic optimization problems with
decision-dependent distributions [13, 25, 26]. Li et al. [13]
propose a distributed stochastic gradient descent algorithm and
show that the proposed algorithm achieves a convergence rate
of O(+) to the performative stable solution of distributed
SO-DD. Narang et al. [25] study a decision-dependent game,
where the distribution map of each player is a global linear
structure with respect to the decision variable. They propose
an adaptive gradient algorithm that adaptively estimates the
parametric description of the distribution map and uses the
current estimate of the parameters to compute an approximate
stochastic gradient. They show that the proposed algorithm
achieves a convergence rate of O(%) to the Nash equilibrium
of the decision-dependent game. Motivated by [13, 25], Deng
and Liu [26] propose the distributed stochastic gradient track-
ing algorithm and the distributed adaptive gradient tracking
algorithm to seek the performative stable solution and the
optimal solution of distributed SO-DD, respectively. For the
performative stable solution, they show that the proposed algo-
rithm achieves the convergence rate of O(%) For the optimal
solution, they show that the proposed algorithm achieves the
convergence rate of O(nE),

In the multi-agent optimization problems, the distributed
synchronous algorithms may require waiting for the slowest
agent to complete its task before all agents can proceed to
the next one. Therefore, the asynchronous algorithms [27-
31] are extensively studied to address such case. Recently,
Tian et al. [32] propose the asynchronous SONATA, which
combines the gradient tracking mechanism with the push-sum
strategy in the asynchronous setting. They show that, over
strongly connected directed graphs, the proposed algorithm
achieves a linear convergence rate and a convergence rate of
0(%) for the strongly convex and the non-convex objective
function, respectively. Subsequently, Kungurtsev et al. [33]
propose a stochastic version of asynchronous SONATA and
show that, over strongly connected directed graphs, the pro-
posed algorithm achieves a convergence rate of o Kla ), where
a € (0, %), for non-convex objective function. Moreover, Zhu
et al. [34] study the convergence for the stochastic version of
asynchronous SONATA on the more general directed graphs
and show that it achieves linear convergence rate for strongly
convex objective function and converges to a stationary point
with a rate of (’)(\/%) for non-convex objective function. We
refer the interested readers to the surveys [35, 36] on more




distributed asynchronous algorithms.

Indeed, as stated in [25, Remark 12], the agents for solv-
ing the multi-agent stochastic optimization problems with
decision-dependent distributions may have to learn the de-
cisions of other agents in practice, resulting in that the
agents may observe local data or the decisions of others
asynchronously. This motivates us to propose a distributed
asynchronous gradient tracking-based algorithm to seek the
optimal solution of non-convex distributed SO-DD over the
directed graph. As far as we are concerned, the contribution
of the paper can be summarized as follows.

e We provide a distributed asynchronous adaptive gradient
tracking method (DASYAGT), which generalizes the dis-
tributed gradient tracking-based algorithms in [26, 34].
Compared to the stochastic version of asynchronous
SONATA in [34], DASYAGT employs auxiliary track-
ing variables to track the average adaptive gradient.
Compared to the distributed adaptive gradient tracking
algorithm in [26], DASYAGT introduces the auxiliary
running-sum variables to handle asynchrony.

e We show that the iterates generated by DASYAGT con-

n K) . which

VK
differs from the rate of O \/%) in [34] by a logarithmic
factor. The underlying reason is that DASYAGT needs
to learn the parameter of the distribution map. To the
best of our knowledge, the convergence of DASYAGT
seems to be the first rigorous result on the convergence
of the distributed asynchronous algorithm for solving the
distributed SO-DD. The effectiveness of DASYAGT is
further demonstrated numerically with synthetic and real-
world data.

verge to a stationary point at a rate of O (

The rest of this paper is organized as follows. Section II in-
troduces DASYAGT and presents some standard assumptions.
Section III studies the convergence of DASYAGT. Numerical
experiments are provided in Section IV. In Section V, we
provide concluding remarks. Moreover, the proof can be found
in the Appendix.

Throughout this paper, vectors default to columns if not
otherwise specified. R? denotes the d-dimension Euclidean
space endowed with norm |z| = +/(z,z). Denote 1 :=
(11...1)T€R%and 0 := (00...0)T € R%. I € R™ ™ stands
for the identity matrix. The inner product of two matrices A, B
is denoted by (A, B). Denote F(z) := Y., fi(x), where
fi(w) == B¢, op,(2) [li(2;&:)]. To clarify the expression, we
denote V/¢;(x; &) as the gradient taken with respect to the first
argument x, V¢/l;(z;€) as the gradient taken with respect to
the second argument . We declare that given the sequence
{Gi}e, with k > 5, Ghs = GpGp_1--- G 1Gs if k> s
and Gj.s := G, otherwise. In addition, we consider a set
of agents V = {1,---,n} connected on a communication
network G = (W, &), where £ C V x V represents links
or edges among the agents. If (¢,7) € £ it means that the
i-th agent can send information to the j-th agent. We use
NP2 (V] (i) €€ and N 2 {j € V] (i,) € €}
to denote the sets of in-neighbors and out-neighbors that the
i-th agent can communicate with.

II. DASYAGT

In this section, we first present DASYAGT for seeking the
optimal solution of the non-convex distributed SO-DD (1),
which reads as follows.

Algorithm 1 Distributed ASYnchronous Adaptive Gradient

Tracking (DASYAGT):

Require: 1. For any ¢ € V), initial values z; ¢ € R<, distribu-
tion D; o(+), &0 ~ Di(wio), vio = Pijo = 05 Tpj—1 =
—D, piju = viy = 0,V € {-D,—-D +1,---,0h
20 = 9i,0 = G(24,0,%i,0, Dio(-)); step sizes v, v > 0;
weight matrices W := [w;;]nxpn and M = [m;;]nxn.

2. Preprocessing the distribution map for any ¢ € V:

1511() =7 (@i,o(')7$i,o7fi,o> .

1: for k=0,1,2,--- do

2. Agent iy wakes up: pick the delay d;  and set 7, ;x =
max{rikj7k_1, k— dJ"k}, Vj S ./\/;1:

3:  Perform local descent: v, k41 = Tiy &k — ViZiy k-

4:  Update decision:

Tig, k1 = Wigip, Vig k1 Z Wi j Vg, 5.k
jeNin
5: Draw samples: &, i1 ~ Di@%kﬂ)-
6:  Compute local adaptive gradient:

Gir k1 = Gy, k11, Eip kot 1> Dig k1 ()
7. Update gradient tracking:
Big kL Finsk + Z (pikjaTikj,k - ﬁik:.j7k)
JENE
i
+ Gip k+1 — Gig k-
8: Process messages: z;, k+1 = mq;kikzmk_i_%, Pjig,k+1 =
: t
Pjink + Mjiy Ziy kit Lo Vj € ./\/;‘;“ (Send pji, k+1 tO
: out
every j € N,

9:  Update buffer: p;,jk+1 = pirjri, ;00 VJ € j\/’;:
10:  Update the distribution map:

Diyki2() =m (ﬁik,k+1(')7xik,k+l»fik,k+l) .

11:  Untouched state variables shift to state & + 1 while
keeping the same value.
12: end for

In Algorithm 1, at each iteration k, only the ¢;-th agent
wakes up and performs: (i) Local computations. With z;, ;. be-
ing a proxy to the global adaptive gradient, the ¢;-th agent first
performs an approximate stochastic gradient descent on x;, j
and generates the intermediate result v;, r41 at Step 3. (ii)
Local communication for consensus and calculation of local
adaptive gradient. The ix-th agent performs a consensus step
on the z-variables with possibly outdated information vj,r, ; ,
from their in-neighbors at Step 4, and tf}en calculates the local
adaptive gradient G(z;, k+1,& k+1, Diy k+1(-)) at Step 6,
where ﬁzkk() represents an estimate of D;(-) and &;, j41 ~
D; (2, k+1)- (iil) Local communication for gradient-tracking.
The ix-th agent forms the local estimate z;, ;1 based on
the current cumulative mass variables p;, j r, ,, and buffer



variables p;, ;1 from its in-neighbors, and local adaptive
gradient-difference term g¢;, r+1 — i,k at Step 7, where the
local buffer p;, ;. stores the value of p;, ; that the i;-th agent
used in its last update. (iv) Update the buffer variables. After
transmitting information to its out-neighbors at Step 8, the iy-
th agent updates the buffer variable p;, ; to match the most
recently consumed p;, ; variable at Step 9. (v) Update the
distribution map. Based on z;, 41 and ﬁik’kJrl('), the ¢j-th
agent updates the distribution map D;, 1 2(-) at Step 10.

In what follows, we make following conditions on the com-
munication network, the weight matrix, asynchronous model,
the objection function and the distribution map to guarantee
the convergence of Algorithm 1.

Assumption 1 (Weight matrices and network). Let G(1)
and G(MT) be graphs induced by matrixs W and MT,
respectively. Suppose that

(i) W is row-stochastic and A is column-stochastic, i.e.,
W1 = 1 and 1™ = 1T7. In addition, the weight
matrices satisfy: there exists g > 0 such that w;; > ¢
and m;; > g, for Vi € V; and w;; > g and m;; > g, for
V(j,i) € & w;; =0 and m;; = 0, otherwise;

(i) the graphs G(W) and G(MT) each contain at least one
spanning tree. Moreover, there exists at least one node
that is a root of spanning trees for both G(W) and
G(MT), ie., R := Ry URpr # 0, where Ry (resp.
Rsr) denotes the set of roots of all possible spanning
trees in the graph G(W) (resp. G(MT)). Define r := |R|.

Assumption 1 (i) is a standard condition on the directed
network and the matrix [32-34, 37]. As commented in [37],
Assumption 1 (ii) is weaker than requiring strong connec-
tivity for both G(W) and G(MT). Assumption 1 (ii) allows
flexible design of the underlying network topology, includ-
ing popular structures such as Ring and Gossip structures.
Building on consensus with non-doubly stochastic matrices,
the AB/push—pull method has been applied on reinforcement
learning [38] and economic dispatch problems [39].

Assumption 2 (Asynchronous model). Suppose that
(i) there exists T' > n such that UFT 1, =V, for Vk € N;
(i) there exists D € N such that 0 < d;, < D, forVj € Nj"
and Vk € N.

Assumption 2 has been well used in the distributed asyn-
chronous optimization [32-34] and excludes scenarios where
some agents remain inactive indefinitely and some communi-
cation links fail for infinitely long time.

Assumption 3 (Objective function and gradient). For any
1€V,
(i) there exists a positive constant L such that
IV fi(2) = Vfi(a)|| < Llje — '], Ya,2’ € R
(i) there exists 6 > 0 such that
Ecp, ) [[VEi(z;€)[] <6, Vo € RY;

(iii) there exists ¢ > 0 such that

EENDi(:v) [||v£§€1(1’,§) - EE’ND,;(I) [vz,fléi(x;g/)} ||2}

<% VzeR%L

In Assumption 3, condition (i) requires the objective func-
tions to be smooth, while conditions (ii) and (iii) bound the
norm of the stochastic gradient and its variance, respectively.

Assumption 4 (Distribution map). There exists a probability
measure P; and A; € RP*? such that

& ~vDi(z) =& =Aix+ G, G~ Pi, VieV.

Under Assumption 4, the gradient of f;(-) can be derived
as

Vfi(x) = Begnp,(2) [VEi(2; &) + AT Veli(;6)],

and the corresponding stochastic gradient of f;(-) at z; , can
be derived as

Viei(mig; &) + ATV eli(@in; Eik),

where & ~ D;(x; ). In Algorithm 1, the learning step 10
provides an estimate of A;, and then we have an adaptive
gradient of f;(-) at x; .

G(@i ke, ik Dik (1)) = Vi (i3 i) + AT G Veli(i k5 ik,

where & i ~ D;(z; 1) and A; ;, may be updated dynamically
with

— T
Air1r = Aie + V(@i — Sie — Ai kUi i)y g,

where v, = ﬁ, Qi ~ ’Di(xi,k—i—ui’k) and Us fp ~ N(O, Id).

III. CONVERGENCE OF DASYAGT

In this section, we study the convergence of DASYAGT.

For ease of analysis, we first reduce the asynchronous
agent system to a synchronous augmented one with no delays
by adding virtual agents, which virtually store the value of
delayed variables during transmission of information between
adjacent agents, to the graph G(W) and G(MT). For the
augmented graph of G(W), we add D + 1 virtual agents for
each agent ¢, denoted by 4[0], i[1],- - -,i[D], to store delayed
information v; , Vi k—1, - - - ,V;,k—p. For the augmented graph
of G(MT), we add D + 1 virtual agents for each edge
(4,4) € E(M), denoted by (4,4)°, (j,i)%,---,(j,4)7, to store
the delayed information 2(j,6)0, ks 2(j,i)L ks s 2(j,6)P ke Then,
we define the set of real and virtual agents as V = YV U
{(,1)%(j,i) € E(M),d = 0,1,---,D} and its cardinality
as S := |V| = n+ (D + 1)|€(M)|. Following from the
above augmented system, we define the augmented matrix
W, € RUDP+2)xn(D+2) and M, € RSXS as

wikikv ifr:l:ik;
Wiy ifr=ig, =74 (djr+1)n;
- 1, ifr=1e{1,2,....2n}\ {ir, ix + n};
TR 1, ifre{2n+1,2n+2,...,(D+2)n}
U{ix +n} and l =71 —mn;
0, otherwise,

and Mk := P S, where

1, ifle{(j,ix)" | djx <d < D}

and h = ix;
Sne =41, if L€ V\{(j,ir)? | djx <d < D}
and h = [;

0, otherwise,



and
Myi,, if =1 and h = (j,ix)°,j € N"(M);
miklk, iflzhz’ik;
1, ifl:heV\ik,
Pk =41, if 1= (i,5)%, h = (4,5)", (i,§) € E(M),
0<d<D-1,;
1, if 1 =h=(i,5)7,3,45) € E(M);
0, otherwise.

With the augmented matrix Wk and Mk, we write Algo-
rithm 1 of the augmented system in a compact form as

hk+1 = Wk (hk — ’ykeikzgkyk) s (2)
Zry1 = M2y, + Prei (Gip k1 — Gigok) s (3)
where

Gik = V0i(Tik, &ik) + (Aik)"Vels(@ik, &ik),

Xk Zi
Vi Zg(M)O,k
hk: = . N Zi = . )
Vi—D Zg(M)D K 4)
Zld',k
Zod
ZS(A)d,k = ) d:0a aDv
ZleM)) 4,k

and zga ), denotes z(; ;) i if (j,) is the s-th edge of E(M).
In what follows, we present the asymptotic behaviors of

W, and M}, over spanning-tree graphs.

Lemma 1. [34, Lemma 1] Suppose Assumptions 1 and 2 hold.
We have for any k >t > 0, Wy, is row stochastic and there
exists a sequence of stochastic vectors {iy }r>0 such that

Wi = 197 [| < ers™,
where ;) > n = g VTHD ] for Vi € Ry, ¢ =
27\/"(?‘_*‘?7)(1‘”/)’ k= (1 _n)m € (0,1).

Lemma 2. [34, Lemma 2] Suppose Assumptions 1 and 2 hold.
We have for any k >t > 0, Mk is column stochastic and there
exists a sequence of stochastic vectors {¢y} k>0 such that for
Vi, je{l,---,S},

| <1\A/Ik:t)l = ik <™ Wi, je{l,---,S}

Z?

2(14n~1)

where ¢; i, > 1, for Vi € Ry, o = T

Moreover, by Lemma 1, we have that
1?/1tT = kli)nolo Wk:t = (kILH;O Wk:t+1) Wt = 1?/)tT+1Wt,
and thus 9] = thHWt, for Vt > 0. Then, by (2), we have

Yo
Tiop1 =), — W¥i€i 2], j ®)

where xk = Ylhy.
Obviously, by Lemma 2 and the definition of Py, we have

n T
173 = (Zgi,k> : ©)
i=1

In addition, we introduce an auxiliary sequence {2;7,6}1'61;,
initialized as z; , = E[g;,0] for i € V, which resembles the
recursion of tracking variable {z; 1 };cy. We denote z% as the
augmented auxiliary variable corresponding to the tracking
variables Zj. Then, similar to (3), the recursion of the auxiliary
variable zj, can be rewritten in a compact form as follows:

= Gir,k)T, O]

where §; , = E[g; 1] and g; i, is defined in (4). Again, by the
column stochasticity of My and P, we have

n T
17z, = <Z§zk) . (8)
i—1

We first provide a technical result that plays a key role in
analyzing the convergence of DASYAGT.

/ " / A
Zit1 = Mz, + Prei (Giy k11

Proposition 1. Suppose that Assumptions 1 - 4 hold. Then

(i):
E [|hys - 1wzﬁ1u2]
2 k
<2cik*" |[ho — 1| R KT (|12, 7]
=0
8nc o2
+— Z FANE (| A, — A7)
4 1+2]|A _
" nclai_-i- I || Z’ik 1%2. )
k =0
(ii):
E (120 1 k1 = Gl 2]
k
2 2k /2 72503[12 bl
<SRl + T 2o E [|h - 1o}]
72302L2 - k—1 2
+ o N (1 — kK2 Z‘% ME Hzn,l” ]
1447150 k—1 2 2
1_,.i 52 ZK HAI T AH }
k+1
325 252 k:+1 l 2
1_MQZ B [||Ai-r, — AJ]
72nScAL202(1 + 2| Al?) < "
10
(1—r)K? ;H (0)
D 1
where ¢ = 2¢/n( 1+i)(1+n) 2(11-~-n?7 )’ o e

(1 —nm)en= DTED, n = g@n=DTHD and 7). is the number
of iterations agent iy has skipped since it’s last update.
Proof. Part (i):
Applying (2) recursively, we have
k

— 1A X T
= Wi.oho — g Wiz,
=0

hpi an
Then, by left multiplying ] 41 on both side of (11) and the
fact that ¢] = b}, ; W, we have

§ Yl ez ”17

$k+1 =y — (12)



where =} = ¢Thy.
Using (11) and (12), we have
[hgsr — Laf, |
k

2
k—1_2
> Kz
— K

1=0

<263 K% |ho — 12,

19130 H +

where the inequality follows from Lemma 1 and [34, Lemma
8]. Taking expectation on both sides of the above inequality,
we have

E [l - 1x;f+1||2]

<23 K% ||ho — 120 |? T

k—1
Z ’yl2E H’ZZL,

7. (13)

*]

/
— 2

43 N ki s
+ 1_x ZH " nE [Hzin
=0
For the last term on the right-hand side of (13),

E [||z0,.% — 20y ]

<E 172k — 172} |%]

n n
=E ||> gix— > gurl’
i=1 i=1

<no®(1+2||A|?) + 2no’E [||Ak—r, — A[*], (14)
where 7j, is the number of iterations agent ¢; has skipped
since it’s last update, the equality follows from (6) and (8),
the last inequality follows from Assumption 3 (ii) and (iii).
Substituting (14) into (13), we arrive at (9).

Part (ii):

Applying (7) recursively, we have

k
! " ! ~ ~
Zj 11 =Myg.02¢ + E My Pi_rei, (G4,
=1
+ Prei, (G k1

= Gip_10-1)"
_gik,k)T'
Then

125 1ot — Bigeyy k1 Zhp1 |
+

=|| (Mk:O) 2o+ Piy k(Gig k1 — Gip k)T — Gigyr k1720
Tyt
k
+ Z (Mk:l) - Prey  (§og_10— Gi_ya-1)7
=1 kot

k
T .
- § Dir i1k 1T Pr€s (Giy 141
=0

= 3i,)"
k

V25 <~ &
>k

=0

= 9,2l (15)

C: — N
<eaV/SKF|Zh|| + & Ngi041

where the inequality follows from Lemma 2.
For the last term on the right-hand side of (15),

||§z‘l,l+l - giLJH
MNgiy i1 = Vi (@i )l + 1Gi0 — Vi (a0
F IV fiy (@i 0401) = Vi (i)l
SO Apr—ryy — Al + 0l Ai—r, — All + Lllziy 141 — @iyl

where the last inequality is due to Assumption 3 (i) and (ii).
Then

|:||Z'£k+17k+1 — Gipy1 k1 201 H2]

2 k
<ASE bl + T2IEL S kot [y — 12¥P
(1= k)2 :
1=0
725¢3L? _
m K lVlQE [||an||2]
=0
32S5¢ 252 = k+1 l 2
U —r)e? E [l A — A[7]
=0

725 212 &
T 2: B [ - 1] )]
=0

<4Sc3k> | zp||* +

728C L2 k k—1

1—:%2 ZK' 2 HZ’LZZH]

72Sc 212

1_,;22&’“” (2300 = 26yl

325¢252 s, LHH-IR 2

e E [[[Ai—r, — Al], (16)
=0

where the first inequality follows form [34, Lemma 8].
Substituting (14) into (16), we arrive at (10). The proof is
complete. O

With Proposition 1, we provide the upper bounds for
the accumulative consensus error Zf:oE [||hl — lay Hﬂ

and tracking error Zfo [||z“l (bil,l_lszlH} with
k
S B [IVF@ED)I?)-

Lemma 3. Suppose that Assumptlom 1 - 4 hold and the step

size satisfies v, = v < W’ where c3 = (1402)
4SciL?[4ci+(1—
and ¢ 1= SELPATOT] gy
(i):
k
> B[l - 10f)7]
=0
403’)/2
= E||VF(z
=1 (dncsL? + 27ca)y ; [”V }
cn (1= 72c47?) desesn?
1 — (4ncsL? +27ca)y® 1 — (4dnesL? + 27ca)v?
n 128Sc3c30°v>
w2 (1 — (4ncsL? 4 2Tca)y?) (1 — k)2
2ncsy? [(02 + 20%) — 36040272 Zk: B |4 AP
1 — (4ncsL? 4 27ca)y - -7
nesoy? (k4 1)(1 + 2|42 ) )

1 — (dncsL? + 27cqa)y?



(ii):

k
Z E [”z;z,l
=0

— ¢iy11177))%]
72c47>

S1 — (4ncs L2 4 27cq)y? ZE [HVF i )” ]

Cs [1 — 4nesL? 2] T2ncpceal 72
1 — (4nesL? 4+ 27ca)y? 1 — (dncsL? + 27cq)v?
3250352 [1 — 47’LC3L2’)/2]
k2 (1 — (dnesL? + 27c4)v?) (1 — k)2
18ncay?(o? + 46%)
1 — (4ncsL? + 27cq)7y?

+

72nC3C402L2'y
E |Ai—7, — A
1- (4n03L2 + 2704 Z ‘ l=7 ” }

18ncso?y* (k + 1)(1 + 2||A|| )
1 — (4ncsL? + 27c4)y?

—+

(18)

2
1+ 12_22) |ho — 1z ||2 and c, = ||Z}_,

45c32||z4 || 725c2L
12,‘,120‘ + (1,,{)22%2 1+1 K2 ”hO -

where c¢j, = (

¢io,*11TZ6”2 +
1.

10,0

Proof. See Appendix A for the detailed proof. [

Due to Assumption 1 (ii), the activation of non-root node
cannot guarantee a sufficient descent towards stationary point,
leading to that the vanilla descent lemma in [32, 33] no
longer can be established at every global iteration. Therefore,
we move to establish the following lemma based on two-
time-scale techniques which provides an upper bound of

o E IV @)

Lemma 4. Suppose that Assumptions 1 - 4 hold and the step
size satisfy v = v < min{ , 5oz ;. Then, for
Vk' > 1, we have

2 k'T—1
(5 -) X E[Ivrar]

-2
nL(2T2+rTn?)

k=0
N E'T—1
) = F e > E [l - 10}
v k=0
k'T—1

1 /
_,_,y Z E ||sz —qﬁik,k,lszkHQ] + (rTn202L2n372

E'T—1
+n6” + 2Lyn’o” + 20°T°L°n’y 2 Z E [||Ak—r, —AHQ}
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+ K a?LPY*T?n (1 4 2||A|%), (19)
where F* := min cga F(x).
Proof. See Appendix B for the detailed proof. O

With the above supporting lemmas, we are ready to study
the convergence rate of DASYAGT.

Theorem 1. Suppose that Assumptions 1 - 4 hold. For VK > 0
being a multiple1 of T defined in Assumption 2 (i), the step size

'}/k:’}/:mandl/k:m, we have
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and ¥; is the covariance matrix of (; defined in Assumption
4, c1, c2, K, n are defined in Proposition 1.

Proof. For Vk/ > 1, we have

s E IV F @]
<pr TZ B IVEE)IP] +B[IVF@E) - VF@E)]]
< i [B[IVFP@))?] + 02228 [z — of ]|
< T [B[IVF@))?] + nr*B [~ 1a712]] @2

where the second inequality follows from Assumption 3 (i)

and the last inequality follows from the fact that [|117|| = 1.

By substituting (17), (18) into (19) and rearranging the

terms yields, we have
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Then, by (23) and (24), we can bound the first term on the
right-hand side of (22), that is,
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For the second term on the right-hand side of (29),
k'T—1
> E[lAr—r — A
k=0
k'T—1
<y
= k+(cq— 1T
Ca ’
Sm"‘ln (kT+(Cq— l)T) (26)

where ¢, = max{(1 + 6d)|| 4o — A[|%,8> "1, d%;}, ¢, = 6d
and the first inequality follows from [25, Lemma 21].
Combining (17), (25) and (26) with (22), we have

1 K-—1
7 2 BIIVF@E)I]
k=0
< 64T (F(zy) — F* +¢c.) 2048¢,Sc36%
- 2K~y rEyn?k?(cg — 1)(1 — x)?
204857 ¢25>
ki — N -OT
’YKT‘T]ZK/Q(l _ K/)Q Il( + (Cq ) )
CiT  CoTln(K - T
+—Il< + = n ;(Cq ) )+03027+C4U272,

where K = k'T and C;, Cs, Cs, C4 are defined in (21).

Then, choosing v = #ﬁrl’ we arrive at (20). The proof
is complete. O

Theorem 1 shows that the averaged iterates generated by
DASYAGT converge to the stationary point at a rate of

@ gf;%) Notably, compared to the rate of O 11(2 in
[34], the rate in Theorem 1 includes an additional logarithmic
factor due to learning the parameter of the distribution map.
To the best of our knowledge, Theorem 1 seems to be the
first rigorous result on the convergence of the distributed

asynchronous algorithm for the stationary solution of the
distributed SO-DD.

IV. EXPERIMENTAL RESULTS

To show the practical performance of DASYAGT, we con-
duct experiments on the multi-agent Gaussian mean estimation
problem with synthetic data and the logistic regression prob-
lem with a Kaggle credit scoring dataset [40]. We consider
three network topologies satisfying Assumption 1, i.e., binary
tree, line, directed ring (c.f., Figure 3 in [34]).

In all experiments, we consider the following asynchronous
model: (i) Activation lists are generated by concatenating
random rounds. Within a round, we have each agent appearing
exactly once, that is, the length of a round is T' = n; (ii) Each
transmitted message has a traveling time, which is sampled
uniformly from the interval [0, D]. Moreover, in all figures,
the orange line, the blue line and the red line denote binary

tree, line, directed ring, respectively, and one period represents
an activation period.

A. Multi-agent Gaussian Mean Estimation

Consider the following distributed stochastic optimization
problem with decision-dependent distributions

n

min ) Eovp, (@) [wit],

=1

27

where for i = 1,---,n, w; 20x + &, & ~ N(0,1).
Obviously, the objective value in (27) can be computed as

0 with the optimal solution z* = 0.

In the experiment, we run DASYAGT over three networks
with 100 periods. The parameter of the delay model is set as
D =10 and the step size of DASYAGT is set as v = 0.0001.
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Fig. 1: Multi-agent Gaussian mean estimation over three different
topologies with 15 nodes.

In Figure 1, we report the convergence of DASYAGT,
where Figure 1 (a), (b) and (c) record the performance on the
objective value, the squared gradient norm and consensus error
over binary tree graph, line graph and directed ring graph with
n = 15 nodes. From Figure 1 (a) and (b), we can observe that
the objective value of DASYAGT reaches the optimal value
and the squared gradient norm tends to 0, which matches the
conclusion of Theorem 1. From Figure 1 (c), we can observe
that the consensus error of DASYAGT tends to 0. In Figure
2, we record the performance of DASYAGT on the objective
value and the squared gradient norm over binary tree topology
with n = 7,15,31 nodes. From Figure 2 (a) and (b), we
can observe that the objective value and the squared gradient
norm of DASYAGT reach 0 indicating that DASYAGT can be
applied to the communication networks with different size.
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Fig. 2: Multi-agent Gaussian mean estimation over binary
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topology with different number of nodes.
B. Logistic Regression
Consider the following logistic regression problem
min — ZZZ x; a; é||a:||2 (28)
zeRd 7 ’LJ 2 )

=1 j=1

with

(x5 aij, bij) = log(1 + exp({aij, ) — bij(aij, z),

where [(-) is the logistic loss function, z represents parameter
of the classifier, 5 > 0 is a regularization parameter, N is the
total number of training samples for the i-th agent, a;; is the
feature of the j-th sample for the i-th agent, b;; € {0,1} is
the corresponding label.

In what follows, we adopt the Kaggle credit scoring dataset
[40] with d = 11 features for loan approval in bank as the
base dataset, where we treat the utilization of credit lines,
number of open credit lines, and number of real estate loans
as strategic features, to generate the data of the i-th agent
S; = {a;j, bi; }J , that depends on the i-th decision z;. Given
the base dataset S) = {a?j, bY;}iL, for the i-th agent, a;; =
af; + A;z; and by; = bY;, where A; 6 RUX1L is a matrix with

all entries equal to 10 except the rows corresponding to the
non-strategic features. In the experiment, we set N = 500,
D =5, § = 0.001 and run DASYAGT with 100 periods,
where the step size of DASYAGT is set as v = 0.0001.

In Figure 3, we report the convergence of DASYAGT, where
Figure 3 (a), (b) and (c) record the performance on the train
loss, the train gradient and the consensus error over binary
tree graph, line graph, directed ring graph with n = 15 nodes
and Figure 3 (d) records the performance on the train gradient
over binary tree graph with n = 7,15, 31 nodes. From Figure
3 (a), we can observe that the training loss of DASYAGT
reaches around 4.852. From Figure 3 (b), we may observe
that the training gradient of DASYAGT tends to 0, which again
matches the conclusion of Theorem 1. From Figure 3 (c), we
may observe that the consensus error of DASYAGT tends to 0.
From Figure 3 (d), we can observe that the training gradient
of DASYAGT tends to 0, which is similar to the result of
synthetic data and indicates that DASYAGT may be applied

to the communication networks with different size in practical
issues.
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Fig. 3: Strategic classification.

V. CONCLUSION

a distributed asynchronous algorithm,
DASYAGT, to seek the optimal solution of the distributed
stochastic optimization problems with decision-dependent
distributions and show that DASYAGT achieves a convergence

rate of O 1\1}5 in expectation. One promising research

direction could be considering the performance of the

asynchronous algorithms on the decision-dependent game
[25].

We propose

APPENDIX
A. Proof of Lemma 3
Proof. According to (9), we have that for £ > 0,
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(1+ 25 ) o — 12, the
second inequality follows (8) and the last inequality follows

from Assumption 3 (i), (ii).
Similarly, by (10), we have that for k£ > 0,

h _ 4cf _
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By some calculation on (29), (30) and the fact that 4% <
m, (17) and (18) hold. The proof is complete. [

B. Proof of Lemma 4

To prove Lemma 4, we first bound the lower and upper
bound of E {HVF(.Z‘Z))HQ} within a length of activation period
T.
Lemma 5. Suppose that Assumptions 1 - 4 hold. Then, for
Vk>0andte[1,T—1], E [HVF(Q:}?TH)Hﬂ can be lower
bounded by
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and upper bounded by
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Proof. By (12), we have
t—1
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=0
Next, we give the lower bound and the upper bound of
E ||VF(x1,fT+t)H2}, respectively.
y AM-GM inequality, we have
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For the second term on the right-hand side of (34) and (35),
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where the first inequality follows from Assumption 3 (i), (33)

and the last inequality follows from (14). Substituting (36)

into (34) and (35), we arrive at (31) and (32), respectively.

The proof is complete. O

With the above supporting lemma, we are ready to prove
Lemma 4.

Proof. By the update recursion (12) and the fact that ¢ =
¥ Wy, we have
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