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Abstract

For solution mappings of parameterized models (such as optimization problems,
variational inequalities, and generalized equations), standard stability (such as
Aubin property) fails to hold as the parameter approaches the boundary of the
feasible domain. A remedy is relative stability restricted to a constraint set (e.g.,
the feasible domain), which is our focus in this paper. We establish generalized
differentiation criteria that characterize stability and strong stability of a solution
mapping relative to a broad class of nonconvex constraint sets. Beyond this class,
we give a counterexample that invalidates all known generalized differentiation
criteria. Applied to generalized equations, our results yield characterizations of
relative stability and relative strong stability of their solution mappings, which
are further explicitly specified for affine variational inequalities. Finally, we prove
a global relative stability criterion, which provides a different perspective on
stability analysis and also generalizes the mean value theorem to set-valued,
non-smooth mappings.
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1 Introduction

For parameterized models arising from optimization, variational inequalities, game
theory and other fields in set-valued and variational analysis, one is interested in
how sensitive the solution set S(p) is to changes in the parameter p. In addition to
theoretical importance, stability analysis also provides a useful guide for practice.
There is a large and ever-growing literature on stability analysis of parameterized
models in optimization and other fields; see, e.g., [1-12]. One prominent model in
applications is that of generalized equations [13] (which includes optimization problems
and variational inequalities as special cases): S(p) := {z € R": 0 € f(p,z) + M(x)},
where f : R™xR" — R! is single-valued and M : R = R! is set-valued. As S is usually
set-valued (due to nonuniqueness of solutions), stability concepts from variational
analysis are employed. One widely used notion is the Aubin property, which was
introduced in [14] as an appropriate generalization of Lipschitz continuity of single-
valued mappings. The Aubin property of the solution mapping S at (p,Z) € gph S :=
{(p,z) : = € S(p)} has been studied extensively by the optimization community.
However, a limitation of this concept is that it implicitly requires the reference point
to be an interior point of the feasible domain dom S := {p : S(p) # 0}: the Aubin
property of S at (p, Z) can hold only if p € int (dom S) (see Remark 1 for details). That
is, the Aubin property necessarily fails when p is a boundary point of dom S. It turns
out that we need to consider the Aubin property relative to (i.e., restricted to) dom S
(see Definition 9) in order to elicit stability in such cases. Moreover, even when p is
an interior point of dom S, it can happen that S enjoys the Aubin property only after
restriction to some constraint set 2 C R™. Examples illustrating these phenomena
will be given in subsection 5.1 in terms of concrete linear complementarity problems,
an important class of variational inequalities. We also note that relative stability is
useful in applications where explicit constraints of the form p € € are imposed.

To recognize relative stability, one needs characterizations (or at least sufficient
conditions) that are more tractable than the definitions. To orient the reader, we
first recall relevant results for standard (i.e., unconstrained) stability. As much as
the Aubin property of S measures the changes of S(p) against those of p, one may
extrapolate, from results in differential calculus, that stability can be characterized by
generalized derivatives. This bold philosophy was amply vindicated in the celebrated
work of Mordukhovich [15] (known as the Mordukhovich criterion) which characterizes
the Aubin property via the coderivative, a generalized derivative widely employed
in variational analysis. It states that a set-valued mapping S : R” = R™, which
is locally closed at (Z,y) € gphS, has the Aubin property at (Z,y) if and only if
D*S(z;5)(0) = {0}; moreover, the following equality holds:

+
lip S(a:9) = | D*S(@:9)| M
where lip S(Z; ) is the Lipschitz modulus of S at (z,7), D*S(&; §) is the coderivative of
S at (z,y), and |-|* is the outer norm. There is another manifestation of the philosophy,
known as the Aubin criterion [16, 17], which utilizes the graphical derivative, also a

commonly employed generalized derivative. It states that (under the same assumption



on 5)

lipS(z;y) = limsup |DS(z; y)’ , (2)
()% (2.9)

where DS(z;y) is the graphical derivative of S at (x,y) € gph S and |- |~ is the inner
norm; thus S has the Aubin property at (Z, 7) if and only if the right-hand side of (2)
is finite. As alluded to above, both criteria are vast generalizations of the following
simple observation: a differentiable function f : R — R is locally Lipschitz continuous
around Z if and only if its derivatives are bounded around Z; moreover, the following
equality holds

lipf(z) = limsup|f'(z)|, (3)
r—x
where lip f(Z) := limsup lf(ﬁ:iw is the Lipschitz modulus of f at Z; if f is con-

z, ' =T, x#x!
tinuously differentiable (or at least strictly differentiable) at z, the formula simplifies
to

lipf(z) = |f'(2)|. (4)
The concepts of relative stability were introduced in [4, 18-20]. Important results on
relative stability (and, in particular, directional stability) and their applications in
optimization were obtained in [4, 18-26]. However, generalized differentiation criteria
have only emerged recently in a series of works [27-34] where stability properties rela-
tive to a constraint set are characterized in several generalized Mordukhovich criteria
that are based on newly proposed variants of the coderivative. These characterizations
require the constraint set to be either convex [27, 28, 30-34] or a smooth manifold
[29]. This restriction is a potential barrier preventing wider applications of relative
stability since many constraint sets (e.g., dom.S) are neither convex sets nor smooth
manifolds. A natural question is whether one can establish generalized differentiation
criteria for broader classes of sets or even for all nonconvex sets.

The first contribution of this paper is a nuanced answer to the above question:
geometry of the constraint set plays a vital role in controlling relative stability, unlike
the standard (i.e., unconstrained) setting where generalized differentiation alone con-
trols stability. We construct a nonconvex constraint set for which all known generalized
differentiation criteria for relative stability fail to hold. This suggests that a relative
stability criterion via generalized differentiation might be impossible for arbitrary non-
convex constraint sets, due to their inherent “non-Lipschitzian” nature. Next we show
that for a broad class of nonconvex constraint sets which is introduced here and called
paratingentially Lipschitzian sets, relative stability criteria via generalized differentia-
tion can be established. This class includes not only convex sets and smooth manifolds
(the only constraint sets allowed in previous work [27, 29, 31-34]), but also many
more nonconvex sets such as prox-regular sets, 0(1)—convex sets, and constraint sets
for which Mangasarian-Fromovitz constraint qualification (or more generally Robin-
son’s constraint qualification) holds. Thus we have made progress towards the precise
demarcation of those constraint sets for which generalized differentiation criteria hold.
Our results have some other differences from previous ones. The first is the use of
graphical derivative in addition to variants of coderivative that have been employed in
previous works [27, 29, 31-34]. We establish a generalized Aubin criterion: a graphical



derivative characterization of the relative Aubin property, extending (2) in the uncon-
strained setting [16, 17]. A potential advantage in the use of graphical derivative is
that no new generalized derivative is needed whereas previous work rely on such new
concepts as projectional coderivative [27, 29], contingent coderivative [32], conic con-
tingent coderivative [31], and reduced coderivative! [33, 34]; therefore in our approach
calculations and calculus rules for graphical derivative available in the literature can
be directly leveraged in the study of relative stability. Another difference is a norm
equality between graphical derivative and the projectional coderivative defined in [27],
via which we extend the generalized Mordukhovich criterion in [27] (for convex sets)
to the broader class of paratingentially Lipschitzian sets. This equality also guarantees
that any progress on stability criteria based on graphical derivative will automatically
translate to progress based on projectional coderivative, and vice versa.

As the second contribution of this paper, we introduce a relative version of the
strong Aubin property (where “strong” indicates existence of single-valued local-
ization) and characterize it via the strict graphical derivative for the class of
paratingentially Lipschitzian constraint sets. To the best of our knowledge, such
generalized differentiation characterizations of strong stability relative to a general
constraint set are not available in the literature.

The third contribution of this paper consists of applications of the obtained relative
stability criteria to solution mappings of generalized equations. We first demonstrate
the necessity and usefulness of relative stability through some simple but illustrative
examples taken from linear complementarity problems. We then establish character-
izations of relative stability and relative strong stability for solution mappings of
generalized equations. Our characterizations can be ezplicitly determined for affine
variational inequalities. Specifically, we obtain a “generalized critical face condition”,
which is necessary and sufficient for the Aubin property of solution mappings of affine
variational inequalities relative to a paratingentially Lipschitzian domain, extending
previous works in the unconstrained setting [6] and the convex domain setting [28].
Moreover, we obtain a “strict generalized critical face condition” for the strong Aubin
property relative to a paratingentially Lipschitzian domain. The “strict” condition is
genuinely different from the “non-strict” condition, since relative stability and relative
strong stability for affine variational inequalities are not equivalent [28, Example 4.8],
whereas standard stability and standard strong stability for affine variational inequal-
ities are equivalent [6, Theorem 1]. Thus our “strict” condition for the relative strong
stability of affine variational inequalities addresses a gap in the literature.

To motivate the fourth contribution of this paper, we observe that the Mor-
dukhovich/Aubin criterion can be regarded as a “localized” mean value theorem for
set-valued mappings. To make this analogy explicit, recall the Lagrange mean value
theorem, which states that for a differentiable real-valued function f : R — R, for any
a,b € R with a # b, there exists « € (a,b) such that

fla) = f(b)

L IE) — )

fla) = f(b) = f'(2)(a—1D), ie,

1We use this terminology to differentiate this notion from other variants of coderivative. In [33, 34] the
“reduced coderivative” is called “the coderivative relative to €2” where Q is the constraint set.



However, the mean value theorem in the above form does not hold for vector-valued
maps (see [35, 5.3.2] for a simple counterexample). Instead a weaker inequality form
of the mean value theorem remains valid for any differentiable map f : R™ — R™. It
states that (see, e.g., [36, 8.5.2]) for any a,b € R™ with a # b,

[F{OR{O] ——— )

la — b v€(a,b]

where [a,b] := {fa+ (1 —0)b € R™ : 0 € [0,1]} and ||f'(z)| is the operator norm
of f'(x) as a linear map. So the mean value theorem provides a bound for the global
Lipschitz constant of f via norms of derivatives of f. Comparing (1)-(5), it is clear
that the Mordukhovich criterion (1) and the Aubin criterion (2) can be regarded as
limiting/localized “mean value theorems” for set-valued mappings. This leads us to
the question: is there a “global” version of the Mordukhovich/Aubin criterion that is
an analogue of the mean value theorem (5)? The fourth contribution of this paper is an
affirmative answer to this question: we prove that, under appropriate assumptions, the
relative inner norms of graphical derivatives provide a bound for the global Lipschitz
constant (measured in Hausdorff distance) of a set-valued mapping relative to a convex
constraint set (Theorem 16): for S : R™ = R™, for a,b € Q C dom S with a # b and
Q) convex,

M@ 50D < wp  |DS|ugan| (©

la — 0 z€lab], yeS(x) Tta.b) (=)

where h is the Hausdorff distance. As far as we know, a result of this type is new. It
hints at a different perspective in stability analysis that emphasizes the global aspect
(in addition to the standard local aspect) and offers a potentially useful tool in that
regard.

The rest of the paper are organized as follows. In Section 2, we recall preliminaries
from variational analysis. In Section 3, we introduce paratingentially Lipschitzian sets
and establish generalized differentiation criteria for relative stability with respect to
this class of constraint sets. In Section 4, we characterize relative strong stability using
strict graphical derivative. In Section 5, we apply our results to generalized equations
and affine variational inequalities. In Section 6, we establish a global Aubin criterion.
Finally we conclude the paper in Section 7.

Notation. Throughout the paper we denote by X, Y, Z, W finite-dimensional real
Hilbert spaces. For a cone K, we write K* for its polar cone.

2 Preliminaries

Definition 1 (Tangent Cone) The tangent cone (or contingent cone) to Q@ C X at € Q is
k-

To(@) ={we X: 3tk | 0,32 £ % such that w* := It;“J — w}, where % & 7 indicates

that ¥ — & with =¥ € Q.

Definition 2 (Paratingent Cone, [16, Definition 4.5.4]) The paratingent cone to Q@ C X at
TeQisTHE) ={we X : 3t* | 0,3% 2% £ % such that w® := /Ik;f,k — w}. Clearly




Ta(z) C Tg(i). By [16, Proposition 4.5.6], the paratingent cone mapping Tg(-) is outer
semicontinuous: for all Z € Q, limsup TH (z) = Th(z). We remark that the standard notation
Q _
T—T
is Po(%) instead of TH(Z). In this paper we have avoided using P (%) due to its potential
confusion with the projection operator.

Definition 3 (Graphical Derivative) For a set-valued mapping F' : X = Y with graph
gph F := {(z,y) € X XY : y € F(x)}, its graphical derivative at (Z,y) € gphF is
DF(z;9)(u) :=={v €Y : (u,v) € Tgph r(Z,7)} for u € X.

Definition 4 (Strict Graphical Derivative, [16, Section 5.3]) For a set-valued mapping F :
X =Y, its strict graphical derivative (also called paratingent derivative) at (Z,y) € gph F’
is D« F(Z;5)(u) :={v €Y : (u,v) € TgphF(i,g)} foru e X.

Definition 5 (Normal Cone) The regular normal cone to Q C X at £ € Q is Ng () = {v €

X : limsup . <ﬁ)zx:;ﬁ> < O} =T (Z)*. The (Mordukhovich/limiting) normal cone to 2 at
r—x
z € Qis Nq(z) := limsup a_ No(z) = {ve X : 3F 8 z, 30 € No(z¥) such that o* —
x x
v}

Definition 6 (Coderivative) Let F' : X =% Y be a set-valued mapping. The regular coderiva-
tive and the (Mordukhovich/limiting) coderivative of F' at (Z, ) € gph F are D*F(z;4)(v) :=
{uv e X : (u,—v) € Ngph p(Z,7)} and D*F(Z;5)(v) :={u € X : (u,—v) € Ngpn r(Z,7)} for
veY.

Definition 7 (Projectional Coderivative, [27]) The projectional coderivative of F': X =Y
relative to Q at (Z,§) € gph F|q is the mapping Da,projF(i‘; 7)Y = X defined by

u € Da’prOjF(a"s; 7)) <= (u,—v) € lim sup Projr (2)xy Neph Flo(z,y):  (7)
()5 (a,9)

where projr, ;) xy is projection onto T (z) x Y.

Definition 8 (Inner and Outer Norms) Let H : X =2 Y be positively homogeneous (i.e.,
its graph is a cone). The inner norm of H is |H|™ := sup,cp infyep(a) lyl|, where B is the

closed unit ball in X. Note that |H|; = oo if H(z) = 0 for some = € B. The outer norm of
H is [H|" = sup,cp supyep(q) -

For Q C X, S|q : X =Y is defined by S|q(z) := S(z) if z € Q and S|q(z) := 0 if
x ¢ Q. The following definition is taken from [4, Definition 9.36].

Definition 9 (Relative Aubin Property) Let S : X = Y be a set-valued mapping and
Q a subset of X. We say that S : X = Y has the Aubin property relative to Q around



(z,7) € gphS|q, if S|q is locally closed at (Z,7) and there exist a constant I > 0 and
neighborhoods V of z and W of g, such that

Vo, o' e VNQ, SE)nW cS(z)+1|z" — z|B, (8)

where B is the closed unit ball in X. The Lipschitz modulus of S relative to 2 at (z,7)
is defined to be infimum over all such I: lipgS(z;y) := inf{l > 0 : IV € N(z),IWV €
N(@),Vz,z" € ANV, S(z"YNW C S(z) +1||z’ — z||B}, where N'(Z) (resp. N (7)) is the family
of neighborhoods of Z (resp. 7). Note that lipS(Z; §) = co means that no such [ exists.

The standard Aubin property corresponds to the case 2 = X. Explicitly, S : X = Y
is said to have the Aubin property (also called pseudo-Lipschitz property or Lipschitz-like
property) around (Z,g) € gphS, if S is locally closed at (Z, ) and there exist a constant
[ > 0 and neighborhoods V' of £ and W of g, such that

Va,2' €V, S@')nW c S(z)+ ||z’ — z|B. (9)
The following definition is taken from [32, Theorem 3.11, (b)].

Definition 10 (Relative Metric Regularity) A set-valued mapping F : Y = X is said to be
metrically regular relative to © C Y and Q C X at (§,Z) € gph F, where § € © and = € ,
if gph F'N (© x Q) is locally closed at (7, Z) and there exist x > 0 and neighborhoods W of
y and V' of T such that

VyeWne,VeeVvnQ, dy F *(z)NnO)<kd(x Fly)NQ). (10)

The infimum over all such « is called the metric regularity modulus of F' relative to © C Y
and Q C X at (3,Z) and denoted by regg o F(7; 7).

The standard metric regularity corresponds to the case © = Y and Q2 = X. Explicitly,
F :Y = X is said to be metrically regular at (§,Z) € gph F, if gph F is locally closed at
(y,Z) and there exist £ > 0 and neighborhoods W of § and V of Z such that

VyeW,Vaz eV, dy,F '(z)<kd( Fy)). (11)

The proposition below, taken from [32, Theorem 3.11], establishes the equivalence
between relative metric regularity and relative Aubin property.

Proposition 1 F : Y = X is metrically regular relative to © C Y and @ C X at
(y,Z) € gphF, where § € © and T € Q, if and only if F71|e =F1lne:Xx =
Y,z — F19(z) := F~Y(2) N © has the Aubin property relative to Q at (z,7). Moreover,
regg of'(7; ) = lipo, F~1®(Z; 7). In particular, when © =Y and Q = X, F is metrically
regular at (g, %) if and only if F~! has the Aubin property at (Z,9)-

Definition 11 (Strong Metric Regularity and Strong Aubin Property) F :Y = X is said to
be strongly metrically regular at (7, Z) € gph F, if F is metrically regular at (7, z) and F~*
has a localization at (Z,y) that is single-valued around Z, i.e., there exist neighborhoods V
of Z and W of  such that for all z € V, F~!(x) N W is a singleton.. This terminology is
standard [3].

S : X =Y is said to have the strong Aubin property at (Z,y) € gphS, if it has the
Aubin property at (Z,7) and has a localization at (Z,7) that is single-valued around z, i.e.,
there exist neighborhoods V' of  and W of § such that for all z € V, S(x) NW is a singleton.



This is not standard terminology but it parallels the standard terminology of “strong metric
regularity”. Indeed, it follows from Proposition 1 that strong Aubin property of S at (Z, %)
is equivalent to strong metric regularity of S™! at (7, z).

One version of the Ekeland variational principle is given below.

Theorem 2 (Ekeland Variational Principle, [3, Theorem 4B.5]) Let (E,p) be a complete
metric space and f : E — (—00,00] a lower semicontinuous function that is bounded from
below. Let @ € domf. Then for every & > 0, there exists us € E such that f(us) < f(a) —

6plus, @) and f(u) > f(us) — dp(u, us) for every u # us.
The following result in general topology is needed later.

Theorem 3 (Continuity and Closedness, [37, Section 26, Exercise 8]) Let X be a topological
space and Y a compact Hausdorff space. Then f : X — Y is continuous if and only if its
graph is closed in X X Y.

3 Criterion for Relative Stability

In this section we establish generalized differentiation characterizations of the relative
Aubin property.

3.1 Definition

We introduce the following notion which is used extensively in what follows.

Definition 12 (Relative Inner Norm) Let H : X =% Y be positively homogeneous and A a
subset of X. The inner norm of H relative to A is |H| := sup,c ang infyc g (2) |yll, where B
is the closed unit ball in X. By convention, we define |H|, :=0if ANB =0. When A = X,
|H|y = |H|™ is the inner norm of H. Note that if H(z) = (§ for some z € AN B, then
|H| = oo.

We first prove a simple lemma that is needed later.

Lemma 4 (Local Nonemptiness) Consider S : X =Y and Q C X. Suppose that S has the
Aubin property relative to Q2 at (Z,y) € gph S|q. Then there are neighborhoods V' of T and
W of § such that S(z) "W # 0 for allz € QNV.

Proof By definition, S is locally closed at (Z,y) and there exist a constant { > 0 and neigh-
borhoods V of # and W of ¢, such that for all z,2' € QNV, S(z')NW c S(z) +1|z’ — z||B.
Taking 2’ =2 € QNV and § € S(Z) N W, we get, for all z € ANV, § € S(z) + ||z — Z||B.
This means that for all z € QN V, S(x) N (§ + |z — Z||B) # 0. Take V := Z + B



where € > 0 is small so that V C V and § + leB € W. Then for all z € QN V, we get
S(x)NW D S(z) N (y +1eB) D S(z) N (y + |z — z||B) # 0. O

Remark 1 If we take Q = X in Lemma 4, we see that S having Aubin property at (Z,7)
implies that Z is an interior point of dom S := {z € X : S(z) # 0}. On the other hand, when
Q is not the entire space X, S can have Aubin property relative to Q at (Z, ) even if T lies
on the boundary of dom S. This observation also reveals the difference between S having the
Aubin property relative to Q2 and S|g having the standard Aubin property, with the latter
being strictly stronger than the former. The capacity of dealing with boundary points in the
domain leads to broader applicability of the relative Aubin property, as will be illustrated in
Example 7.

3.2 Necessary Condition

We first give a necessary condition for the relative Aubin property.

Theorem 5 (Necessary Condition for Relative Aubin Property) Let S : X = Y be a set-
valued mapping and Q C X a nonempty set. Suppose that S|q is locally closed at (Z,7) €
gph S|q. Then one has

lipg S(759) > lmsw  |DSla(eiy)| (12)

gph S|, _

.
(@) 232 z,5) u(®)

Consequently, if S has the Aubin property at (Z,y) relative to Q (which means that

lipg S(Z;9) < o), then lim sup ‘DS|Q (z; y)l < 00, i.e., the relative inner norms

gph S|, _ _ Ta(x)

(z,y)" — " (2,9)
(restricted to tangent cones of Q) of the graphical derivatives of S|q around (Z,y) are bounded.

Proof Let lg and cpg denote the left- and right-hand sides of (12), respectively. We need to
show that lg > c¢pg. When [g = oo, this trivially holds. When lg < o0, i.e., S has the Aubin
property relative to Q at (Z,7), there exists | € [lg, 00) such that there are neighborhoods V/
of Z and W of § such that for all z, 2’ € QNV,

S(z)NW C S(a) + 1|z — 2'||B. (13)

By Lemma 4 we can choose V in such a way that S(z) N W is nonempty for all x € QN V.

k

For any z € 2NV and any u € Tq(z) N B, by definition, there are z 2 2 and 7 4 0 such

that ””i;z — u as k — oo. For each y € S(z) N W, substituting 2’ = 2* (for all large k) into
(13) gives us some y* € S(z*) such that ||y* —y|| < I||#* — z||. Dividing the above inequality

by 7%, we get

yk—y LEk—.T

<l
Tk -

(14)

Tk

Since the right hand side converges (to u € T (z) N B), the left hand side is bounded and
ki _

we can therefore take a convergent subsequence P = y_r,ciy — v. By the definition of

u and v, we see that (u,v) € Ty}, |, (7;y). Taking limits (with respect to the convergent

subsequence) in (14), we get |[v|| < l]jul| < I (since u € B). So we have shown that for all




z e QNV, forallye Sx)nW, for all u € To(x) NB, there exists v € DS|q(z;y)(u),
such that ||v]] < I. By the definition of relative inner norm (Definition 12), this means that

|DS|o(z;y |T @ < I. Taking limit superior over (z,y) € gph S| on the left hand side gives
us lim sup ph S |DS|Q Ty |T (@) < l. Since the above inequality holds for all Lip-
(z,y) — (2,

)

schitz constants [ of S at (&, y), we conclude that lim sup . )DS‘Q(JS; y)‘7

(@)% @, Ta(x) =
lipn S(Z; 7). O

The inequality (12) provides a necessary condition for the relative Aubin property.
We will show that a reverse inequality (up to some constant factors) holds when the
constraint set €2 belongs to a class of sets which include convex sets, smooth manifolds,
prox-regular sets, o(1)-convex sets and many more. So for such constraint sets (which
we will call paratingentially Lipschitzian sets), we can obtain complete characterization
of relative Aubin property.

3.3 Counterexample

Before delving into cases where complete characterization is possible, we first show
that when ) is an arbitrary nonconvex set, the reverse of inequality (12) may fail com-
pletely, in the sense that boundedness of relative inner norms of graphical derivatives
does not guarantee relative Aubin property. We present a simple example below. We
also prove that all generalized differentiation criteria for relative Aubin property that
we have identified in the literature fail for this example.

Ezample 1 (Failure of Generalized Mordukhovich/Aubin Criteria) Consider the constraint
set Q= {(z1,z2) € R?: x> 0;20 = :c% or g = —x%} and the parameterized optimization
problem: for each z € R?, define

(P) min 5(y = sen(a2)l)’, (15)

where sgn is the sign function and || - || is the £y-norm. Let S : R? = R be the solution

mapping. Then
{\/xfﬁ-x%}, if @9 =a%,21 >0,
Sla(x) = argmin P = {—\/m% + m%} , if a9 = —x%,azl >0, (16)

@, otherwise.

Clearly (0,0) € gph S|q (where 0 = (0,0) € R?) and S|q is locally closed at (0,0). Write
(z,7) := (0,0) € R? x R. We will prove the following assertions.

(i) lipg S(z;§) = oo, i.e., S does not have the Aubin property relative to Q at (z,7) :=
(0,0).

(ii) lim sup ’DSlQ x; y)

(@) 230 (z,9)

rion (Theorem 7) proposed in this paper (for a class of sets including convex sets, smooth
manifolds, and prox-regular sets) does not hold for this example.

) < oo. This means that the generalized Aubin crite-
SZ xT

10



+

(iii) ‘DaprojS(i;g)‘ < oo, where the subscript “proj” indicates that Dy, ,,,; refers to
the projectional coderivative defined in [27]. This means that the generalized Mordukhovich
criterion of [27, Theorem 2.4] (for closed convex sets) and [29, Theorem 4.3] (for smooth
manifolds) does not hold for this example.

(iv)
the contingent coderivative defined in [32]. This means that the generalized Mordukhovich
criterion of [32, Theorem 3.6] (for closed convex sets) does not hold for this example.

+
D¢, cont S (F; 17)‘ < 00, where the subscript “cont” indicates that D¢ o refers to

+
(v) ’Df{S(ﬂE; gj)’ < oo, where Dg' is the conic contingent coderivative defined in [31].

This means that the generalized Mordukhovich criterion of [31, Theorem 4.5] (for closed
convex sets) does not hold for this example.

+
(vi) ‘D;‘LmdS(i; gj)‘ < 00, where the subscript “red” indicates that Dy, ,.q refers to the

reduced coderivative defined in [33]. This means that the generalized Mordukhovich criterion
of [33, Theorem 3] (for closed convex sets) does not hold for this example.

We now prove the above assertions.

(1) We first prove claim (i). For z = (z1,23) € Q and 2’ = (21, —z%) € Q, we have

S@)=S(@a)| _ 2/F+ai _

[lz—az]| - 2:8%
lipaS(0;0) = oo.
(2) The tangent cone of Q at © = (z1,x2) € Q is computed as follows:

x% + 1, which goes to infinity as 1 — 0. This shows that
1

{(u1,u2) € R? . ug =2xjur}, if wzp= x%,xl > 0,
To(z) =< {(u1,u2) € R : ug = —2zqu1}, if o= —ai,z1 >0, (17)
{(u1,0)6R2 : ulzo}, if 1 =x29=0.

(3) The graphical derivatives of S| are computed as follows.
At (0;0) € R3, we have

{u,—u1}, if ueTq(0),
DS[q(0;0)(u) = DS|a(0;0)(u1, u2) = { . (18)
0, otherwise.
If 2o = 22 and z; > 0, we have for y = S(z) = S(z1, z2),
2
(Ul—&—m%—i—xil)ul, if weTq(x),
DS|q(z;y)(u) = V1+at (19)
@, otherwise.
If z9 = —m% and x1 > 0, we have for y = S(z) = S(z1, z2),
2
—(\/1+x%—|—$)u1, if weTq(x),
DSlo(z;y)(u) = 1+ af (20)

@, otherwise.

Then we have lim sup ‘DS|Q($;ZJ)’ =1 < oo and claim (ii) follows.

gph S|

To(x)
(w,y)"—(0,0)
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(4) The normal cone of gph S| at (z,y) € gph S|q is computed as follows.
nghS\Q(‘T:y) = nghS|Q(x75(x)) =

{(ur,u,0) = wg 4 2w + m Ju =0}, vy =%, 11 > 0,
m
{(uy,u2,v) : w1 —2x1U2 — m

{(u1,u2,v) : up <0,u; <v< —ur}U{(ug,uz,v) € R? . w= tur}, v1 =22 =0.
(5) The projection (onto the tangent cone of ) of the normal cone of gph S| at (z,y) €
gph S| is computed as follows.

Projr, (2)x& Negph 5] (T,Y) = PrOjTQ(QJ)X]RN phS|sz (z,8(x)) =
Yo =0,u2 = 2z1U1}, T2 = x%,

{(u1,u2,v) : up + 2z1u2 + \/1+1‘1
,/1+x1
{(u1,u2,v) : up —2z3us — (1/1 +x1 \/7 Jo=0,u2 = —2z1u1}, T2 = —x%

1+ x%

{(u1,0,v) : ug =0} U{(u1,0,v) €R® : ug > 0,0 =+u}, 21 = 29 = 0.
From these we can obtain the projectional coderivative [27, Definition 2.2] as follows:
DS*Q,prOjS(O;O)(/U) = {(070)7(U70)7(_U70)}' (21)
Then Dg, 1,,,5(0;0)(0) = {0} and |Dg, ,,,;5(0; 0)|" =1 < co. This proves claim (iii).
(6) The intersection (with the tangent cone of Q) of the normal cone of gphS|o at
(z,y) € gph S| is computed as follows.

nghS|Q(x7y) N (Ta(z) xR) = nghS|Q(m’S( )N (Ta(z) xR) =

x)
_af
u1,u2,v) : ul + 2xjug + ( 1+ 22
{(u1,u2,v) + w1 1u2 + (y/ d - \/?
7

{(u1,u2,v) : up — 2z1uz — (/1 +w1 \/7 Jv=0,u2 = —2z1u1}, T2 = —xi

2
o =0,u2 = 2z1u1}, T2 = 27,

1+ z7

{(u1,0,v) : w3 >0,v=*%u1}, z1 =22 =0.

From these we can obtain the contingent coderivative [32, Definition 2.4] as follows:
Dgcont S(0;0)(v) = {(v,0), (—v,0)}. (22)

Then D¢, ¢n:S(0;0)(0) = {0} and |Dg, ,,,6;5(0; 0)|" =1 < co. This proves claim (iv).

(7) By [31, Lemma 4.3], DG S(0;0) = D contS(0;0). Then claim (v) follows from the
above calculation.

(8) The reduced proximal normal cone with respect to Q2 of gph S = gph S| at (z,y) €
gph S| is computed as follows. First note that the reduced cone (see [33, p. 4] for the
definition) Roxr(z,S(x)) of @ x R at (z,S(z)) is {(0,0)} x R. By [33, Proposition 1, (ii)],
we have

Q Q
ngh Sl (z,y) = ngh Sla (z,5()) = ngh Sla (z,S(z)) N Roxr(x, S(x)) =

{(0,0,0)}, zo = 23,31 > 0,
{(0,0,0)}, zo = —x%,21 > 0,
{(0,0,0)}, 21 =z = 0.

12



From these we can obtain the reduced coderivative [33, Definition 5, Definition 6] as follows:
{0}7 v =0,
0, v # 0.

Then D, ,,45(0;0)(0) = {0} and |Dg, ,,,45(0; 0)|" = 0 < co. This proves claim (vi).

D?),reds((); O) (U) = {

Remark 2 Example 1 shows that the geometry of Q may cause the distance between S(z)
and S(z’) to be very large relative to the distance between x and z’, even when the rate of
change of S is moderate (as measured by the norm of its derivative along §2). Intuitively, this
is due to the feature that as « and 2’ approach Z, the “intrinsic distance” between z and «’
measured within € can be much larger than the “extrinsic distance” ||z — || between x and
«’ measured in the entire space X.

3.4 Complete Characterization

A perusal of the geometry of 2 in Example 1 suggests to us the definition of a class of
sets for which the “non-Lipschitzian” phenomenon explained in Remark 2 could not
occur. Before presenting the definition though, we mention a technicality concerning
projection onto a tangent cone.

For a set 2 C X and for Z € Q, the tangent cone T (Z) is always a closed cone, but
not necessarily convex. Therefore the projection operator Projr,(z)(-) is not single-
valued in general. But it can be shown that for any v € X, all elements in ProjTQ(i)(v)
have the same norm, so that || Projr,, z)(v)|| is always well-defined. We record this fact
in the following lemma.

Lemma 6 ( Projection onto Tangent Cone) Let T € Q C X. For any v € X,
(i) all elements in Projr,,(z)(v) have the same norm.
(ii) || Projry, z) ()l < [|v]-
(iil) (u,v —u) =0 for any u € Projr, z)(v).

Proof We consider two cases: 0 € Projy, (z)(v) and 0 ¢ Projq, (z)(v).

If0 € Projz, (z)(v), then we can show that Projr,, (z)(v) = {0}. To see this, suppose on the
contrary that there exists u € ProjTﬂ(f)(v) with u # 0. Clearly the ray Ry := {A\u : A > 0}
is contained in T (). Then we would have u € Projg, (v) and 0 € Projg (v), a contradiction
since Ry is a closed convex set and Projp () is single-valued.

Consider then the case 0 ¢ Projr, (z)(v). For any u, u € Projrg,(z)(v), let Ru, Ry be the
corresponding rays. Then Projg, (v) = u and Projg ,(v) = «'. This implies that (v, u) > 0
and (v,u) > 0 since otherwise we would have Projg, (v) = Projg ,(v) = 0. Then we have

lull = [ Projg, ()l = VI[vl? = [lv — ul]? and [[u/|| = || Projg,, (v)[| = /][] - [lv — ]|

Since |[v —u|| = |[v—4'|| = inf |lv—w]| by definition of the projection operator, we have
weTq(T)
ol = .
Statements (ii) and (iii) also follow from the above discussion. O
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Definition 13 (Paratingentially Lipschitzian Sets) A set & C X is called paratingentially
Lipschitzian at z €  if there exist k > 0 and a neighborhood V of Z, such that for all
z, 2 €QNV,

o/ — 2]l < | Projgy ) (' — @) (23)
The infimum of such & is written PLipg(Z) and called the paratingential Lipschitz modulus
of Q at . When Z is an isolated point of , PLipg(Z) = 0; otherwise PLipo(Z) > 1 always
holds (by Lemma 6, (ii)). If PLipg(Z) = 1, Q is called strongly paratingentially Lipschitzian
at x.

Remark 38 By Lemma 6, € is paratingentially Lipschitzian at a non-isolated point z € € if
and only if there exist a 6 € [0,1) and a neighborhood V of Z, such that for all z,2’ € QNV,

dry (2 (@ — @) < Ol|2" — 2], (24)
where d¢(v) is the distance from v € X to C C X. The constants § € [0,1) in (24) and

Kk € [1,00) in (23) are related by 6 = \/q

Definition 13 encompasses a fairly large class of nonconvex sets.

Ezample 2 (Convex Sets Are Paratingentially Lipschitzian) By definition, a convex set Q C X
is strongly paratingentially Lipschitzian everywhere.

Ezample 8 (Smooth Manifolds Are Paratingentially Lipschitzian) By [29, Proposition 3.2,
(c)], one can show that a smooth submanifold Q@ C X (for the precise definition, we refer the
reader to [4, Example 6.8]) is strongly paratingentially Lipschitzian everywhere.

Ezample 4 (Prox-Regular Sets Are Paratingentially Lipschitzian) A closed set Q@ C X is
called prox-regular at T € Q [38, Proposition 1.2], if there exist p > 0 and € > 0 such that
for all z € Q with ||z — Z|| < ¢, all v € Ng(x) with ||v| < ¢, and all ' € Q with ||z’ — Z|| < e,
one has (v,z’ — ) < pll2’ — z||?. By [38, Theorem 1.3], a closed set 2 is prox-regular at z
if and only if it has the Shapiro property at Z [39]: there exist ¢ > 0 and a neighborhood V'
of Z such that for all z,2' € QN V, one has dTn(x)(:c' —2) < ¢||’ — z/|?>. Comparing this
with (24), we see that if Q is prox-regular at Z (i.e., has the Shapiro property at Z), then it is
strongly paratingentially Lipschitzian at Z. Examples of prox-regular sets [40] include convex
sets, smooth manifolds, weakly convex sets [41], proximally smooth sets [42], and strongly
amenable sets [40]. Prox-regular sets play an important role in optimization, variational
analysis, and geometric measure theory (where they were introduced by Federer under the
name of “sets with positive reach” [43]), due to their nice projection properties.

Ezample 5 (o(1)-Convex Sets Are Paratingentially Lipschitzian) A closed set Q C X is called
o(m)-convex (m > 1) at & € Q [39] if there exist a neighborhood V of  and a function k(z, =)
with lim k(z,2’) = 0 such that for all z,2’ € QNV, dTQ(w)(x’ —z) < k(z,2')||2" — =||™.

T, x' =T
Similarly, Q is called O(m)-convex (m > 1) at £ € Q [39] if there exist a neighborhood V/
of Z and a constant ¢ > 0 such that for all 2,2’ € Q NV, dTQ(x)(x/ —2) < c||lz’ — z||™.
Clearly the class of o(1)-convex sets is the most general one; moreover O(2)-convex sets are
just prox-regular sets (Example 4). By Remark 3, if Q is o(1)-convex at Z, then it is strongly
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paratingentially Lipschitzian at Z. Indeed, one can show that 2 is o(1)-convex at Z if and
only if Q is strongly paratingentially Lipschitzian at T.

Ezample 6 (Robinson’s Constraint Qualification Implies Paratingential Lipschitzness) Con-
sider the constraint set Q := {z € X : g(z) € K} where K C Y is a closed convex cone and
g: X — Y is C1. Robinson’s constraint qualification (RCQ) [44] is said to hold at & € € if
0 € int (g(z) + Dg(z)X — K). It is shown in [45, Theorem 2.2] that if RCQ holds at Z, then
Q is o(1)-convex at Z. As mentioned in Example 5, o(1)-convexity is equivalent to strong
paratingential Lipschitzness. Therefore RCQ at & implies paratingential Lipschitzness at z.
In particular, for €2 being the feasible set of a nonlinear programming problem, RCQ is the
same as Mangasarian-Fromovitz constraint qualification (MFCQ) and consequently MFCQ
implies paratingential Lipschitzness.

We now present the generalized Aubin criterion relative to a constraint set that is
paratingentially Lipschitzian at the reference point. This result is more general than
those obtained in previous works [27, 29, 31, 32], which hold for either convex sets or
smooth submanifolds.

Theorem 7 (Generalized Aubin Criterion for Paratingentially Lipschitzian Sets) Let S :
X =3 Y be a set-valued mapping and let Q@ C X be a set that is locally closed at T and
paratingentially Lipschitzian at T with PLipg(Z) = kg > 0. Suppose that S is locally closed
at (Z,y) € gph S|q. Then one has

) ~ CDS +4/1— I/KQ
livg S(2: \/7\/11/ (25)
_ K’Q

where cpg = lim sup ’DS|Q(1’; y)‘7 . By Theorem 5, this implies that S has Aubin
(@) p) fal

property at (Z,qy) relative to Q if and only if cps < oo. Moreover, the following estimates

hold:
CDS"‘\/].—]./HQ 26)
—/1-1/K3

In particular, if Q is strongly paratingentially Lipschitzian at T (i.e., kg = 1), then one has

cps < lipg S(Z;7)

lipg S(z;9) = lim sup ’DS|Q(33; y)‘_ . (27)
phS|q, Ta(z)

(z,)* "= (2,9)

Proof Let lg and Mpg denote the left- and right-hand sides of (25), respectively. If cpg = oo
then Mpg = oo and there is nothing to prove.
Suppose that cpg < oo. Then for any ¢ > cpg, there are neighborhoods V' of Z and W of
7 such that for all (z,y) € gph S|q N (V x W), we have ’DS|Q($‘; y)‘T @ < c¢. By Definition
al(x
12, this means that

Vu € Tq(z), Jv € DS|q(x;y)(u), such that |[jv]| < cllu]l. (28)
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The neighborhoods V and W can always be chosen to be closed. Moreover, we also choose
V and W to be small enough so that @ NV and gph S| N (V x W) are closed.

Suppose that k > ko = PLipg(z). By Definition 13, this means that there is a neighbor-
hood V' of Z (which we can assume to be the same V that appears in the last paragraph)
such that for all z,2 € QNV, ||z — Z|| < k|| Projg, (z)(z — )||- This implies that whenever
z # & and u € Projp, (z)(z — &), we have

[(z = &) —ul <4/1-1/k2[lz -z, (29)

since (z — &) — u and u are orthogonal to each other by Lemma 6.

Our goal is to show that for all 2’,2” € Q@ NV, for all ¥ € S(z”) N W, there exists
y' € S(z') such that ||y’ — y”|| < M||z’ — 2”||, where M can be arbitrarily close to Mpg as
c approaches cpg and k approaches kq. This would imply Ig < Mpg.

To that end, consider the vector space E := X X Y with metric p defined by the 1 norm
Iz, )11 := llz|| + |lyll. Then (E, p) is clearly a complete metric space. Given any ' € QNV,
consider the function ¢ : E — R, (z,y) — ¢(z,y) := ||z — 2’| + Ogpp Slen(vxw) (@, y), where
Ogph S|on(vxw) is the indicator function. The function ¢ is bounded from below by zero.
It is lower semicontinuous since the norm function is continuous and gph S| N (V' x W) is

closed. Given (z”,y") € gph S|q N (V x W), for any § € (0, 1_C1+7_11/H2), we apply Ekeland’s

variational principle (Theorem 2) to ¢, obtaining the existence of (£, ) € gph S| N (V x W)
"

such that o(2,9) < ¢(«”,y") — (2, 9) — («”,y")llr, and @(2,9) - d[l(z,y) — (&,9)lh <
o(z,y), V(z,y) € gph Sl N (V x W),V(z,y) # (Z,4). By the definition of ¢, we get

& — 2’|l < [l2" = 2"l = 81 (&, 9) — (=", y")lIx, (30)
and for all (z,y) € gph S| N (V x W) with (z,y) # (£,9),
& ="l = 8l (z,y) = (& 9)]1 < [la —2/]. (31)

We would like to show that & = 2’ holds, which would imply, through (30), that 3/ := ¢ €
S(2) = S(a') satisfies ||y’ — || < (% —1)|lz" — 2"||. Since % — 1 can be arbitrarily close to

c+4y/1—1/K? . 1—4/1-1/K?
ey (by the assumption § < —Y 1

Mpg as c approaches cpg and k approaches kg, we would have lg < Mpg. With that said,
we now move on to show that & = z’.
Suppose on the contrary that 2 # . Take u € ProjTQ(i)(x/ — &). By (29), we have ||(z’ —

#) —u| < /1 —1/k2||2" — #||. By (28), we obtain the existence of some v € DS|q(%;9)(u)

such that ||v|| < ¢|ju|]. By definition of graphical derivative, this means that there are z* 2 z,

) and the latter can be arbitrarily close to

koA

y® = § with y* € S(mk)7 7% 1 0 such that u* = ””T%w — u € ProjTQ(i)(x’ — &) and
ko~

b= Y% — v. Substituting = = #¥ and y = y* into (31), we get

N k k k -
|12 = 2|l < [l&” = 2" +68li(=",y") = (&, D)1
ok k k, k k k
= |12+ 7"u" — [ + 8 (|7 + 1707 (32

= ||& — 2’ + 7" — M@ — 2’) + 7 (@ - )| + TP + ")

NP k. k . k k k
< (U =O)E =" + 77" + & = 2|+ 78" |+ (o7,

16



which implies that [|&—2'|| < ||u®+&—2'||+6(||u* | +[[v*]]). Letting k — oo in this inequality,

1—4/1-1/K?
we get, by 0 < TM,

|12 — 2|l < flu— (2" = &)|l + &(|full + [lv])
< lu = (2" = 2)] + 8(c+ 1)]ful

, (33)
<(W/1—=1/k2+6(c+ 1)z’ — 2|

<|lz -,

a contradiction. Therefore we must have & = z’. This completes the proof. O

3.5 Norm Equality

Next we establish an equality between outer norm of the projectional coderivative
(defined in [27]) and relative inner norms of the graphical derivative. It generalizes
[3, Theorem 4C.3] to the relative setting and enables us to extend the projectional-
coderivative-based generalized Mordukhovich criterion [27, Theorem 2.4] for convex
constraint sets to the larger class of paratingentially Lipschitzian ones.

Theorem 8 (Norm Equality) Let Q C X be locally closed at T € Q and S : X =Y be localy
closed at (Z,y) € gph S|q. Then one has
% +

Ta(zx) - ‘DQ’projS(m;y) ’ (34)

lim sup ‘DS'Q(.T; y)’
(@)% (z.9)

where D¢ 1,0;5(Z;9) is the projectional coderivative defined in [27] (see Definition 7).

Proof 1t follows from [27, Definition 2.2] that
* R + . .
DiyproiS(@7)| = lmsup  sup s [Projg,m@].  (35)

(2.) 250 3, VB U ED Sl zw) ()

+
Write cpg = lim sup ’DS|Q(x;y)‘ . We first prove cpg > DaprojS(f;g) .
()53 ,)

Suppose ¢pg < k. Then for all (z,y) € gphS|n close to (Z,7), for all w € BN To(x),

*k

there exists [|z]| < & such that (w,2) € Typn 51 (2, y) C T, g1, (2, y). Take any (u,v) €

Ngph 5| (z,y). Then (w,u) + ZrlréiSB (#',v) < {(w,u) + (z,v) < 0. This implies that for w €

BNTq(z), (w,u) < k|jv]|. Taking w := ﬁ with @ € Projy, (,)(u) and using Lemma 6 give us
| Projrg, 2y (w)|| < &[[v]|. A limiting argument then tells us that for all (u,v) € Ngpy, 51, (2, 9),
it holds that || Projp, (4)(u)l| < s[lv]|. Thus the desired inequality follows from (35).

We next prove cpg < ’D;‘LprojS(f;gj)V. Suppose |Dg, 1:0i5 (T3 9) * < k. By (35), for
(z,y) € gph S|q close to (Z,7), for (u, —v) € Ngpp Sla (z,v),

| Projry (2) (Wl < &lv]l- (36)
In particular, if (u,0) € Ngpp, 51, (2,y), then || Projr, ) (w)| = 0, ie., u € No(x). We will
show that for each w € BN Tq(z),

({w} x 5B) N Tgph 51 () # 0. (37)
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Suppose on the contrary that there exists w € BNTq(x) such that ({w}xxB)N g;h Sla (z,y) =
(. Then by the strong convex separation theorem [4, Theorem 2.39] and the conical structure

of Tg;hsm (z,y), there exists (u,v) € Ngp, 51, (z,y) with

(u, w) + min (v, z) > 0. (38)
zexB

We claim that v # 0. Otherwise (u,0) € Nypp, 5|, (2, y), which implies u € Na(z) (as shown
below (36)). This contradicts (38) (which now reads (u,w) > 0) since w € T (x). So without
loss of generality we assume |[v|| = 1. For any @ € Projp,(,)(u), it is easy to show that
(u,ﬁ) > (u,w’) for all w' € BN Tq(x). By (38), we get | Projqy, (o) (w)|| = (u,”%”) >
(u,w) > sup,c,p (v,2) = K, a contradiction to (36). Therefore the claim (37) holds. By [3,
Lemma 4C.4], we know that for each w € BN Tq(x), ({w} x £B) N Typp g/, (2,y) # 0. This

implies ’DS lo(x; y)‘ < k and the desired inequality follows. O

Ta(x)

Theorem 9 (Generalized Mordukhovich Criterion for Paratingentially Lipschitzian Sets)
Let Q C X be locally closed at T € 2 and S : X =Y be localy closed at (Z,y) € gph S|q.
Suppose that € is paratingentially Lipschitzian at T. Then S has the Aubin property relative
to Q at (z,9) if and only if Dg 1,035 (2;9)(0) = {0}

Proof If Q is paratingentially Lipschitzian at Z, by Theorem 7 and Theorem 8, S has the
+
Aubin property at (z,y) relative to Q if and only if | D¢, ,,,:5(%; gj)’ < 00, which is equivalent

t0 D) 1105(Z;9)(0) = {0} by [4, Proposition 9.23]. O

4 Criterion for Relative Strong Stability

We introduce relative strong stability and characterize it for paratingentially Lips-
chitzian constraint sets.

Definition 14 (Relative Strong Aubin property) A set-valued mapping S : X = Y is said
to have the strong Aubin property relative to Q C X at (Z,y) € gph S|q, if it has the Aubin
property relative to 2 at (Z, ) and has a localization at (Z, ) that is single-valued in QNV
for some neighborhood V' of z.

Definition 15 (Relative Strong Metric Regularity) A set-valued mapping F': Y = X is said
to be strongly metrically regular relative to © C Y and Q C X at (§,Z) € gph FN(OxQ), if F
is metrically regular relative to © C Y and Q C X at (7, %) and F~ ! has a localization at (Z, 7)
that is single-valued in 2NV for some neighborhood V of z. It follows from Proposition 1 that
this is equivalent to strong Aubin property of F1 \e =F'ne: X=Y,z— F_l(m) no
relative to Q at (Z, 7).

The following theorem extends [3, Theorem 4D.1] to the relative setting. We note
that when Z € int €, relative strong Aubin property reduces to strong Aubin property
and in this case our theorem reduces to [3, Theorem 4D.1].
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Theorem 10 (Criterion for Relative Strong Aubin Property) Let S : X =Y be a set-valued
mapping and Q a subset of X. If S has strong Aubin property relative to  at (Z, ) € gph S|q,
then

g € liminf S| (), (39)
xgi
and N
DiSla(z;9)| <oo, de, DiS|a(x;7)(0) = {0} (40)

Conversely, if gph S|q is locally closed at (Z,7), 2 is locally closed and paratingentially Lips-
chitzian at T with kg := PLipq(Z) > 0, then conditions (39) and (40) are also sufficient for
the strong Aubin property of S relative to Q at (Z,7). In this case one has

<CD*S+H1_1/H§2) (1)
T 1ok

+
where cp, s := |D«S|q(Z;§)| . If Q is strongly paratingentially Lipschitzian at T (i.e., kg =

cp.s < lipgS(Z;9)

1), one has

lipg 5(2:3) = [ DeSla(@; )| (42)

Proof Suppose that S has strong Aubin property relative to 2 at (Z,7). Then there exist a
constant k > 0 and neighborhoods V of  and W of § such that for all z € QNV, S(z)NW is
single-vlaued and for all z,z’ € QNV and y € S(z)NW, ' € S(=YNW, ||y —y|| < ||z’ —=]|.
We note that (39) follows from [28, Theorem 4.7, (ii) = (i)] (which holds without any
assumption on S or §2). Then we only need to show ‘D*S\Q(i’;gj)‘ < 00, which means,
by Definition 8, that V(u,v) € gph D«S|q(Z;7), ||v|| < kljul|. Let v € D«S|q(F;y)(u). By
Definition 4, there are z*,z" £, Z and y*. 5 — g, ¥ | 0 such that y* € S|Q($k),
e~ k_ ~k
gt e S|Q(jik)7 uF = M — u and v* = yT;ky — v. Then we have, for all large k,

-
< g ||2Es2t

¥ — 5% < k||* — 2¥||. Dividing by 7%, we have —

k_~k
y —y
Tk

‘ . Taking limit, we
+
have ||v|| < kl|ul|. This also shows that ’D*S|Q(f;y)‘ < lipn S(Z; §)-
+
Conversely, suppose that (39) holds and ‘D*S\Q(E;gj)’ <kKk<o0:

V(u,v) € gph DxS[o(z;9), vl < &llu]. (43)

Our goal is to show that S has strong Aubin property relative to 2 at (Z, ).

We first show that S|q has a localization around (Z,y) that is nowhere multi-valued.
Suppose on the contrary that this is not true. Then for any neighborhood V of z and any
neighborhood W of g, gph S|qN(V x W) is the graph of a multi-valued mapping. This implies

that there are © | 0, " 2 z, yk,gjk € S|Q(:Uk) such that y’c #* Qk and ||yk — gij < ek

k_ =k
Define v := ¥ —>~ where ™% = |ly* — 7*|| > 0. Since [[v¥|| = 1 for all k, {v*}rey has a

convergent subsequence. Without loss of generality, we assume that v* — v where |lv]] = 1.

Since u* := /Ik_:,fk — 0, we see that v € D«S|q(Z;7)(0) by definition. This contradicts (43).
So S|q has a localization around (%, ) that is at most single-valued. That is, there exist
bounded neighborhoods V; of Z and W of § such that for all z € QN Vy, S(x) N W is either
empty or a singleton. We now show that S(z) NW is actually always single-valued. Condition
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(39) implies that there exists a neighborhood V3 of Z such that for all z € QN Vo, S(z) N W
is nonempty. Taking V3 := Vi N Va, we see that for all z € QN V3, S(z) N W is nonempty,
hence a singleton by the previous discussion. Since gph S|q is locally closed at (Z,7), Q is
locally closed at &, and V, W are bounded, applying Theorem 3 tells us that the single-valued

mapping x — S(z) N W is continuous on NV, where V C V3 is a closed neighborhood of Z.
+

We will show lim sup ‘DS|Q(:c;y)’ < lim sup DiS|a(z;y)| < oo,

gph S|, _ _ gph S|, _ _
(zy) — " (2,9) zy) — " (2,9)

which implies that S has the Aubin property relative to Q at (Z, ) by Theorem 7. Combined
with the previous paragraph, this would imply the strong Aubin property of S relative to

at (Z,7).
We first show that lim sup D S|a(z;y)

gph S|l _
(z,y)" — " (2,9)

this does not hold. Then there exist z* € Q, y* € S(z¥), (u¥,v*) € gph D..S|q (z*; y*) such
that 2% — z, ¥ — 7, and [|v*|| > k||[u”||. We consider two possible cases.

Case 1: there exists a subsequence {u”*};cn of {u*},en such that u* = 0 for all . Since
D.S(xk,;yr,) is positively homogeneous, we may assume that Hvki’ || = 1. Let v be a cluster

Ta(z)

+
‘ < 0. Suppose on the contrary that

point of {v*¢};cx. Taking limit, we obtain v € DxS|q(Z; 7)(0) by the outer semicontinuity of
the strict derivative. This contradicts (40).
Case 2: uF # 0 for all large k. We may assume that HukH = 1 for all large k. Then

lim [[v*]] = oco. Consider w* := ”z € DiS|a(z®;yF)( “l,: ). Let w be a cluster point
k—o0 (R llo*]]

of {w®}. Then passing to the limit we obtain w € D.S|q(Z;§)(0) with |w| = 1, which
contradicts (40).

Combining the two cases, we assert that lim sup ‘D*S|Q(:c;y) " < o0. We next
(2:9)*" 3% (,)

DS|q(z;y) ’;ﬂ(z) < ‘D*Sm(x; ) * for all z € QNV where V is the neighborhood

of T constructed in the previous discussion. We first need to show that for all u € T (x),

DS|a(z;y)(u) # 0. By definition, there exist 2* 2 4 and 7 J 0 such that Ii?” — u.

By the previous discussion, S(ﬂck) N W is a singleton. Take yk € S(xk) N W. Then yk =y

by the continuity of 2/ — S(z’') N W at . Define v¥ := yi—?’ We will show that {v*}

is bounded. Suppose on the contrary that ||’Uk || is not bounded. Without loss of generality

show that

k k
we assume that [|[v¥|| — oco. Define #* := 7¥||v*|| and w* := Hz—ku = Y% Then # o0
and ’Ii% = % — 0 since ””)CT;Z — u and |[v*]| = oo. Since |[w*|| = 1, we can ass-
sume without loss of generality that w® — w for some w with [Jw|| = 1. Then we obtain

+
w € DS|q(z;y)(0) C D«Slo(z;y) with w # 0. This means that ‘D*S\Q(x;y)‘ = o0,
a contradiction. Therefore {vk} is bounded. Taking a cluster point v of v*, we obtain

v € DS|q(z;y)(u). Then we have DS|q(z;y)(u) # 0 for all u € To(x). This implies that

- + + +

DS\Q(x;y)‘ < ’DS|Q(as;y)‘ < ’DS|Q(x;y)‘ < ‘D*S|Q(x;y)) < 00. The proof
Ta(z) Ta(x)

is completed. 0O
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5 Relative Stability of Generalized Equations and
Affine Variational Inequalities

In this section we apply results in Section 3 and Section 4 to solution mappings
of generalized equations and obtain explicit characterizations for affine variational
inequalities.

Given z € Z and w € W, the problem is to find € X such that

0€z+ f(w,x) + M(z). (44)

Here Z, W, X are finite-dimensional real Hilbert spaces, f : W x X — Z is single-
valued, and M : X — Z is set-valued. The generalized equation (44) depends on z
and w (with z called “canonical perturbation”). Writing p = (z,w), we study relative
stability of the solution mapping S : Z x W =2 X:

Sp)=S(zw):={reX :0€z+ fw,z) + M(x)}. (45)

The generalized equation (44) encompasses many important problems. When M (z) =
Ne(z) for a closed convex set C C X, it is a variational inequality. When C' is
polyhedral and f(w,z) = Az for a matrix A, it is an affine variational inequality:

0€q+ Az + Ne(), (46)

where we have written ¢ for z, conforming with common notations in the literature.
When we further assume that C' = R, it is a linear complementarity problem:

O€q—|—Ax—|—N]R1(x), ie, >0, ¢+ Az >0, (z,q+ Az) =0. (47)

5.1 Examples Illustrating Importance of Relative Stability

Before we begin the study of relative stability of S, we first demonstrate the value of
this concept. The following examples are certainly too simple to be practically relevant,
but they do illustrate, in the most elementary way, the necessity and usefulness of
relative stability.

Ezample 7 In the linear complementarity problem (47), let n = 2 and A = 0. It is easy to
obtain the solution mapping as follows:

{(0,0)}, if g1 >0,92>0
{0} xRy, if q1 >0,92 =0,
S(a) = S(a1,92) = ¢ R+ x {0}, if q1=0,92>0, (48)
Ry xRy, if g1 =0,92=0,
¢, otherwise.
Then dom S = R?&- and int(dom S) = R?H_. For each ¢ € int(dom S) and Z = (0,0), S has

the Aubin property at (g;Z) € gph S (since S is constant around g). If g > 0 and g2 = 0,
then g € bdry(dom S) and S does not have the Aubin property at (g;Z) € gph S since S(q)
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can be empty even when ¢ is arbitrarily close to q. Nonetheless S has the Aubin property at
(g;T) € gph S relative to  := Ry x {0} since S is constant on .

The example above, trivial as it is, illustrates vividly two crucial facts: (i) the
standard Aubin property necessarily fails at a boundary point of the domain; (ii) for
such points, relative Aubin property may still hold when restricted to an appropriate
subset of the domain. The following example illustrates another crucial fact: (iii) even
when the reference point is an interior point of the domain, it may still happen that
standard Aubin property fails but relative Aubin property prevails.

Ezample 8 In the linear complementarity problem (47), let n = 2 and A = (1 :1) It is

not hard to obtain the solution mapping as follows:
{(0,00}, if g2>q =0
{(0,0),(0,q2)}, if g1 > g2 >0,
{(0,00} U{(z1,22) €R} 121 —w2 = —q1 = g2}, if g1 =q2>0,
{(w1,22) ERY 12y —zp = —q1 = —q2}, if @1 =q2 <0,
{(=q1,0)}, if q2>q,q1<0
@, otherwise.

Then dom S = ]R?,_ U{q € R2:q1 < q2,q1 < 0}. Let ¢ = (1,1) € int (dom S) and T =
(100,101) € S(G). One can show that S does not have Aubin property at (g, Z) but S has
Aubin property at (g,z) relative to Q = {g € R? : q1 = ¢}

5.2 Relative Stability of Generalized Equations

We propose a necessary and sufficient condition for the relative Aubin property of the
solution mapping (45) associated with a generalized equation.

Theorem 11 (Relative Stability of Generalized Equations) Consider S : ZxW = X defined
in (45) where f: W x X — Z is C' and M : X = Z has closed graph. Let & € S|o(Z, @)
where Q := dom S C Z x W is locally closed and paratingentially Lipschitzian at (Z,w).
Then S has Aubin property at (Z,w;ZT) relative to Q if and only if there exist a constant
k > 0 and a neighborhood V of (Z,%w,T) such that for all (z,w,z) € (gphS|q) NV, for all
(uz,uw) € Tq(z,w), there exists ug such that ||uz| < k||(uz, uw)|| and

—uz — Vo f(w, 2)uw — Ve f(w, 2)ury € DM (z; —2 — f(w, x))(uz). (50)
Proof Note that gph S|q = {(z,w,z) € A x X :0€ z+ f(w,z)+ M(z)} = (gil(gph M)) N

(2 x X) where g(z,w,z) = (z,—2z — f(w,x)). The Jacobian of g at (z,w,x) is

(0 0 I
Vo(zw,z) = (—I —Vu f(w, z) —fo(w,x)> (51)
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where I is an identity matrix of appropriate size. It is easy to see that the rows of Vg(z, w, x)
are linearly independent. Since Q2 = dom S, we have gph S| = gph S = ¢~ !(gph M). By [4,
Exercise 6.7], we have
Typn 5| (2w, ) ={u € Z x W x X : Vg(z,w, 2)u € Tgpn p(2, —2 — f(w,z))}
={(uz, Uw,uz) : —uz — Vo f (W, 2)uw — Ve f(w, 2)ug € DM (z; —2 — f(w,z))(uz)}

Thus uz € DS|q(z, w; x)(uz, uw) if and only if

—uy — Vo f(w, 2)uw — Vo f (w, z)us € DM (z; —2z — f(w,z))(uz). (52)
By Theorem 7 and Definition 12, the assertion follows. O

We next give a necessary and sufficient condition for the relative strong Aubin
property of S.

Theorem 12 (Strong Relative Stability of Generalized Equations) Consider S : ZxW = X
defined in (45) where f : W x X — Z is C' and M : X = Z has closed graph. Let
Z € S(z,w). Suppose that dom S is paratingentially Lipschitzian at (Z,w). Then S has strong
Aubin property at (Z,w) for T relative to dom S if and only if the following conditions hold:
Z € liminf doms,_ _ S(z,w) and

(z,w) — (z,0)

)

—Vaf(0,Z)ug € D« M (Z; -2 — (0, 7)) (us) = uz =0. (53)

Proof As in the proof of Theorem 11, we have gph S = {(z,w,z) : 0 € z+ f(w,z) + M ()} =
gil(gph M) where g(z,w,z) = (z,—z— f(w, z)) and the Jacobian of g at (Z, w, Z) has linearly
independent rows. By adapting the proof of [4, Exercise 6.7] to paratingent cones, we can
obtain the following equality

Tgphsm(z,w@) = {u €ZxW xX:Vg(z,0,2)u€Th, \(Z,~%— f(w,:z))}

:{(uz, Uw, Uz ) : —Uz — Vo f (0, T)uw — Vo f (0, T)us € DM (T; —Z — f(u‘),i))(um)}
Thus uz € D+S(Z,w; T)(uz, uw) if and only if
—uz — Vo f (0, Z)tuw — Va f (0, T)us € DM (T;—2 — f(w0,Z))(uz)- (54)
By Theorem 10, the assertion follows. O

5.3 Relative Stability of Affine Variational Inequalities

In this subsection we will obtain explicit conditions (which are necessary and suffi-
cient) for relative stability and relative strong stability for solution mappings of affine
variational inequalities. We will use [v]* to denote the orthogonal complement of the
linear subspace [v] spanned by v.

Theorem 13 (Relative Stability of Affine Variational Inequalities) Let S(q) := {z : 0 €
g+ Az+Ne(z)} be the solution mapping of the affine variational inequality (46). Let T € S(q).
Suppose that Q := dom S is paratingentially Lipschitzian at p € Q. Then S has the Aubin
property at (7, %) relative to Q if and only if there exists k > 0 such that for all (¢, z) € gph S
close to (q,T),

Vu € Ta(g), 3v € R" such that —u € Av+ Ng, , (v), ||v]| < &llul], (55)
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where Kq.z := To(z) N g+ Az]*. If g € int Q or Q is polyhedral, then condition (55) can be
reformulated as: for all closed faces F1 D Fa of K3z,

—No(z) D (A(F1 — F2))" N (F1 — Fy). (56)

Proof From the proof of Theorem 11, we have v € DS(q;z)(u) if and only if —u — Av €
DN¢(z; —q — Ax)(v). By the reduction lemma [6], this is equivalent to

—u— Av € Nk, (v), (57)

where Kg,z := {w € To(x) : w L (—¢g — Az)} is the critical cone. By Theorem 11, S has
Aubin property at (g, z) relative to Q if and only if there exists x > 0 such that for all
(g, ) € gph S close to (g, T), for all u € T(q), there exists ||v]| < k|ju|| such that

—u € Av+ Nk, (v). (58)

Thus the first assertion holds. This condition implies, in particular, that —T(q) C AKq .+ +
K(’;I. Taking polar cones of both sides, we obtain, by [4, Corollary 11.25], —Ng(q) D
(AKq,2)" N Kq,z.

Now suppose that ¢ € int  or € is polyhedral. It follows that Nq(q) = Nq(g) N[q — q]L
for all ¢ € Q close to g [28]. Then we have

~No(q) > =No(q) > —Na(q) D (AKqe)" N Kg,a- (59)

From the proof of [6, Theorem 2], we know that the critical cones Kg,» (with (¢,z) € gph S
close to (g, Z)) are exactly the cones of the form F) — F» where F| D F5 are closed faces of
Kg,z. Then condition (59) can be restated as: for all closed faces Fy D F» of Kz z,

—Nq(7) D (A(Fy — )" N (F1 — Fy). (60)

So we have proved that (58) implies (60). The converse also holds. Indeed, recall that 2 :=
dom S and in this case the proof of [28, Theorem 4.4] tells us that (60) is equivalent to the
condition D§S(g;Z)(0) = {0}. By Theorem 9, this implies the Aubin property of S at (g, Z)
relative to © and therefore condition (58). O

Remark 4 In Theorem 13, we assume that  := dom S is paratingentially Lipschitzian.
Since S is the solution mapping of the affine variational inequality (46), it is known [46,
Theorem 2.5.15] that dom S is a finite union of polyhedral sets. It is natural to ask whether
paratingential Lipschitzness holds automatically in this case. The answer is negative. For
example, consider the set Q := {(z,y) € R? : y = k|z|} where k > 0, which is a union of
two polyhedral sets. It is not hard to show that € is paratingentially Lipschitzian at (0, 0) if
k < 1 but Q is not paratingentially Lipschitzian at (0,0) if k& > 1.

Theorem 14 (Strong Relative Stability of Affine Variational Inequalities) Let S(q) := {z :
0 € g+ Az + Ne(z)} be the solution mapping of the affine variational inequality (46). Let
Z € S(q). Suppose that Q2 := dom S is paratingentially Lipschitzian at p € Q. Then S has
strong Aubin property at (g, %) relative to Q if and only if T € lirr})inf S(q) and

q—q

[v =wv1 —v2 and — Av € Nk, (v1) — Nk, ; (vg)] = v1 = V2. (61)
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Proof From the proof of Theorem 12, we have v € D«S(g; Z)(u) if and only if
—u — Av € D« Ne(z; —q — Az)(v). (62)

By the reduction lemma [6], we can show that Té’ph Ne (@, w) = gph N, , —gph N, ., where

Kgz :=Tco(Z) N[+ AZ]*. Then v € D+S(g; Z)(u) if and only if

63

—~
N

v=wv] —vy and —u—AvENK(m(vl)—NK‘m(vg).

By Theorem 12, S has strong Aubin property at (g, Zz) relative to Q if and only if
lim inf S(g) and (61) holds.
Q

9—>q

Om

Remark 5 We compare our results with related work. For the solution mapping S of the
affine variational inequality (46), it is known [46, Theorem 2.5.15] that dom S is a finite
union of polyhedral sets (hence nonconvex). The Aubin property of S is characterized via
the “critical face condition” in [6, Theorem 2]. The Aubin property of S relative to dom S
is characterized via the “generalized critical face condition” (56) in [28, Theorem 4.4] where
dom S is required to be convex (hence polyhedral). In Theorem 13 a characterization for
paratingentially Lipschitzian domains is proved. This is a genuine extension of [28, Theorem
4.4]: for example, for the solution mapping S in Example 8, dom S is not convex but still
paratingentially Lipschitzian.

It is proved in [6, Theorem 1] that Aubin property and strong Aubin property for the
solution mapping of an affine variational inequality are actually equivalent. This is no longer
true in the relative setting [28, Example 4.8]. To the best of our knowledge, characterization of
relative strong Aubin property seems to be lacking in the literature. Theorem 14 fills this gap
and characterizes strong Aubin property of S relative to its domain via the “strict generalized
critical face condition” (61).

6 Global Aubin Criterion

In this section we prove a global version of the generalized Aubin criterion (Theorem
7), which can be considered as a mean value theorem for set-valued mappings.

Definition 16 (Excess and Hausdorff Distance, [3]) Let C, D be subsets of X.
The excess of C beyond D (also called the one-sided Hausdorff distance from C' to D) is
e(C, D) := sup d(z, D) = sup inf d(z,y) with the convention that e(), D) := 0 for nonempty
zeC zeCcyeD
D and e(C,0) := oo for any C (in particular, e(@,0) := o0).
The Hausdorff distance between A and B is h(C, D) := max{e(C, D),e(D,C)}.

From the definition we see that the Aubin property of S : X = Y relative to Q C X
at (Z,7) € gph S|q as defined in Definition 9 is equivalent to the following property:
Slq is locally closed at (Z,7) and there exist a constant [ > 0 and neighborhoods V'
of Z and W of g, such that for all z,2’ € QNV, e(S(a’) NW,S(z)) < ||’ — z|]. The
infimum over such ! equals the Lipschitz modulus of S relative to Q at (Z, 7).

By global Aubin property, we mean the Lipschitz continuity with respect to the
Hausdorff distance.
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Definition 17 (Lipschitz Continuity of Set-Valued Mappings, [3]) A set-valued mapping
S : X 'Y is said to be Lipschitz continuous relative to 2 C dom S if S is closed-valued on
Q and there exists [ > 0 such that Yx,z’ € Q, h(S(x), S(z")) < l||z — || where h(A, B) is
the Hausdorff distance between A and B.

We need the following well-known triangle inequality for excess.
Lemma 15 (Triangle Inequality for Excess) e(A, B) < e(A,C) + e(C, B).

Now we state and prove the global Aubin criterion, which can be regarded as a
mean value theorem for set-valued mappings.

Theorem 16 (Global Aubin Criterion) Let S : X = Y be a set-valued mapping and
dom S a closed convex set. For a,b € ), suppose that gph S‘[a,b] is compact, where [a,b] :=
{(T—=t)a+1tb:tel0,1]} is the line segment between a and b. Then

e(5(a),5(b)) < Maplla —bl|, (64)

N

where M := sup DS|iap(z:y) - . This also implies that
z€Ja,b], yeS(x) Tia,b) (@

h(S(a)7 S(b)) < Ma,b

la —b|. (65)

Consequently, S is Lipschitz continuous relative to Q (see Definition 17) if Mg remains
uniformly bounded for all a,b € €.

Remark 6 The analogy between (65) and the mean value theorem (5) is evident. It is worth
pointing out, perhaps, that even for S being single-valued and differentiable, (65) refines (5)
in that it gives the following sharper estimate:
S(a) —S(
I56) = SO qup " @) (66)
Ha H xz€[a,b)

where [a —b] is the one-dimensional linear subspace spanned by a —b. Actually, estimate (66)
is implicit in the textbook proof of (5).

Proof To ease notation, we write M for M, ; in the proof.

If a = b, then e(S(a), S(b)) = 0 and the assertion holds trivially. If M = oo, the assertion
also holds trivially. So we assume that a # b and M < oco.

Let € > 0 be an arbitrary positive number.

For any y, € S(b), it holds that lim sup DS|[a’b] (z;9) - < M by the

T T

)™ 1) et
definition of M. So the generalized Aubin criterion (Theorem 7) tells us that S has the
Aubin property relative to [a, b] at (b, yp). This means that there exists an open neighborhood
Vy, X Wy, of (b,yp) such that for all x,2" € [a,b] N Vy,, we have e(S(z) N Wy,, S(z)) <
(M 4-¢)||z—2'||. Since we have assumed that gph S|(a,p) is compact, we know that {b} x S(b) is
compact. The family {Vy, x Wy, }ybGS(b) of open sets, being an open covering of the compact
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set {b} x S(b), has a finite subcovering V, 1 X W,V N X w, N Therefore we can find
an open ball V}, centered at b such that Vb C V for i= 1 N ThlS implies that for any
yp € S(b), there exists iy, € {1,2,...,N} such that (b, yb) ev i x W g By the Aubin

property of S relative to [a,b] at (b, yb ®), we have for all z,2" € [a,b] NV} C [a,b] N Vyzyb’
e(S(@)NW 4, ,S(@")) < (M + €)||z — 2'[|. In particular, letting = b, we get for all 2’ €
[a,b] NV, ey(bS(b) N Wyzyb ,S(x")) < (M + ¢€)||b — 2’| Since y, € S(b) N Wyzyb, we have, by
the definition of excess,
d(yy, S(2)) < (M +€)[lb—2'|l, V' € [a,b] NV
Taking supremum over y; € S(b), we have
e(S(b),S(z") < (M +e)||b—2'||, Va' € [a,b]NV. (67)

If a € Vp, then e(S(b), S(a)) < (M +¢€)||b—a| and the desired estimate follows, since € > 0
is arbitrary. If a ¢ V},, we will prove the existence of some ¢ € [a, b)]NV}, with ¢ # a, b such that
e(S(c), S(a)) < (M + €)||c — a|. Since ¢ € V}, we have e(S(b), S(c)) < (M + €)||b — ¢||. This
would imply, through the triangle inequality for excess, that e(S(b), S(a)) < e(S(b), S(c)) +
e(S(c),S(a)) < (M +e€e)(||b—c|| + |lc—al]) = (M +¢€)||b — al|. This gives the desired estimate.

To show the existence of such ¢, we choose some d € [a,b] NV}, with d # a,b. Define the
following subset of [0, 1]:

Ii={te0,1] : e(S((1—t)a+td),S(a)) < (M +e)t[|d—al}. (68)

The set I is nonempty since 0 € [ by definition. Let v := sup I. We will show that v = 1,

which would imply the existence of some t. € I that is sufficiently close to v = 1 so that

= (1 — te)a + ted is sufficiently close to d. Since d € V;, and Vj, is an open ball, we have

¢ € V,. On the other hand, the definition of I means that we have the desired estimate
e(S(c). $(a) < (M + )l — all.

Suppose on the contrary that sup I =: v < 1 and write p := (1 — v)a + ~vd.

Choose p1 € [p,d] with p; # p. For any yp, € S(p1), S has Aubin property relative to
[a,b] at (p1,yp, ). Then there exists an open neighborhood V' x Wy, = of (p1,yp,) such that

e(S(z) N Wy, , S')) < (M + 6|z —2'||, Va,z’ €[a,b]NV. (69)

Crucially, we will choose V' to be the largest possible open ball centered at p; such that the
estimate (69) holds with respect to the given (M + ¢) and the given Wy, . In other words,
define Vy, := p1 + rmaxint B where rmax € (0, 00] is defined as follows:

Pmax 1= Sup {r >0: e(S’(az)ﬁWym,S(x/)) < (M+é)||z—2'||, Vo, 2" € [a,b]ﬂ(p1+7“IB§)}. (70)

We need to show that estimate (69) holds for Vym := p1 +7rmaxint B. Suppose this is not true.
Then there exist =,z" € [a,b] N Vyp, such that (69) fails. But Vj, is an open ball, so there
must exist an open ball V/ - centered at p; with radius 7' < rmax such that z, 2’ € Vy’m

Since (69) fails for z,z’ € Vy/p , this means that ' > 7max, a contradiction. Summarizing
the above discussion, we have obtained an open ball V;,, centered at p; and a neighborhood
Wy, of yp, such that

e(S(x) NWy,,,S@") < (M +e)|le—2'|l, Va2’ € a,b]NVy,, . (71)

Moreover, the open ball V4, is maximal in the sense that any enlargement of its radius would
make the estimate (71) fail (for the given (M + ¢) and the given Wy, ).

Since we have assumed that S[, ) is compact, we know that {p1} x S(p1) is a compact
set. The family {Vyp1 x Wy, €S(p1) of open sets, being an open covering of the compact

Pr1

}ym
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set {p1} x S(p1), has a finite subcovering V)1 x W1 ...,V K X Wy K- Among these finitely
P1 Pl

many open sets, we denote by Vyp1 X Weg— the one that has the smallest open ball V. Then

for any yp, € S(p1), there exists iy, € {1 ., K} such that (p1,yp,) € V lypl X W Lypl . By

the relative Aubin property of S at (phy;l ), for all 2,2’ € [a,b] N Vi T C 1% zyp , we have
pl

SN 1 (&) < M-+ lo—o'|. Letting 2 — pr, we get e(S(pr) NIV 1, S(&") <
Ypq Ypy
(M + ¢€)|lp1 — 2'|| for all 2’ € [a,b] N V- Since yp, € S(p1) N W 4y, , this implies that
Yp1

d(ypy, S(x")) < (M + €)||p1 — 2’||. Taking supremum over yp, € S(p1), we have
e(S(p1),S(z") < (M +)llp1 —'ll, Va' € [a,0] N Vi (72)
Ifpe Vi then there exists some t,_ € I that is sufficiently close to v := sup I so that
p— = (1—1p_)a+tp_p € Vg Then e(S(p1), S(p-)) < (M +e€)|lp1 — p|| (since p— € Viz—)
and e(S(p-),S(a)) < (M+e€)|lp— —a| (since tp_ € I). Then the triangle inequality for excess
implies that e(S(p1), 5(a)) < e(S(p1), S(p—)) + e(S(p-), S(a) < (M + e)llp1 — p—|| + (M +
€)|lp— —a|| = (M +€)||p1 — al|. Let tp, be the unique number such that p; = (1 —tp, )a+1tp, d.
The above estimate tells us that tp, € I but we also know that t5, > 7 := supI (since
p1 € [p,d] and p1 # p), a contradiction. We then have to conclude that our hypothesis v < 1
is wrong, which means that v = 1. Then we are done, by the argument presented early on.
If, however, p ¢ VW’ we define py := 2 —Ep L and repeat the above procedure. Inductively,

we define pgyq = p+2p’“ € [p,px] C [p,d] for each k > 1 with pr, — p as k — oo. For each
k > 1, we run the procedure described previously to obtain some 3y, € S(py), a neighborhood
Wg— of Yp,, and an open ball Vi— centered at py that is maximally large for the relative
Aubm property of S at (pg,Ypy) Wlth respect to M + € and Wypk' Ifpe Vypk for some k,
then we are done, as the argument in the previous paragraph can be applied in the same
way. Now we show that this must happen: there exists some k > 1 such that p € Vg—
Suppose on the contrary, that p ¢ Vp for all k. Remember that the open ball V-

centered at pj is produced in such a way that any enlargement of its radius would destroy
the relative Aubin property of S at (pg,Tp,) with respect to (M + €) and Wf Then
there exists an open ball V centered at pj such that V is strictly larger than Vf but
does not contain p. Moreover there exist x, ), € [a,b] ﬂ V — such that S(zg) N W; o L
S(x},) + (M + ¢€)||zx — =} ||B. This means the existence of some yk € S(x) N Wy - such that

yk & S(z}) + (M + €)|leg — 27, ||B. (73)
Since pp — p but p ¢ VT for all k, we conclude that the radius of Vf converges to zero.
Similarly the radius of VT converges to zero. Since xj, :ck € Vyp , we conclude that xy, xk —
p. The sequence (x, yx) € gph S|[a p) is bounded since we assume that gph S|[a p) is compact.
Without loss of generality, we can assume that (z,yx) — (p,yp). Then (p,yp) € gph S|(44)-
Since S has the Aubin property relative to [a,b] at (p, yp), there exist neighborhoods Vj, of p
and Wy, of yp such that for all z,2" € [a,b] NV}, S(z) N Wy, C S(z) + (M +€)|lz — 2/||B.
For large k, we have zy, 2}, € [a,b]NV} and yy, € S(zy) N Wy, since (zx,yx) — (p,yp). Then
we have y, € S(x}) + (M + ¢€)|lzg — x||B. This is a contradiction to (73). So we conclude
that there must exist some k& > 1 such that p € Vm. The proof is completed. O

7 Conclusions

In this paper we studied stability of parameterized models relative to nonconvex con-
straint sets. First, employing both graphical derivative and projectional coderivative,
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we established characterizations of stability relative to a class of nonconvex constraint
sets broader than those in previous work. Second, we characterized relative strong
stability via the strict graphical derivative. Third, we applied these results to solu-
tion mappings of generalized equations and obtained characterizations of their relative
stability and relative strong stability, which are then explicated for affine variational
inequalities. Fourth, we proved a global Aubin criterion, which bounds the global Lip-
schitz constant of a set-valued mapping relative to a convex constraint set by the
relative inner norms of graphical derivatives. This result can be viewed as a generaliza-
tion of the mean value theorem to set-valued mappings and provides a new perspective
on stability analysis. In this paper our results are stated and proved in finite dimen-
sional spaces. It is useful to extend them to infinite dimensional spaces, which is a
direction of our future research.
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