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Abstract

This paper investigates non-convex stochastic compositional optimization under heavy-tailed noise,
where the stochastic noise exhibits bounded pth moment with p P p1, 2s. The main challenges arise
from biased gradient estimates of the objective and the violation of the standard bounded-variance
assumption. To address these issues, we propose a generic algorithm framework of Normalized Stochastic
Compositional Gradient methods (NSCG) and explore two specific variance-reduced methods within this
framework: NSCG-M and NSCG-S. Considering both scenarios with and without prior knowledge of
p, we analyze the sample complexity of NSCG-M under standard Lipschitz continuity and smoothness
conditions to find an ϵ-stationary point and that of NSCG-S under additional, yet less stringent than
existing, mean-pth moment Lipschitzness and mean-pth moment smoothness. The sample complexity
orders derived in this paper are competitive with the state-of-the-art results for first-order methods in
single-level non-convex stochastic optimization under heavy-tailed noise. Finally, we report numerical
experiments results showcasing the effectiveness of the proposed methods.

Keywords: Heavy-tailed noise, stochastic compositional optimization, normalization, variance reduction,
sample complexity

1 Introduction

In this paper, we consider the stochastic compositional optimization (SCO) under heavy-tailed noise:

min
xPRd

Ψpxq :“ F pGpxqq “ Eξ„Ξ1rfpEϕ„Ξ2rgpx;ϕqs; ξqs, (P)

where the outer function F : Rq Ñ R with F pyq “ Eξ„Ξ1rfpy; ξqs and the inner function G : Rd Ñ Rq

with Gpxq “ Eϕ„Ξ2rgpx;ϕqs are continuously differentiable for almost every random variable ξ P Ξ1 and
ϕ P Ξ2, respectively, and possibly nonconvex. For problem (P), at any inquiry point x the exact objective
value Gpxq, Jacobian ∇Gpxq, and gradient ∇F pxq are not available, while only stochastic estimates gpx;ϕq,
∇gpx;ϕq, and ∇fpy; ξq can be obtained. Crucially, the underlying distributions are heavy-tailed, meaning
the available stochastic estimates possess only bounded pth (central) moment with p P p1, 2s [36]. Formally,
for any x P Rd and y P Rq,

Er}gpx;ϕq ´ Gpxq}ps ď V p
g , Er}∇gpx;ϕq ´ ∇Gpxq}ps ď V p

J ,

Er}∇fpy; ξq ´ ∇F pyq}ps ď V p
f ,
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where Vg, VJ and Vf are positive scalars.
In many application fields, such as reinforcement learning [14, 2], portfolio optimization [27, 19], mod-

eling the random variables with heavy-tailed distributions (e.g., α-stable or Pareto-type laws) provides a
substantially improved statistical fit. Below we present two examples that motivate the general form of
problem (P).

Example 1.1 (Policy Evaluation for Markov Decision Processes). Consider an infinite-horizon discounted
Markov Decision Process (MDP), denoted as a tuple M “ pS,A, R, P, γ̄q consisting of the state space
S, the action space A, a controlled transition kernel P , a random reward function R with expectation
r : S ˆ A Ñ R, and a discount factor γ̄ P p0, 1q. Let π : S Ñ ΞpSq be a stationary randomized Markov
policy, and define the value function V πpsq “ Er

ř8
t“0 γ̄

trpst, atq|s0 “ ss. Estimating V π amounts to solving
the Bellman equation V π “ rπ ` γ̄P πV π, where rπ and V π can be viewed as vectors. As shown in [32],
this task can be formulated as a SCO problem:

min
xPRd

ℓpErAsx ´ Erbsq,

where ℓ : Rd Ñ R is smooth, ErAs “ pI ´ γ̄P πq, and Erbs “ rπ. This can be formulated as problem (P)
with the outer function fpxq “ ℓpxq and the inner function Gpxq “ ErAsx´Erbs. A multitude of real-world
online decision-making systems exhibit heavy-tailed rewards, which can be mathematically modeled as the
reward functions rπ with finite pth moment [40, 14, 2].

Example 1.2 (Conditional Value-at-Risk). Conditional Value-at-Risk (CVaR) is a widely used risk
metric in portfolio optimization and insurance [27, 19, 26]. For a confidence level α P p0, 1q, CVaRα is
defined as the expected loss beyond the α-quantile of the loss distribution. It admits the variational form
[27]:

CVaRαpYϕq “ inf
uPR

"

u `
1

1 ´ α
EϕrpYϕ ´ uq`s

*

,

where pxq` “ maxp0, xq and u is an auxiliary variable which is bounded below. To address the non-
smoothness of pxq` at x “ 0, we approximate it by a Huber-type function ℓεpxq with parameter ε ą 0,
defined piecewise: ℓεpxq “ 0 for x ď 0, ℓεpxq “ x2{p2εq for 0 ă x ď ε, and ℓεpxq “ x ´ ε{2 otherwise. As
stated in [26], Yϕ may have heavy-tailed distributions with Er}Yϕ}ps ă `8. Minimizing CVaRα is in the
form of the SCO problem (P) with the outer function fpxq “ infutu ` x{p1 ´ αqu and the inner function
Gpxq “ Eϕrℓεpx ´ uqs. In this scenario, we can derive Er}ℓεpYϕ ´ uq}ps ă `8 through simple calculations,
thereby violating the standard assumption of bounded variance.

The presence of heavy-tailed noise directly challenges the standard bounded-variance assumption (i.e.,
p “ 2 in (1)), which serves as the cornerstone for the theoretical guarantees of numerous stochastic
optimization algorithms. Consequently, conventional SCO algorithms lose their theoretical guarantees and
may become ineffective in such settings. Although the variance may not be infinite in practical scenarios,
it can be extremely large, rendering existing SCO algorithms impractical for real-world applications. As
highlighted by an example in [36, Remark 1], the presence of heavy-tailed noise can adversely affect the
convergence of classical stochastic gradient descent algorithms.

1.1 Related work

In recent years, the study of SCO problems with bounded stochastic variances (i.e., problem (P) with
p “ 2) has advanced considerably, driven by growing computational capabilities and large-scale data ap-
plications. Wang et al. [31] introduced the stochastic compositional gradient descent (SCGD) algorithm,
which employs an auxiliary variable to track the inner function. For non-convex SCO problem, SCGD
obtains a sample complexity Opϵ´8q to find an ϵ-stationary point, a point with expected gradient norm
below ϵ. Subsequent accelerations via extrapolation techniques improved the sample complexity to Opϵ´7q.

2



This accelerated variant was later extended to handle non-smooth penalty terms while maintaining the
same sample complexity [32]. Chen et al. [3] proposed a stochastically corrected stochastic compositional
gradient (SCSC) method with sample complexity in order Opϵ´4q, incorporating a linear correction term
for the inner function estimate. By lifting the problem to a higher-dimensional space, Ghadimi et al. [10]
developed the nested averaged stochastic approximation (NASA) algorithm for the non-convex SCO prob-
lems with convex set constraints, also achieving Opϵ´4q sample complexity. In [33], the authors proposed
data-driven schemes for addressing misspecified SCO problems. Moreover, various variance reduction tech-
niques have also been incorporated into SCO algorithms, leading to improved sample complexity under
some additional assumptions (such as, uniform Lipschitzness or average smoothness). Specifically, by
the idea of stochastic recursive gradient descent, Hu et al. [13] developed an algorithm named SARAH-
Compositional, achieving the sample complexity of Opϵ´3q. In [37], the authors proposed a composite
gradient method with incremental variance reduction (denoted as CIVR) for the SCO problem with a de-
terministic outer function, which employs the stochastic path-integrated differential estimator (SPIDER)
[8]. Chen and Zhou [4] improved the CIVR with the momentum scheme, resulting in the MVRC algo-
rithm for non-smooth regularized SCO. Further extensions include a normalized proximal approximate
gradient method with nested variance reduction [38] and projection-free variance-reduced methods [17].
Despite these advances, the theoretical analysis in all aforementioned works fundamentally depends on the
bounded-variance assumption, rendering them inapplicable to the heavy-tailed noise setting considered in
this work.

Existing algorithms for handling heavy-tailed noise have primarily focused on single-level stochastic
optimization (SO):

min
xPRd

Gpxq :“ Eϕ„Ξ2rgpx;ϕqs, (2)

where the stochastic estimate ∇gpx;ϕq is unbiased with respect to Gpxq and its error possesses a bounded
pth moment. A prevalent strategy to mitigate the impact of heavy-tailed noise is the gradient clipping
technique, which thresholds gradient norms to suppress outliers. Zhang et al. [36] first applied this
technique to non-convex SO problem (2), proposing a clipped stochastic gradient descent method (SGD-C)

that attains a sample complexity of Opϵ
´

3p´2
p´1 q in expectation, together with a matching sample complexity

lower bound. Subsequent works have aimed to improve these guarantees. Cutkosky et al. [5] combined

gradient clipping with normalization and momentum, achieving the sample complexity of Õpϵ
´

3p´2
p´1 q in high-

probability sense, where Õp¨q further hides the poly-logarithmic factors. Liu et al. [22] further introduced
the variance reduction strategy to break the previous lower bound, and then attain an improved sample

complexity of Õpϵ
´

2p´1
p´1 q based on the uniform Lipschitzness of ∇g. Relying solely on gradient clipping

technique, Nguyen et al. [24] established a high-probability convergence result for the SGD-C that match
the lower bound of the convergence rate. In recent years, a variety of other stochastic optimization
algorithms with gradient clipping have also been developed to mitigate the effects of heavy-tailed noise
[20, 29, 25, 18, 11, 35].

More recent study indicates that, while gradient clipping-based algorithms can provide convergence
guarantees, there is a discrepancy between the theoretical insights and practical applications of this tech-
nique. Specifically, as stated in [15, 12], large clipping thresholds are required to ensure theoretically
convergence, whereas small thresholds are typically employed in real-world applications. This has mo-
tivated the development of clipping-free algorithms. Sun et al. [30] proposed a normalized SGD with

momentum (NSGD-M) achieving the sample complexity of Opϵ
´

3p´2
p´1 q. By incorporating a variance reduc-

tion technique, they also developed the NSGD-VR methods, improving sample complexity to Opϵ
´

2p´1
p´1 q

with the uniform Lipschitzness condition on ∇g. Under generalized heavy-tailed noise, Liu and Zhou [23]
proposed a batched variant of NSGD-M. The notable work [15] indicates that normalized SGD (NSGD)
algorithm with batched sampling can also effectively handle the heavy-tailed noise. Convergence results
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were established in both expectation and high-probability sense, matching existing lower bounds of sample
complexity. Moreover, the convergence results of the NSGD-M without batched sampling were analyzed
in [15]. He et al. [12] designed NSGD-M variants using three momentum strategies, achieving optimal
complexity without the requirement of explicit knowledge of problem-specific quantities. More recently, the
vanilla SGD algorithm, devoid of any additional strategies such as gradient clipping or normalization, has
been demonstrated to effectively handle heavy-tailed noise in [16]. However, under standard smoothness

assumptions, its sample complexity with Opϵ
´

2p
p´1 q is suboptimal for non-convex SO problem (2). Despite

these extensive advances for SO under heavy-tailed noise, the intricate compositional structure of the SCO
problem (P) prevents the direct and efficient application of existing algorithms, calling for novel algorithmic
designs tailored to this setting.

1.2 Challenges

The main challenges in solving the SCO problem (P) with heavy-tailed noise lie in its compositional
structure and the failure of the standard bounded-variance assumption. In particular, the algorithms
developed in this paper needs to resolve the following issues.

• Existing algorithms that effectively handle heavy-tailed noise in SO (2) crucially rely on the unbi-
asedness of the stochastic gradient estimator. In the SCO problem (P), however, the randomness in
both layers of functions makes it difficult to construct an unbiased estimator for the gradient of the
compositional objective. This structural limitation prevents the direct application of SO methods to
the SCO context.

• Conventional SCO algorithms, whose convergence analysis depends heavily on the bounded-variance
assumption, are no longer theoretically justified in the presence of heavy-tailed noise. Moreover,
even seemingly mild assumptions, such as the uniform Lipschitzness of the inner function g, must be
carefully re-examined to ensure they remain compatible with heavy-tailed distributional assumptions.

1.3 Contributions

In this work we study the SCO problem (P) under heavy-tailed noise. We propose an algorithm framework
for Normalized Stochastic Compositional Gradient methods (NSCG), which relies on estimates for the
inner function G, its Jacobian ∇G, and the outer gradient ∇F , and updates variables via gradient normal-
ization. We introduce two specific variance-reduced methods, NSCG-M and NSCG-S, and provide a sample
complexity analysis for finding an ϵ-stationary point (see (3)). Under standard Lipschitzness and smooth-

ness conditions, NSCG-M achieves a sample complexity of Opϵ
´

3p´2
p´1 q with the prior knowledge of p, and

Opϵ
´

2p
p´1 q when p is unknown. By further introducing the mean-pth moment Lipschitzness and mean-pth

moment smoothness (Assumptions 4), NSCG-S attains the sample complexity of Opϵ
´

2p´1
p´1 q if p is known.

Without prior knowledge of p, the corresponding sample complexity order becomes Opϵ
´

3p
2p´2 q. Moreover,

when p “ 2, they recover the optimal sample complexity Opϵ´3q obtained by first order algorithms for
SCO problems. A detailed comparison with existing algorithms is summarized in Table 1.

1.4 Notations and organization

For any integer T ě 1, rT s denotes the set t1, 2, ..., T u. The Euclidean norm of a vector x P Rd is
}x} “

?
xJx, and the corresponding operator norm For a matrix A P Rqˆd is }A} “ maxt}Ax} | }x} “ 1u.

The standard Euclidean inner product is written as x¨, ¨y.
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Table 1: Sample complexity of related algorithms for finding an ϵ-stationary point in non-convex
SO and SCO.

Problem Algorithm
Moment
Order

Assumptions
Sample

Complexity

NSGD-M [23, 15] p P p1, 2s Lipschitzness of ∇G
Opϵ

´
3p´2
p´1 q

Opϵ
´

2p
p´1 q

˚

SO (2) NSGD-VR [30] p P p1, 2s
Uniform

Lipschitzness of ∇g
Opϵ

´
2p´1
p´1 q

NSGD-M [12] p P p1, 2s

Lipschitzness of ∇G;
Mean-pth moment
smoothness of g

Opp 1
ϵ
logp 1

ϵ
qq

2p´1
p´1 q

Opp 1
ϵ
logp 1

ϵ
qq

3p
2p´2 q

˚

NASA [10] p “ 2
Lipschitzness of
F , ∇F , G, ∇G

Opϵ´4
q

SCSC [3] p “ 2
Uniform Lipschitzness

of ∇f , ∇g
Opϵ´4

q

MVRC [4] p “ 2
Uniform Lipschitzness

of f , ∇f , g, ∇g
Opϵ´3

q

SCO (P) NSCG-M p P p1, 2s
Lipschitzness of
F , ∇F , G, ∇G

Opϵ
´

3p´2
p´1 q

(Theorem 1)

Opϵ
´

2p
p´1 q

˚

(Theorem 2)

NSCG-S p P p1, 2s

Lipschitzness of
F , ∇F , G, ∇G;

Mean-pth moment
Lipschitzness of g;
Mean-pth moment
smoothness of f , g

Opϵ
´

2p´1
p´1 q

(Theorem 3)

Opϵ
´

3p
2p´2 q

˚

(Theorem 4)

1 Uniform Lipschitzness of function g denotes that for any x, y P Rd, there exits a constant ℓ ą 0 such that
}gpx;ϕq´gpy;ϕq} ď ℓ}x´y} for almost every ϕ, and Lipschitzness of function G refers to }Gpxq´Gpyq} ď ℓ}x´y}.

2 Mean-pth moment Lipschitzness of g refers to Assumption 4 (a). Mean-pth moment smoothness of g and f refers
to Assumption 4 (b) and (c), respectively.

3 The asterisk ˚ indicates the sample complexity without prior knowledge of the tail index p.
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The remainder of the paper is structured as follows. Section 2 presents the foundational assumptions.
Section 3 introduces a general framework for NSCG methods. Section 4 details the two specific variance-
reduced methods: NSCG-M and NSCG-S, and analyzes their sample complexity for solving the SCO
problem (P) under heavy-tailed noise. Numerical experiments are reported in Section 5, and conclusions
are drawn in Section 6.

2 Preliminaries

This section presents the foundational assumptions for our analysis and discusses the specific challenges
of solving the SCO problem (P) under heavy-tailed noise. We begin by stating the assumptions used
throughout the remainder of this paper.

Assumption 1 The objective function Ψpxq is bounded below, i.e., Ψ˚ “ infxPRd Ψpxq ą ´8.

Assumption 2 The function F is ℓF -Lipschitz continuous and its gradient function ∇F is LF -Lipschitz
continuous, and the function G is ℓG-Lipschitz continuous and its Jacobian ∇G is LG-Lipschitz continuous.

The above two assumptions are standard in SCO literature (see e.g., [4, 37, 10]). We proceed by presenting
the crucial assumptions of unbiasedness and review the assumptions regarding heavy-tailed noise. For
integer t ą 0, let tξkutk“1 „ Ξ1, tϕkutk“1 „ Ξ2, and tϕ̂kutk“1 „ Ξ2 be mutually independent random
variables sampled during the iterative process.

Assumption 3 For any given x P Rd and y P Rq, the stochastic oracle returns stochastic estimates
gpx;ϕtq, ∇fpy; ξtq and ∇gpx; ϕ̂tq that satisfy

Ergpx;ϕtqs “ Gpxq, Er}gpx;ϕtq ´ Gpxq}ps ď V p
g ,

Er∇gpx; ϕ̂tqs “ ∇Gpxq, Er}∇gpx; ϕ̂tq ´ ∇Gpxq}ps ď V p
J ,

Er∇fpy; ξtqs “ ∇F pyq, Er}∇fpy; ξtq ´ ∇F pyq}ps ď V p
f .

Assumption 3 includes the standard bounded-variance condition (when p “ 2), but in general is weaker.
Most existing algorithms designed for handling heavy-tailed noise cannot be directly applied to prob-
lem (P) due to its compositional structure. A key limitation lies in their reliance on unbiased gra-
dient estimates of the overall objective. By the chain rule, the gradient of the objective is given by
∇Ψpxq “ ∇GpxqJ∇fpGpxqq. However, under Assumption 3, the stochastic oracles only provide unbiased
estimates for each individual component, but not for the full composition. And constructing an unbiased
estimate of ∇Ψ is computationally expensive and even infeasible in practice [31, 32, 3]. This fact prevents
the direct application of algorithms designed for the SO problem (2) to the SCO problem (P).

Furthermore, as illustrated by the examples in Introduction, problem (P) involves heavy-tailed noise
in the estimate of the inner function G itself. Such random noise may propagate to the Jacobian estimate,
rendering its stochastic noise distribution heavy-tailed [2]. Consequently, it meets only the bounded-pth
moment condition as stated in Assumption 3, not the standard bounded-variance condition. Moreover,
we consider a general setting that the stochastic estimate noise of gradient ∇F also follows the heavy-
tailed distribution. Due to the compositional form of the gradient ∇GpxqJ∇F pGpxqq, the noise from each
source may further accumulate and propagate through the chain of estimation. This phenomenon leads
to amplified bias and variance in the full gradient estimate. These factors collectively significantly distort
the gradient of Ψpxq, making existing SCO algorithms that rely on finite-variance assumptions ill-suited
for the heavy-tailed setting considered here.
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Algorithm 1

Require: Initial point x1 P Rd, step size α ą 0, time horizon T .
1: for t “ 1, . . . , T do
2: Call the stochastic oracles to construct the estimates gt, ∇gt and ∇ft.
3: Compute the estimate p∇f,g

t “ ∇gJ
t ∇ft.

4: Update variable xt`1 through

xt`1 “ xt ´ α
p∇f,g
t

} p∇f,g
t }

. (4)

5: end for

This work aims to develop tailored algorithms to solve the SCO problem (P) under heavy-tailed noise,
and to establish their sample complexity to find an ϵ-stationary point, i.e., a point x P Rd satisfying

Er}∇Ψpxq}s ď ϵ, (3)

where the expectation is taken with respect to all random variables generated during the algorithm process.

3 Algorithm framework of normalized stochastic compositional gradi-
ent methods

In this section, we propose the algorithm framework of NSCG methods for solving the SCO problem
(P) under heavy-tailed noise, outlined in Algorithm 1. At tth iteration, stochastic oracles provide the
estimates gt, ∇gt, and ∇ft to approximate the true values G, ∇G, and ∇F , respectively. Their composition
p∇f,g
t :“ ∇gJ

t ∇ft serves as an estimate of the full gradient ∇Gpxtq
J∇F pGpxtqq. We do not require the

stochastic estimate p∇f,g
t be unbiased; instead, we focus on controlling the bias of this estimate. As stated

in Assumption 3, heavy-tailed noise violates the standard assumption of bounded variance, leading to
significantly increased bias in stochastic estimates. To mitigate this effect, we normalize the estimate
p∇f,g
t before updating xt along its negative direction. This normalization strategy effectively transfers the

estimation bias to be precisely controlled by the step size α [5]. As a result, desired convergence properties
can be obtained through a carefully tuned step size schedule. For convenience, let

∆t :“ Ψpxtq ´ Ψ˚, p∇f,g
t :“ ∇gJ

t ∇ft, p∇g
t :“ ∇gJ

t ∇F pgtq, ∇g
t :“ ∇Gpxtq

J∇F pgtq.

The following lemma provides an estimate on the averaged gradient norm at iterates.

Lemma 1 Suppose Assumptions 1 and 2 hold. Then, the iterates generated by Algorithm 1 satisfies

1

T

T
ÿ

t“1

Er}∇Ψpxtq}s ď
2

T

T
ÿ

t“1

Er} p∇f,g
t ´ p∇g

t }s `
2ℓF
T

T
ÿ

t“1

Er}∇gt ´ ∇Gpxtq}s

`
2ℓGLF

T

T
ÿ

t“1

Er}gt ´ Gpxtq}s `
∆1

αT
`

αL

2
,

(5)

where L :“ ℓ2GLF ` LGℓF .
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Proof. From Assumption 2, ∇Ψ is L-Lipschitz continuous (see, e.g. [10]). It follows that

Ψpxt`1q ´ Ψpxtq

ď x∇Ψpxtq, xt`1 ´ xty `
L

2
}xt`1 ´ xt}

2

“ ´αx∇Ψpxtq,
p∇f,g
t

} p∇f,g
t }

y `
α2L

2

“ ´α} p∇f,g
t } ` αx p∇f,g

t ´ ∇Ψpxtq,
p∇f,g
t

} p∇f,g
t }

y `
α2L

2

p˚q

ď ´α} p∇f,g
t } ` α} p∇f,g

t ´ ∇Ψpxtq} `
α2L

2

ď ´α}∇Ψpxtq} ` 2α
´

} p∇f,g
t ´ p∇g

t } ` } p∇g
t ´ ∇g

t } ` }∇g
t ´ ∇Ψpxtq}

¯

`
α2L

2
,

where p˚q is by

x p∇f,g
t ´ ∇Ψpxtq, p∇f,g

t {} p∇f,g
t }y ď } p∇f,g

t ´ ∇Ψpxtq}} p∇f,g
t {} p∇f,g

t }} “ } p∇f,g
t ´ ∇Ψpxtq},

and the last inequality is due to

}∇Ψpxtq} ď } p∇f,g
t } ` } p∇f,g

t ´ p∇g
t } ` } p∇g

t ´ ∇g
t } ` }∇g

t ´ ∇Ψpxtq}.

Taking the expectation on both sides gives

ErΨpxt`1qs ´ ErΨpxtqs ď 2αEr} p∇f,g
t ´ p∇g

t }s ` 2αEr} p∇g
t ´ ∇g

t }s

` 2αEr}∇g
t ´ ∇Ψpxtq}s ´ αEr}∇Ψpxtq}s `

α2L

2
.

(6)

By Assumption 2, we obatin

Er} p∇g
t ´ ∇g

t }s ď Er}∇gt ´ ∇Gpxtq}}∇F pgtq}s ď ℓFEr}∇gt ´ ∇Gpxtq}s.

An analogous inequality also holds for Er}∇g
t ´ ∇Ψpxtq}s:

Er}∇g
t ´ ∇Ψpxtq}s ď Er}∇Gpxtq}}∇F pgtq ´ ∇F pGpxtqq}s ď ℓGLFEr}gt ´ Gpxtq}s.

Substituting the above two inequalities into (6) and adding up the recursion from t “ 1 to T yield the
desired result. ˝

According to Lemma 1, a convergence guarantee follows if we can control the cumulative errors in (5),

i.e.,
řT

t“1 Er} p∇f,g
t ´ p∇g

t }s,
řT

t“1 Er}∇gt´∇Gpxtq}s, and
řT

t“1 Er}gt´ Gpxtq}s. This motivates our algorithm
designs and analysis in the next section.

4 Variance-reduced NSCG methods

The key step in Algorithm 1 is the construction of stochastic estimates gt, ∇gt and ∇ft. This section
presents two variance-reduced methods based on the mini-batch estimator and SPIDER, respectively. We
will establish the sample complexity of each method for finding an ϵ-stationary point of the SCO problem
(P). To proceed, we first introduce three technical lemmas.
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Lemma 2 ([15, Lemma 10]) Let p P p1, 2s, and M1, . . . ,Mn P Rd be a martingale difference sequence
satisfying Er}Mj}

ps ă `8 for all j “ 1, . . . , n. Then,

E

«›

›

›

›

›

n
ÿ

j“1

Mj

›

›

›

›

›

pff

ď 2
n

ÿ

j“1

E r}Mj}
ps .

Lemma 3 ([7, Example 4.1.7]) Let X and Y be independent random variables valued in pE1,Σ1q and
pE2,Σ2q. For any measurable h : E1 ˆ E2 Ñ Rd with Er}hpX,Y q}s ă `8, define gpxq “ Erhpx, Y qs. Then
it holds almost surely that ErhpX,Y q | Xs “ gpXq.

Lemma 4 ([28, Theorem 6.3]) For any a, b P Rd and b ‰ 0, it holds that

}a ` b}p ď 22´p}a}p ` }b}p ` p
xa, by

}b}2´p
.

4.1 The NSCG-M method

NSCG-M refers to Algorithm 1 that uses mini-batch estimator to generate stochastic estimates. More
specifically, at tth iteration of Algorithm 1, we generate three index sets consisting i.i.d. samples:

Bt,1 “ tϕ
p1q

t , ϕ
p2q

t , . . . , ϕ
pBt,1q

t u, Bt,2 “ tϕ̂
p1q

t , ϕ̂
p2q

t , . . . , ϕ̂
pBt,2q

t u, Bt,3 “ tξ
p1q

t , ξ
p2q

t , . . . , ξ
pBt,3q

t u,

where Bt,1, Bt,2 and Bt,3 are positive integers. Then, we compute the estimates

gt “
1

Bt,1

Bt,1
ÿ

i“1

gpxt;ϕ
piq
t q, ∇gt “

1

Bt,2

Bt,2
ÿ

i“1

∇gpxt; ϕ̂
piq
t q, ∇ft “

1

Bt,3

Bt,3
ÿ

i“1

∇fpgt; ξ
piq
t q. (7)

Although NSCG-M can be regarded as an extension of the algorithm in [15] to the SCO problem (P) under
heavy-tailed noise, it is not trivial to analyze its theoretical behavior due to the challenges we mentioned
earlier. We then provide upper bounds for the three error estimates in NSCG-M.

Lemma 5 Suppose that Assumptions 2 and 3 hold. Let tpxt, gt,∇gt,∇ftqu be the sequence generated by
NSCG-M. Then, for any t P rT s,

Er} p∇f,g
t ´ p∇g

t }s ď 4pVJ ` ℓGqVfB
´

p´1
p

t,3 , (8)

Er}∇gt ´ ∇Gpxtq}s ď 2VJB
´

p´1
p

t,2 , (9)

Er}gt ´ Gpxtq}s ď 2VgB
´

p´1
p

t,1 . (10)

Proof. By the independence of Bt,1, Bt,2, and Bt,3, we obtain

Er} p∇f,g
t ´ p∇g

t }|xt, gts ď Er}∇gt}|xtsEr}∇ft ´ ∇F pgtq}|gts

ď

¨

˝

1

Bt,2

Bt,2
ÿ

i“1

E
”›

›

›
∇g

´

xt; ϕ̂
piq
t

¯›

›

›
|xt

ı

˛

‚

¨
1

Bt,3
E

»

–

›

›

›

›

›

›

Bt,3
ÿ

i“1

´

∇f
´

gt; ξ
piq
t

¯

´ ∇F pgtq
¯

|gt

›

›

›

›

›

›

fi

fl .

(11)

9



For the first term on the right-hand side of the aforementioned inequality, Jensen’s inequality implies that

1

Bt,2

Bt,2
ÿ

i“1

E
”›

›

›
∇g

´

xt; ϕ̂
piq
t

¯›

›

›
|xt

ı

ď
1

Bt,2

Bt,2
ÿ

i“1

E
”›

›

›
∇g

´

xt; ϕ̂
piq
t

¯›

›

›

p
|xt

ı
1
p

ď
2

Bt,2

Bt,2
ÿ

i“1

E
”›

›

›
∇g

´

xt; ϕ̂
piq
t

¯

´ ∇Gpxtq
›

›

›

p
` }∇Gpxtq}p|xt

ı
1
p

ď 2pVJ ` ℓGq,

(12)

where the last inequality is by Assumptions 2 and 3 and the fact that pa ` bq
1
p ď a

1
p ` b

1
p with a, b ě 0.

Next, we use Lemma 2 to bound Er}
řBt,3

i“1 p∇fpgt; ξ
piq
t q ´ ∇F pgtqq}|gts, which follows the proof of [15,

Proposition 1]. Let M i
t :“ ∇fpgt; ξ

piq
t q ´ ∇F pgtq, i “ 1, . . . , Bt,3. Based on the fact that M1

t , ¨ ¨ ¨ ,M i
t are

independent random variables and gt is σpM1
t , ¨ ¨ ¨ ,M i´1

t q measurable, we have

ErM i
t |M1

t , ¨ ¨ ¨ ,M i´1
t s “ Er∇fpgt; ξ

piq
t q ´ ∇F pgtq|gts “ 0.

Additionally, by Assumption 3, we obtain

Er}M i
t }ps “ ErEr}∇fpgt; ξ

piq
t q ´ ∇F pgtq}p|gtss ď V p

f ă `8.

Thus, applying Lemma 2 yields

E

»

–

›

›

›

›

›

›

Bt,3
ÿ

i“1

´

∇f
´

gt; ξ
piq
t

¯

´ ∇F pgtq
¯

›

›

›

›

›

›

pfi

fl ď 2

Bt,3
ÿ

i“1

E
”›

›

›
∇f

´

gt; ξ
piq
t

¯

´ ∇F pxtq
›

›

›

pı

ď 2Bt,3V
p
f . (13)

Let Z “ pξ
p1q

t , . . . , ξ
pBt,3q

t q and spgt, Zq “ }
řBt,3

i“1 p∇fpgt; ξ
piq
t q ´ ∇F pgtqq}p. According to the independence

of gt and Z, we apply Lemma 3 obtaining

E rspgt, Zq|gts
1
p “ E

»

–

›

›

›

›

›

›

Bt,3
ÿ

i“1

´

∇f
´

gt; ξ
piq
t

¯

´ ∇F pgtq
¯

›

›

›

›

›

›

pfi

fl

1
p

(13)
ď 2B

1
p

t,3Vf .

Furthermore, applying Jensen’s inequality gives

E

»

–

›

›

›

›

›

›

Bt,3
ÿ

i“1

´

∇f
´

gt; ξ
piq
t

¯

´ ∇F pgtq
¯

›

›

›

›

›

›

|gt

fi

fl ď Erspgt, Zq|gts
1
p ď 2B

1
p

t,3Vf . (14)

Finally, taking the expectation over (11) and substituting (12) and (14) leads to (8). Through completely
similar analyses, we can also obtain (9) and (10). ˝

We now establish the sample complexity results of NSCG-M to find an ϵ-stationary point.

Theorem 1 (complexity with known p) Suppose Assumptions 1, 2, and 3 hold, and for any given

T P N`, let α “ p∆1
LT q

1
2 . The estimates in (7) use the batch sizes Bt,1 “ rpb1T q

p
2p´2 s with b1 “

16ℓ2GL2
FV 2

g

∆1L
,

Bt,2 “ rpb2T q
p

2p´2 s with b2 “
16ℓ2FV 2

J
∆1L

, and Bt,3 “ rpb3T q
p

2p´2 s with b3 “
64pVJ`ℓGq2V 2

f

∆1L
. Then, the iterates

generated by NSCG-M satisfy

1

T

T
ÿ

t“1

Er}∇Ψpxtq}s “ O
´

T´ 1
2

¯

,

and the sample complexity to find an ϵ-stationary point is in order Opϵ
´

3p´2
p´1 q.
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Proof. By substituting the results in Lemma 5 into Lemma 1, we obtain

1

T

T
ÿ

t“1

Er}∇Ψpxtq}s ď
4

T

T
ÿ

t“1

ˆ

2pVJ ` ℓGqVfB
´

p´1
p

t,3 ` ℓFVJB
´

p´1
p

t,2 ` ℓGLFVgB
´

p´1
p

t,1

˙

`
∆1

αT
`

αL

2
. (15)

According to the choice of parameters α, Bt,1 Bt,2 and Bt,3, we further have

1

T

T
ÿ

t“1

Er}∇Ψpxtq}s ď
8pVJ ` ℓGqVf

pb3T q
1
2

`
4ℓFVJ

pb2T q
1
2

`
4ℓGLFVg

pb1T q
1
2

`

?
∆1L

T
1
2

`

?
∆1L

2T
1
2

ď
5

?
∆1L

T
1
2

“ O
´

T´ 1
2

¯

.

To find an ϵ-stationary point, we set the number of iterations T “ Opϵ´2q. Consequently, the total sample
complexity (denoted as N) is calculated as

N “

T
ÿ

t“1

pBt,1 ` Bt,2 ` Bt,3q “ O

˜

´

pb1q
p

2p´2 ` pb2q
p

2p´2 ` pb3q
p

2p´2

¯

ˆ

∆1L

ϵ2

˙1`
p

2p´2

¸

“ O
´

ϵ
´

3p´2
p´1

¯

.

This completes the proof. ˝

NSCG-M achieves the same order of sample complexity as the algorithms for non-convex SO problems
(2) [36, 15, 30, 23, 12]. Moreover, when p “ 2 (i.e., the finite variance case), the sample complexity of
NSCG-M reduces to Opϵ´4q, matching the optimal results in the existing work of non-convex SCO problems
[10, 3].

Theorem 1 establishes the sample complexity of NSCG-M when the tail index p is known. However, in
many practical computations it is difficult to determine the value of p. Under such circumstances, NSCG-M
owns the following properties.

Theorem 2 (complexity with unknown p) Suppose Assumptions 1, 2, and 3 hold, and for any given

T P N`, let α “ p∆1
LT q

1
2 . The estimates in (7) use the batch sizes Bt,1 “ rb1T s with b1 “ ℓ2GL

2
FV

2
g ,

Bt,2 “ rb2T s with b2 “ ℓ2FV
2
J , and Bt,3 “ rb3T s with b3 “ pVJ ` ℓGq2V 2

f . Then, the iterates generated by
NSCG-M satisfy

1

T

T
ÿ

t“1

Er}∇Ψpxtq}s“O

˜

ppVJ ` ℓGqVf q
2´p
p ` pℓFVJq

2´p
p ` pℓGLFVgq

2´p
p

T
p´1
p

`

?
∆1L

T
1
2

¸

,

which is in order OpT
´

p´1
p q. Moreover, the sample complexity of NSCG-M to find an ϵ-stationary point of

problem (P) is in order Opϵ
´

2p
p´1 q.

Proof. Inequality (15) in the proof of Theorem 1 remains valid. With the chosen parameters α, Bt,1,
Bt,2, and Bt,3, it follows directly that

1

T

T
ÿ

t“1

Er}∇Ψpxtq}s ď
8pVJ ` ℓGqVf

pb3T q
p´1
p

`
4ℓFVJ

pb2T q
p´1
p

`
4ℓGLFVg

pb1T q
p´1
p

`

?
∆1L

T
1
2

`

?
∆1L

2T
1
2

ď
8ppVJ ` ℓGqVf q

2´p
p ` 4pℓFVJq

2´p
p ` 4pℓGLFVgq

2´p
p

T
p´1
p

`
2
?
∆1L

T
1
2

“ O

˜

ppVJ ` ℓGqVf q
2´p
p ` pℓFVJq

2´p
p ` pℓGLFVgq

2´p
p

T
p´1
p

`

?
∆1L

T
1
2

¸

“ O
´

T
´

p´1
p

¯

.
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Following the same derivation logic as in Theorem 1, the sample complexity to find an ϵ-stationary point
is

N “ O

˜

pb1 ` b2 ` b3q

ˆ

∆1L

ϵ
p

p´1

˙1`1
¸

“ O
´

ϵ
´

2p
p´1

¯

.

This completes the proof. ˝

The proof of Theorem 2 follows a reasoning similar to that of Theorem 1. Note that Theorem 2 presents

a sample complexity of Opϵ
´

2p
p´1 q, matching the result for the SO methods without the prior knowledge of

p [12, 23]. Moreover, for p “ 2, this result can still be reduced to the sample complexity of Opϵ´4q.

4.2 The NSCG-S method

NSCG-S refers to Algorithm 1 using the variance reduction technique SPIDER [8]. Formally, NSCG-S
is a double-loop method. In each outer iteration t P rT s, we use large sample sizes Bt,1, Bt,2 and Bt,3 to
construct the estimates of Gpxt,0q, ∇Gpxt,0q and ∇F pgt,0q, respectively. For inner iteration j P rτt ´ 1s

with integer τt ě 1, the SPIDER estimator is employed in combination with relatively smaller sample sets
St,j,1, St,j,2 and St,j,3 to construct the estimates of Gpxt,jq, ∇Gpxt,jq and ∇F pgt,jq, respectively. More
specifically, at tth outer iteration, stochastic estimates are constructed through

gt,0 “
1

Bt,1

Bt,1
ÿ

i“1

gpxt,0;ϕ
piq
t q,

∇gt,0 “
1

Bt,2

Bt,2
ÿ

i“1

∇gpxt,0; ϕ̂
piq
t q,

∇ft,0 “
1

Bt,3

Bt,3
ÿ

i“1

∇fpgt,0; ξ
piq
t q,

(16)

where Bt,k “ |Bt,k|, k “ 1, 2.3. Within the inner iterations, they are built in the following manner, that is
for j P rτt ´ 1s,

gt,j “ gt,j´1 `
1

St,1

St,1
ÿ

i“1

´

g
`

xt,j ;ϕ
piq
t,j

˘

´ g
`

xt,j´1;ϕ
piq
t,j

˘

¯

, (17)

∇gt,j “ ΠR

»

–∇gt,j´1 `
1

St,2

St,1
ÿ

i“1

´

∇g
`

xt,j ; ϕ̂
piq
t,j

˘

´ ∇g
`

xt,j´1; ϕ̂
piq
t,j

˘

¯

fi

fl , (18)

∇ft,j “ ∇ft,j´1 `
1

St,3

St,1
ÿ

i“1

´

∇f
`

gt,j ; ξ
piq
t,j

˘

´ ∇f
`

gt,j´1; ξ
piq
t,j

˘

¯

, (19)

where St,k “ |St,j,k| for k “ 1, 2, 3, and the projection operator ΠR for R ą 0 is defined as ΠRpxq “

argmin}z}ďR }z ´ x}2. The projection operator plays a crucial role in bounding the stochastic Jacobian
estimate ∇gt,j . Finally, the inner iteration ends after setting xt`1,0 “ xt,τt .

To establish the sample complexity of SCO algorithms based on variance reduction techniques, existing
analysis (such as those in [13, 4, 38, 21]) typically requires gpx;ϕq satisfy uniform Lipschitzness, i.e., for
any x, y P Rd, }gpx;ϕq ´ gpy;ϕq} ď ℓg}x ´ y} for almost every ϕ, with ℓg ą 0. However, this assumption
is not applicable to the problem (P) under heavy-tailed noise. Specifically, the uniform Lipschitzness and

12



almost-sure differentiability of gp¨;ϕq implies }∇gpx;ϕq} ď ℓg for any x P Rd. Then, for some x P Rd

satisfying }∇Gpxq} ă `8, there exists a ą p such that

Er}∇gpx;ϕq ´ ∇Gpxq}as ď Er}∇gpx;ϕq}a ` }∇Gpxq}as ă `8,

which contradicts the Assumption 3 that only guarantees a finite pth moment. Therefore, a weaker
assumption is needed for (P) under heavy-tailed noise.

Assumption 4 The following conditions hold concerning problem (P).

(a) (Mean-pth moment Lipschitzness of g) There exists ℓg ą 0 such that

Er}gpx;ϕq ´ gpy;ϕq}ps ď ℓpg}x ´ y}p, @x, y P Rd.

(b) (Mean-pth moment smoothness of g) There exists Lg ą 0 such that

Er}∇gpx;ϕq ´ ∇gpy;ϕq}ps ď Lp
g}x ´ y}p, @x, y P Rd.

(c) (Mean-pth moment smoothness of f) There exists Lf ą 0 such that

Er}∇fpx; ξq ´ ∇fpy; ξq}ps ď Lp
f }x ´ y}p, @x, y P Rq.

Remark 1 Note that Assumption 4 (a) combining the almost-sure differentiability of gp¨;ϕq implies Er}∇gpx;ϕq}ps ď

ℓpg for any x P Rd. It is noteworthy that, Assumption 4 (a) can be implied by the uniform Lipschitzness
of gpx;ϕq. Moreover, it also recovers the condition of bounded second moment (i.e., Er}∇gpx;ϕq}2s ď ℓ2g),
which is standard in the SCO literature [3, 10, 34]. When p “ 2, Assumption 4 (a) reduces to the mean-
squared Lipschitzness (such as in [17, 39]). Similarly, Assumption 4 (b) and (c) are relaxed conditions
tailored for heavy-tailed noise settings. Similar conditions in the SO literature relate to the so-called “weakly
average smoothness” [12, 9]. For p “ 2, they recover the standard mean-squared smoothness as seen in
[8, 6, 17, 39]. Therefore, when 1 ă p ă 2, our Assumption 4 is strictly milder and better aligned with the
behavior of heavy-tailed noise.

Next, we redefine the relevant notation for NSCG-S. For any t P rT s and j P rτt ´ 1s, let

∆t,j :“ Ψpxt,jq ´ Ψ˚, p∇f,g
t,j :“ ∇gJ

t,j∇ft,j ,

p∇g
t,j :“ ∇gJ

t,j∇F pgt,jq, ∇g
t,j :“ ∇Gpxt,jq

J∇F pgt,jq,

and filtration Ft,j be the σ-algebra generated by all random variables used in the first t outer iterations and
the first j inner iterations. Let tpxt,j , gt,j ,∇gt,j ,∇ft,jqu be the sequence generated by NSCG-S. We state
the averaged gradient norm estimate tailored for NSCG-S below, omitting its proof as it follows closely
that of Lemma 5.

Lemma 6 Suppose Assumptions 1 and 2 hold, the iterates generated by NSCG-S satisfies

1

τtT

T
ÿ

t“1

τt´1
ÿ

j“0

Er}∇Ψpxt,jq}s

ď
2

τtT

T
ÿ

t“1

τt´1
ÿ

j“0

Er} p∇f,g
t,j ´ p∇g

t,j}s `
2ℓF
τtT

T
ÿ

t“1

τt´1
ÿ

j“0

Er}∇gt,j ´ ∇Gpxt,jq}s

`
2ℓGLF

τtT

T
ÿ

t“1

τt´1
ÿ

j“0

Er}gt,j ´ Gpxt,jq}s `
∆1,0

ατtT
`

αL

2
,

where L :“ ℓ2GLF ` LGℓF .
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The following lemma provides the upper bounds for the three error terms.

Lemma 7 Suppose Assumptions 2, 3, and 4 hold, and R ě ℓG. Then for any t P rT s and j P rτt ´ 1s,

E r}gt,j ´ Gpxt,jq}s ď 8τ
1
p

t αpℓg ` ℓGqS
´

p´1
p

t,1 ` 2VgB
´

p´1
p

t,1 ,

Er}∇gt,j ´ ∇Gpxt,jq}s ď 8τ
1
p

t αpLg ` LGqS
´

p´1
p

t,2 ` 2VJB
´

p´1
p

t,2 ,

Er} p∇f,g
t,j ´ p∇g

t,j}s ď Rp8τ
1
p

t αpLf ` LF qS
´

p´1
p

t,3 ` 4pVJ ` ℓGqVfB
´

p´1
p

t,3 q.

Proof. Our proof focuses on deriving the upper bound for E r}gt,j ´ Gpxt,jq}s. Bounds for the other two
terms are obtained similarly with only minor modifications.

For E r}gt,j ´ Gpxt,jq}s, we apply Lemma 4 obtaining

E r}gt,j ´ Gpxt,jq}p|Ft,j´1s

ď 22´pE r}gt,j ´ E rgt,j |Ft,j´1s}
p

|Ft,j´1s ` E r}E rgt,j |Ft,j´1s ´ Gpxt,jq}
p

|Ft,j´1s

` pE
„

xgt,j ´ Ergt,j |Ft,j´1s,E rgt,j |Ft,j´1s ´ Gpxt,jqy

}E rgt,j |Ft,j´1s ´ Gpxt,jq}2´p
|Ft,j´1

ȷ

ď 22´pE r}gt,j ´ E rgt,j |Ft,j´1s}
p

|Ft,j´1s ` E r}E rgt,j |Ft,j´1s ´ Gpxt,jq}
p

|Ft,j´1s

` p
xE rgt,j ´ Ergt,j |Ft,j´1s|Ft,j´1s ,E rgt,j |Ft,j´1s ´ Gpxt,jqy

}E rgt,j |Ft,j´1s ´ Gpxt,jq}2´p

ď 22´pE r}gt,j ´ E rgt,j |Ft,j´1s}
p

|Ft,j´1s ` E r}E rgt,j |Ft,j´1s ´ Gpxt,jq}
p

|Ft,j´1s ,

where the second inequality follows from the Ft,j´1-measurability of Gpxt,jq and Ergt,j |Ft,j´1s, and the last
inequality is due to Ergt,j ´ Ergt,j |Ft,j´1s|Ft,j´1s “ 0. Taking total expectation on both sides of the above
inequality yields

E r}gt,j ´ Gpxt,jq}ps ď 22´pE r}gt,j ´ E rgt,j |Ft,j´1s}
p
s ` E r}E rgt,j |Ft,j´1s ´ Gpxt,jq}

p
s

ď 2E r}gt,j ´ E rgt,j |Ft,j´1s}
p
s

loooooooooooooooomoooooooooooooooon

T1

`E r}E rgt,j |Ft,j´1s ´ Gpxt,jq}
p
s

loooooooooooooooooomoooooooooooooooooon

T2

. (20)

Below, we derive an upper bound for T1 and the equivalent form of T2.
Upper bound for T1: By the definition of (17), it follows that

gt,j ´ E rgt,j |Ft,j´1s “ gt,j´1 `
1

St,1

St,1
ÿ

i“1

´

g
´

xt,j ;ϕ
piq
t,j

¯

´ g
´

xt,j´1;ϕ
piq
t,j

¯¯

´ E

»

–gt,j´1 `
1

St,1

St,1
ÿ

i“1

´

g
´

xt,j ;ϕ
piq
t,j

¯

´ g
´

xt,j´1;ϕ
piq
t,j

¯¯

|Ft,j´1

fi

fl

“
1

St,1

St,1
ÿ

i“1

´

g
´

xt,j ;ϕ
piq
t,j

¯

´ g
´

xt,j´1;ϕ
piq
t,j

¯

´ Gpxt,jq ` Gpxt,j´1q

¯

.

(21)

We also apply Lemma 2 to bound the right side of above equality. We denote Mt,j :“ gpxt,j ;ϕ
piq
t,jq ´

gpxt,j´1;ϕ
piq
t,jq ´ Gpxt,jq ` Gpxt,j´1q, and check that for any j P rτt ´ 1s,

E rMt,j |Ft,j´1s

“ E
”

g
´

xt,j ;ϕ
piq
t,j

¯

´ g
´

xt,j´1;ϕ
piq
t,j

¯

´ Gpxt,jq ` Gpxt,j´1q|Ft,j´1

ı

“ E
”

g
´

xt,j ;ϕ
piq
t,j

¯

´ Gpxt,jq|xt,j

ı

` E
”

Gpxt,j´1q ´ g
´

xt,j´1;ϕ
piq
t,j

¯

|xt,j´1

ı

“ 0,
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where the second inequality holds because xt,j and xt,j´1 are Fs´1-measurable and ϕ
piq
t,j is independent

of Ft,j´1, and the last equality is due to the unbiasedness of function gp¨;ϕq. By following a reasoning
analogous to Lemma 5 and invoking the bounded pth moment assumption with the tower property of
expectation, we obtain

Er}Mt,j}
ps “ E

”›

›

›
g

´

xt,j ;ϕ
piq
t,j

¯

´ g
´

xt,j´1;ϕ
piq
t,j

¯

´ Gpxtq ` Gpxt,j´1q

›

›

›

pı

ď 2
´

E
”›

›

›
g

´

xt,j ;ϕ
piq
t,j

¯

´ Gpxt,jq
›

›

›

pı

` E
”›

›

›
g

´

xt,j´1;ϕ
piq
t,j

¯

´ Gpxt,j´1q

›

›

›

pı¯

ď 4V p
g ă `8.

Hence, Lemma 2 gives

E

»

–

›

›

›

›

›

›

St,1
ÿ

i“1

´

g
´

xt,j ;ϕ
piq
t,j

¯

´ g
´

xt,j´1;ϕ
piq
t,j

¯

´ Gpxt,jq ` Gpxt,j´1q

¯

›

›

›

›

›

›

pfi

fl

ď 2

St,1
ÿ

i“1

E
”›

›

›
g

´

xt,j ;ϕ
piq
t,j

¯

´ g
´

xt,j´1;ϕ
piq
t,j

¯

´ Gpxt,jq ` Gpxt,j´1q

›

›

›

pı

Combining the fact that }a ` b}p ď 2}a}p ` 2}b}p, we further obtain

E

»

–

›

›

›

›

›

›

St,1
ÿ

i“1

´

g
´

xt,j ;ϕ
piq
t,j

¯

´ g
´

xt,j´1;ϕ
piq
t,j

¯

´ Gpxt,jq ` Gpxt,j´1q

¯

›

›

›

›

›

›

pfi

fl

ď 4

St,1
ÿ

i“1

´

E
”›

›

›
g

´

xt,j ;ϕ
piq
t,j

¯

´ g
´

xt,j´1;ϕ
piq
t,j

¯›

›

›

pı

` }Gpxt,jq ´ Gpxt,j´1q}
p
¯

ď 4St,1pℓpg ` ℓpGq }xt,j ´ xt,j´1}
p

ď 4αpSt,1pℓpg ` ℓpGq,

(22)

where we apply Assumption 4 (a) and Assumption 2 in the second inequality. From (21), it follows that

T1 “ E r}gt,j ´ E rgt,j |Ft,j´1s }ps

ď E

»

–

›

›

›

›

›

›

1

St,1

St,1
ÿ

i“1

´

g
´

xt,j ;ϕ
piq
t,j

¯

´ g
´

xt,j´1;ϕ
piq
t,j

¯

´ Gpxt,jq ` Gpxt,j´1q

¯

›

›

›

›

›

›

pfi

fl

“
1

Sp
t,1

E

»

–

›

›

›

›

›

›

St,1
ÿ

i“1

´

g
´

xt,j ;ϕ
piq
t,j

¯

´ g
´

xt,j´1;ϕ
piq
t,j

¯

´ Gpxt,jq ` Gpxt,j´1q

¯

›

›

›

›

›

›

pfi

fl

(22)
ď 4αppℓpg ` ℓpGqS1´p

t,1 .

(23)

Equivalent form of T2: Based on the fact that gt,j´1 is a constant conditioning on Ft,j´1 and the

assumption of the unbiasedness for gpxt,j ;ϕ
piq
t,jq and gpxt,j´1;ϕ

piq
t,jq, we obtain

T2 “ E r}E rgt,j |Ft,j´1s ´ Gpxt,jq}
p
s

“ E

»

–

›

›

›

›

›

›

E

»

–gt,j´1 `
1

St,1

St,1
ÿ

i“1

´

g
´

xt,j ;ϕ
piq
t,j

¯

´ g
´

xt,j´1;ϕ
piq
t,j

¯¯

|Ft,j´1

fi

fl ´ Gpxt,jq

›

›

›

›

›

›

pfi

fl

“ E r}gt,j´1 ´ Gpxt,j´1q}
p
s .
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Therefore, substituting the bounds obtained in (23) and (24) into (20) gives

E r}gt,j ´ Gpxt,jq}
p
s ď 8αppℓpg ` ℓpGqS1´p

t,1 ` E r}gt,j´1 ´ Gpxt,j´1q}
p
s

ď 8τtα
ppℓpg ` ℓpGqS1´p

t,1 ` E r}gt,0 ´ Gpxt,0q}
p
s .

Applying Jensen’s inequality and the fact that pa ` bq1{p ď a1{p ` b1{p with a, b ě 0 yields

E r}gt,j ´ Gpxt,jq}s ď 8τ
1
p

t αpℓg ` ℓGqS
´

p´1
p

t,1 ` E r}gt,0 ´ Gpxt,0q}s

ď 8τ
1
p

t αpℓg ` ℓGqS
´

p´1
p

t,1 ` 2VgB
´

p´1
p

t,1 ,

where E r}gt,0 ´ Gpxt,0q}s ď 2VgB
´

p´1
p

t,1 is a direct result of Lemma 5. This completes the proof of the upper
bound for Er}gt,j ´ Gpxt,jq}s.

For Er}∇gt,j ´ ∇Gpxt,jq}s, let

vt,j “ ∇gt,j´1 `
1

St,2

St,1
ÿ

i“1

p∇gpxt,j ; ϕ̂
piq
t,jq ´ ∇gpxt,j´1; ϕ̂

piq
t,jqq,

which implies ∇gt,j “ ΠRrvt,js. With R ě ℓG, we then apply the non-expansive property of the projection
operator to get

Er}∇gt,j ´ ∇Gpxt,jq}s ď Er}ΠRpvt,jq ´ ΠRp∇Gpxt,jqq}s ď Er}vt,j ´ ∇Gpxt,jq}s.

The desired result can be obtained by an entirely analogous proof process.
For Er} p∇f,g

t,j ´ p∇g
t,j}s, it holds that

Er} p∇f,g
t,j ´ p∇g

t,j}s ď Er}∇gt,j}}∇ft,j ´ ∇F pgt,jq}s ď REr}∇ft,j ´ ∇F pgt,jq}s,

where the last inequality is because the projection operator maps any matrix into the norm ball of radius R.

Note that gt,j depends on the newly sampled random variables tϕ
p1q

t,j , . . . , ϕ
pSt,1q

t,j u, hence we need to enlarge

the filtration Ft accordingly. Let rFt :“ Ft _ σpϕ
p1q

t,j , . . . , ϕ
pSt,1q

t,j q be the smallest σ-algebra containing both

Ft and σpϕ
p1q

t,j , . . . , ϕ
pSt,1q

t,j q. A similar proof process then yields the desired result. ˝

Now, we are ready to present the main result concerns with NSCG-S method.

Theorem 3 (complexity with known p) Suppose Assumptions 1, 2, 3, and 4 hold. For any given

T P N`, let τt “ τ “ T and α “ 2
T pL`2q

. The estimates in (16) use the batch sizes Bt,1 “ rpb1T q
p

p´1 s with

b1 “ 12ℓGLFVg, Bb,2 “ rpb2T q
p

p´1 s with b2 “ 12ℓFVJ , Bt,3 “ rpb3T q
p

p´1 s with b3 “ 24RpVJ ` ℓGqVf , and

the estimates in (18), (18), and (19) use the batch sizes St,1 “ rps1τ
1
p q

p
p´1 s with s1 “ 48ℓGLF pℓg ` ℓGq,

St,2 “ rps2τ
1
p q

p
p´1 s with s2 “ 48ℓF pLg `LGq, and St,3 “ rps3τ

1
p q

p
p´1 s with s3 “ 48RpLf `LF q, respectively.

Then, the iterates generated by NSCG-S satisfy

1

τtT

T
ÿ

t“1

τt´1
ÿ

j“0

Er}∇Ψpxt,jq}s “ O
`

T´1
˘

,

and the sample complexity to find an ϵ-stationary point of problem (P) is in order Opϵ
´

2p´1
p´1 q.
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Proof. Substituting the results in Lemma 7 into the Lemma 6 gives

1

τtT

T
ÿ

t“1

τt´1
ÿ

j“0

Er}∇Ψpxt,jq}s

ď
2R

τtT

T
ÿ

t“1

τt´1
ÿ

j“0

ˆ

8τ
1
p

t αpLf ` LF qS
´

p´1
p

t,3 ` 4pVJ ` ℓGqVfB
´

p´1
p

t,3

˙

`
2ℓF
τtT

T
ÿ

t“1

τt´1
ÿ

j“0

ˆ

8τ
1
p

t αpLg ` LGqS
´

p´1
p

t,2 ` 2VJB
´

p´1
p

t,2

˙

`
2ℓGLF

τtT

T
ÿ

t“1

τt´1
ÿ

j“0

ˆ

8τ
1
p

t αpℓg ` ℓGqS
´

p´1
p

t,1 ` 2VgB
´

p´1
p

t,1

˙

`
∆1,0

ατtT
`

αL

2
.

(24)

Noting that τt, Bt,1, Bt,2, Bt,3, St,1, St,2, and St,3 are independent of t, we then obtain

1

τtT

T
ÿ

t“1

τt´1
ÿ

j“0

Er}∇Ψpxt,jq}sď
8RpVJ ` ℓGqVf

b3T
`

4ℓFVJ

b2T
`

4ℓGLFVg

b1T
`

16αRpLf ` LF q

s3

`
16αℓF pLg ` LGq

s2
`

16αℓGLF pℓg ` ℓGq

s1
`

∆1,0

ατT
`

αL

2
.

By the choice of parameters b1 “ 12ℓGLFVg, b2 “ 12ℓFVJ , b3 “ 24RpVJ ` ℓGqVf , s1 “ 48ℓGLF pℓg ` ℓGq,
s2 “ 48ℓF pLg ` LGq, s3 “ 48RpLf ` LF q, and τ “ T , we further have

1

τtT

T
ÿ

t“1

τt´1
ÿ

j“0

Er}∇Ψpxt,jq}s ď
∆1,0

αT 2
`

1

T
`

αpL ` 2q

2

According to α “ 2
T pL`2q

, it holds that

1

τtT

T
ÿ

t“1

τt´1
ÿ

j“0

Er}∇Ψpxt,jq}s ď
∆1,0pL ` 2q

2T
`

2

T
“ O

`

T´1
˘

.

Note that NSCG-S is a double-loop method whose inner and outer iterations require different sample
sizes. Hence, to find an ϵ-stationary point, the total number of samples required by NSCG-S with setting
T “ Opϵ´1q is

N “

T
ÿ

t“1

pBt,1 ` Bt,2 ` Bt,3 ` τtpSt,1 ` St,2 ` St,3qq

“ O
ˆ

´

pb1q
p

p´1 ` pb2q
p

p´1 ` pb3q
p

p´1

¯

ϵ
´1´

p
p´1 `

´

ps1q
p

p´1 ` ps2q
p

p´1 ` ps3q
p

p´1

¯

ϵ
´1´1´ 1

p´1

˙

“ O
´

ϵ
´

2p´1
p´1

¯

.

This completes the proof. ˝

It can be observed that NSCG-S achieves a lower sample complexity order than NSCG-M. Moreover,
NSCG-S attains the same order of the sample complexity as the algorithms with variance reduction strategy
for the non-convex SO problem (2), such as NSGD-VR [30] and NSGD-M [12]. In the finite-variance case
(i.e., p “ 2), NSCG-S recovers the optimal sample complexity Opϵ´3q well-established for variance-reduced
SCO [37, 4].

The following theorem also provides the convergence results of NSCG-S without the prior knowledge
of p.
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Theorem 4 (complexity with unknown p) Suppose Assumptions 1, 2, 3, and 4 hold. For any given
T P N`, let τt “ τ “ T and α “ T´1. The estimates in (16) use the batch sizes Bt,1 “ rpb1T q2s

with b1 “ 4ℓGLFVg, Bb,2 “ rpb2T q2s with b2 “ 4ℓFVJ , Bt,3 “ rpb3T q2s with b3 “ 8RpVJ ` ℓGqVf , and the
estimates in (18), (18), and (19) use the batch sizes St,1 “ rs1τ s with s1 “ p16ℓGLF pℓg `ℓGqq2, St,2 “ rs2τ s

with s2 “ p16ℓF pLg ` LGqq2, and St,3 “ rs3τ s with s3 “ p16RpLf ` LF qq2, respectively. Then, the iterates
generated by NSCG-S satisfy

1

τtT

T
ÿ

t“1

τt´1
ÿ

j“0

Er}∇Ψpxt,jq}s “ O
´

T
´

2p´2
p ` T´1

¯

“ O
´

T
´

2p´2
p

¯

,

and the sample complexity to find an ϵ-stationary point of problem (P) is in order Opϵ
´

3p
2p´2 q.

Proof. Since all parameters τt, Bt,1, Bt,2, Bt,3, St,1, St,2, and St,3 are also independent of t in this
theorem, substituting them into (24) yields analogously

1

τtT

T
ÿ

t“1

τt´1
ÿ

j“0

Er}∇Ψpxt,jq}s ď
8RpVJ ` ℓGqVf

pb3T q
2p´2

p

`
4ℓFVJ

pb2T q
2p´2

p

`
4ℓGLFVg

pb1T q
2p´2

p

`
16τ

1
pαRpLf ` LF q

ps3τq
p´1
p

`
16τ

1
pαℓF pLg ` LGq

ps2τq
p´1
p

`
16τ

1
pαℓGLF pℓg ` ℓGq

ps1τq
p´1
p

`
∆1,0

ατT
`

αL

2
.

With the selected values of b1, b2, b3, s1, s2, and s3, it follows that

1

τtT

T
ÿ

t“1

τt´1
ÿ

j“0

Er}∇Ψpxt,jq}s ď
b
2´p
p

1 ` b
2´p
p

2 ` b
2´p
p

3

T
2p´2

p

` α

ˆ

s
2´p
p

1 ` s
2´p
p

2 ` s
2´p
p

3

˙

τ
2´p
p

`
∆1,0

ατT
`

αL

2
.

Setting τ “ T and α “ T´1 gives

1

τtT

T
ÿ

t“1

τt´1
ÿ

j“0

Er}∇Ψpxt,jq}s ď
b
2´p
p

1 ` b
2´p
p

2 ` b
2´p
p

3 ` s
2´p
p

1 ` s
2´p
p

2 ` s
2´p
p

3

T
2p´2

p

`
∆1,0 ` L{2

T

“ O
´

T
´

2p´2
p ` T´1

¯

“ OpT
´

2p´2
p q.

By setting T “ Opϵ
´

p
2p´2 q, the sample complexity to find an ϵ-stationary point is

N “ O
ˆ

`

pb1q2 ` pb2q2 ` pb3q2
˘

´

ϵ
´

p
2p´2

¯1`2
` ps1 ` s2 ` s3q

´

ϵ
´

p
2p´2

¯1`1`1
˙

“ O
´

ϵ
´

3p
2p´2

¯

.

This completes the proof. ˝

In the absence of prior knowledge of p, NSCG-S can still achieve a sample complexity superior to that
established in Theorem 2 and improves the optimal result for the SO methods up to a logarithmic factor

[12], i.e., Opp1ϵ logp1ϵ qq
3p

2p´2 q. Moreover, NSCG-S continues to recover the optimal sample complexity Opϵ´3q

when p “ 2.
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(a) SαS distribution

(b) Pareto distribution

Figure 1: The SαS and Pareto distributions with various tail indices.

5 Numerical experiments

In this section, we apply our NSCG methods to a policy evaluation task following the experimental setup
in [32, Section 4]. Recalling Example 1.1 in Introduction, we consider a MDP denoted as a tuple M “

pS,A, R, P, γ̄q. The objective is to evaluate the value function vπ P Rd associated with a policy π, where
each component vπpsq represents the expected cumulative return starting from state s. Let rs1,s2 denote
the reward when transitioning from state s1 to s2. The value function satisfies the Bellman equation
vπpsq “ Eπrrs1,s2 ` γ̄vπps2q|s1s for all s1, s2 P t1, . . . , Su. The solution of this equation, denoted v˚,
satisfies v˚ “ vπ. In this experiment, we adopt a tabular representation to construct the linear mapping
φs P RS for the feature of vπpsq. The tabular representation encodes each state as a one-hot vector, where
a value of one appears exclusively at the dimension corresponding to the current state index [1]. Formally,
the value function vπpsq is approximated by vπpsq « φJ

s w
˚ for some w˚ P RS . As illustrated in [32, Section

4], this problem can be formulated as a Bellman residual minimization problem, i.e.,

min
wPRS

S
ÿ

s“1

pφJ
s w ´ qπs pwqq2,
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(a) SαS distribution with ᾱ “ 1.8
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(b) Pareto distribution with ᾱ “ 1.8

Figure 2: Convergence performance of the ASC-PG method with different step sizes.
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(a) ᾱ “ 1.8
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(b) ᾱ “ 1.5
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(c) ᾱ “ 1.2

Figure 3: Convergence performance of the NSCG methods under SαS distribution.
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(b) ᾱ “ 1.5
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Figure 4: Convergence performance of the NSCG methods under Pareto distribution.

20



where qπs pwq “ Eπrrs,s1 ` γ̄φJ
s1ws “

ř

s1 P π
s,s1ptrs,s1 ` γ̄φJ

s1wuq. This problem can be formulated into problem
(P) with

Gpwq “ pφJ
1 w, q

π
1 pwq, . . . , φJ

Sw, q
π
Spwqq P R2S , fpGpwqq “

S
ÿ

s“1

pφJ
s w ´ qπs pwqq2 P R.

In our simulation, each MDP instance consists of S “ 100 states and three actions per state. For
any given state-action pair, the agent transitions to one of four possible subsequent states. The transition
probabilities are sampled uniformly from the interval r0, 1s and then normalized. For the reward of each
transition, unlike in [32] where it is uniformly generated from r0, 1s, we consider two heavy-tailed rewards
drawn from either a Symmetric α-Stable (SαS) or Pareto distribution. The characteristic function of
the SαS distribution is defined as φptq “ expp´c|t|ᾱq, where ᾱ P p1, 2s denotes the tail index and c is a
scale parameter. The Pareto distribution exhibits the probability density function fpxq “ ᾱxᾱm{xᾱ`1 with
x ě xm, where xm denotes the threshold parameter and we reuse the notation ᾱ to denote the tail index
of the Pareto distribution for convenience. When the tail index ᾱ fails within p1, 2q, both distributions
exhibit heavy-tailed behavior, possessing only finite pth moment for p ă ᾱ. With parameters set as c “ 5,
xm “ 3 and ᾱ P t1.8, 1.5, 1.2u, these two distributions are visualized in Fig. 1. For visual clarity, the reward
values are truncated within r´50, 50s, r´100, 100s, and r´200, 200s for ᾱ “ 1.8, 1.5, and 1.2, respectively,
preserving at least 98% of the data. It is evident that the SαS and Pareto distributions exhibit a significant
number of outliers beyond the upper and lower bounds. As ᾱ decreases, both distributions display more
frequent extreme values, indicating more severe heavy-tailed behavior.

We first verify that the accelerated stochastic compositional proximal gradient (ASC-PG) method
from [32] fails under heavy-tailed environments, as demonstrated in Fig. 2. The step size is set as
α “ mintη, t´1u, where η P t10´2, 5ˆ10´3, 10´3, 5ˆ10´4, 10´4u and t denotes the iteration step. This mod-
ification is necessary because the original schedule (i.e., t´1) directly causes divergence in }wt ´w˚}{}w˚}.
The results demonstrate that ASC-PG method fails to converge under these step sizes when ᾱ “ 1.8, not to
mention the lower ᾱ. Moreover, larger step sizes further degrade convergence performances, while smaller
step sizes do not lead to successful convergence.

We proceed to evaluate the two NSCGmethods with their step sizes tuned over the set t5ˆ10´2, 10´2, 5ˆ

10´3, . . . , 10´5u. For NSCG-M, the number of batch sizes is set to 50. To ensure a fair comparison, we align
the sample cost of iteration t across algorithms. For NSCG-M, the batch size is fixed at 50. For NSCG-S,
we set the inner iteration count to 4 with and inner/outer batch sizes to 5 and 20, respectively, resulting
in the same per-iteration cost of 50 samples. The convergence performance of the NSCG methods under
SαS distribution are shown in Fig. 3, which plots the average of 20 independent runs. It is evident that
NSCG-S requires significantly fewer samples to converge than NSCG-M. The log-scale plots demonstrate
that NSCG-M achieves higher convergence accuracy, which benefits from its larger batch sizes per iteration.
In the more severe heavy-tailed case (ᾱ “ 1.2), convergence demands a larger number of samples. Similar
convergence behavior is observed under the Pareto distribution with the average of 20 independent runs,
as shown in Fig. 4. Due to the larger initial bias, achieving convergence in these cases requires a greater
number of samples. These observations are consistent with our theoretical insights.

6 Conclusions

In this paper, we have presented a generic framework of normalized stochastic compositional gradient
methods for non-convex SCO under heavy-tailed noise. Two concrete methods are derived within this
framework: NSCG-M and NSCG-S, each employing a distinct stochastic estimator to reliably approximate
the inner function, its Jacobian, and the outer gradient in the presence of heavy-tailed noise. We established
the sample complexity of both methods for finding an ϵ-stationary point under certain conditions, with
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and without knowledge of p. These results align with the best-known complexity of first-order methods
for single-level stochastic optimization algorithms under heavy-tailed noise and, for p “ 2, recover the
optimal complexity for the stochastic composite optimization algorithms. Numerical experiments on a
policy-evaluation task with heavy-tailed rewards confirm the practical efficacy of the proposed methods.
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