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Abstract

The Shapley—Folkman Lemma, a foundational result in convex geometry, asserts
that the nonconvexity of a Minkowski sum of n-dimensional bounded nonconvex
sets does not accumulate once the number of summands exceeds the dimension n,
and thus the sum becomes approximately convex. This Lemma, originally pub-
lished by Starr is used to show quasi-equilibrium in nonconvex market models in
economics and equivalently used to estimate the duality gap of the Lagrangian
dual of separable nonconvex problems. Given its foundational nature, we pose
the following geometric question: Is it possible for the nonconvexity of the
Minkowski sum of n-dimensional nonconvex sets to vanish asymptotically, rather
than merely converge to a constant, as the number of summands increases? We
answer this question affirmatively. First, we provide an elementary geometric
proof of the Shapley—Folkman Lemma based on the facial structure of the convex
hull of each set under a pointedness assumption. This leads to a small refine-
ment on the classical error bound derived from the Lemma in the pointed case.
Building on this new geometric perspective, we next show that if the sets satisfy
a certain local smoothness condition, which naturally arises, for example, in the
epigraphs of smooth functions, then their Minkowski sums converge directly to
a convex set as the nonconvexity measure vanishes asymptotically. This result
has direct implications for optimization and economic theory. In particular, we
show that the Lagrangian dual of block-structured smooth nonconvex problems,
possibly subject to additional sparsity constraints, is asymptotically tight under
mild assumptions. This sharply improves upon classical Shapley—Folkman based
bounds, which generally predict a nonvanishing duality gap. Equivalently, from
an economic perspective, this result implies that, asymptotically as the size of the



economy increases, competitive equilibrium exists with smooth utility functions,
notwithstanding underlying nonconvexities.
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1 Introduction

Consider a block-structured nonconvex program:

k
OPT(b) :=inf ) <c<i>, x<i>> (1a)
=1

k
st. » BOx( <b, (1b)
1=1
x e x0 < R" i e [k], (1c)

where X is a closed possibly nonconvex set of R”, B() e R™*" and b € R™.
Although the objective and the coupling constraints in (1) are linear, this formulation
is general enough to capture many nonlinearities, by embedding these into the feasible
sets XD potentially through the introduction of suitable auxiliary variables.

An important relaxation of (1) is the Lagrangian dual of (1), obtained by dualizing
the coupling constraints (1b) across various blocks:

k
L()) :=inf (2 <c<i>7 X<i>> + <)\, B(i)x(i)>> —{\,b) o
i=1
s.t. xW e ¥ < R, Vi e [k],

and

DUAL(b) := sup L()\). (3)

A=0

The Lagrangian dual of the block-structured problem (1) plays a central role in both
optimization and economic theory. From an optimization perspective, dualizing the
coupling constraints yields a convex (possibly nonsmooth) program (3) regardless of
the nonconvexity of the feasible sets X'(¥), thereby providing a tractable and globally
valid lower bound on OPT(b). Moreover, the dual formulation exploits the separable
block structure of the primal problem: for any fixed multiplier A > 0, the Lagrangian
L(X) decomposes into independent subproblems across blocks, enabling scalable algo-
rithms based on decomposition, subgradient methods, and price-based coordination
[1-3]. From an economic viewpoint, the dual variables A admit a natural interpretation

as equilibrium prices associated with the shared resource constraint Zle BWz() < b



[4]. In this interpretation, each block represents an individual agent or firm that
optimizes its own objective given prices A, while the dual objective aggregates these
decentralized decisions and enforces market clearing. Consequently, the duality gap
between OPT(b) and DUAL(b) quantifies the extent to which a competitive equilib-
rium exists or fails to exist in the presence of nonconvexities, making the Lagrangian
framework a unifying bridge between large-scale optimization and equilibrium analysis
in economic theory.

One of the most desirable properties one aims to establish for the Lagrangian dual,
in both optimization and economic theory, is strong duality. In optimization, strong
duality certifies that the optimal value of a (possibly relaxed) dual problem coincides
with that of the primal, thereby justifying convex relaxations, decomposition methods,
and price-based algorithms. In economic theory, strong duality corresponds to the
existence of supporting prices that decentralize a socially optimal allocation, that is,
establishing the existence of a competitive equilibrium.

Many textbooks state that strong duality, that is OPT(b) = DUAL(b), holds
under certain regularity conditions when all X (Vs are convex. However, strong duality
actually only requires the convexity of linear image of (1) onto the space of objective
and constraints [5]. More specifically, let

PO = {(t,d) | Ix e X0t = (c® xO) d = BOxO},
k
Pi=> P,

where we overload standard sum for vectors with Minkowski sum for sets and P is
the Minkowski sum of all P(Ys. Under suitable regularity conditions, strong duality
can be guaranteed whenever the image set P is convex [5]. In particular, when each
set X is convex, the overall set P remains convex because both linear mappings
and Minkowski sums preserve convexity. Therefore, the condition frequently shown
in textbooks can be viewed as a sufficient condition. Although this distinction may
appear subtle, it is in fact crucial—it underpins several nontrivial results concerning
the strong duality in Lagrangian relaxations of nonconvex programs [6, 7]. A notable
example is the celebrated S-Lemma [6], which establishes that the Lagrangian dual
of a quadratic program with a single quadratic constraint is tight. This result can
be interpreted as a direct consequence of Dines Lemma [8] that the image of two
homogeneous quadratic mappings is always convex.

In this paper, we adopt this perspective and investigate the convexity of P to
ensure the strong duality of the Lagrangian dual of (1). While each individual set P(?)
may be nonconvex, it is possible that their Minkowski sum P closely approximates
its convex hull. This phenomenon is formally characterized by the Shapley—Folkman
Lemma [4]. In the setting where k > n, the Shapley-Folkman Lemma states that

Vx € conv(P), II < [k],|I| < n such that x € Z PO |+ <Z conv (P(i)>> .

i€[k\I el



Here [k] = {1,...,k}. Intuitively, the Shapley-Folkman Lemma implies that every
point in conv(P) is close to some point in P, up to at most n ‘nonconvex summands’.
If all P(Is are contained within a ball of radius R, then a quantitative measure of this
approximate convexity can be obtained. In particular, under the Hausdorff distance
with Il norm, it has been shown [9] that

di(P,conv(P)) < v/nR.

This quantitative bound can be employed to derive an a priori estimate of the dual-
ity gap A := OPT(b) — DUAL(Db) associated with problem (1) (see Theorem 3 in
Section 3).

The Shapley—Folkman lemma was originally introduced by Starr [4] in the study
of quasi-equilibria in nonconvex market models in economics. In this context, it
can be interpreted as an approximate form of strong duality for Lagrangian duals.
Its connection to optimization was later developed in works such as [10-12], which
used the lemma to quantify the duality gap of problem (1). More recently, several
works have focused on refining the quantitative bounds provided by the Shap-
ley—Folkman lemma, particularly on improving estimates of the Hausdorff distance
dp (P, conv(P)) or similar notion of nonconvexity; see, for example, [13-15]. An ana-
log of the Shapley—Folkman lemma for discrete convex sets has also been developed
in [16].

In this work, we seek to refine the quantitative characterization of the Haus-
dorff distance dg(P,conv(P)), given its central role in assessing the tightness of
Lagrangian duals. We begin by presenting a new and elementary geometric proof of
the Shapley-Folkman Lemma, which leverages the facial structure of each Conv(P(i)).
This perspective enables us to refine the classical error bound under a pointedness
assumption (see Theorem 4 in Section 4). Building on this geometric insight, we fur-
ther demonstrate that the Minkowski sum of the sets P*) can directly converge to its
convex hull as the number of summands grows, i.e., dg(P,conv(P)) — 0 as k — 0,
provided enough sets satisfy some mild “local smoothness” condition (see Theorem
5 in Section 4). To the best of our knowledge, this is the first result establishing an
asymptotically vanishing nonconvexity measure for Minkowski sums of nonconvex sets
within the framework of the Shapley—Folkman Lemma.

Such smoothness naturally arises in the epigraphs of smooth (possibly nonconvex)
functions, allowing us to establish that the following problem admits an asymptotically
tight Lagrangian dual as k — oo:

k
inf Z @ (x(i))
i=1

k
s.t. Z BWx(®) < b,
i=1
Ix@ o < 5@, Vie k]



where each f(?) is a smooth (possibly nonconvex) function, B(®s satisfy some mild
conditions, and s is not too small, i.e., s) = m,Vi e [k] where B®) has m rows
(see Theorem 6 in Section 5) . To model problems without sparsity constraints, one
may simply drop these constraints, that is let s() = number of variables in x?, for all
i€ [k].

Finally, we note here that this work focuses on Minkowski sum of P®s with-
out averaging since its convexity directly reflects the duality gap of problem (1).
In the classical applications of the Shapley—Folkman Lemma, the analysis is typi-
cally performed on the Minkowski average of the sets P(*). This choice arises because
the error bound dg (P, conv(P)) does not vanish in the classic analysis of Shapley-
Folkman Lemma but dg(P,conv(P)) is both homogeneous and independent of k,
which immediately yields

(1P feonv(P)) < V£,

implying a linear convergence of the averaged sum toward its convex hull as k
increases. In contrast, our analysis applies directly to the unnormalized Minkowski
sum. When averaging is applied, our result demonstrates a superlinear convergence
rate, thereby strengthening the classical result.

The remainder of the paper is organized as follows. In Section 2, we present stan-
dard notation and preliminary results. Section 3 establishes a connection between
dg(P,conv(P)) and A := OPT(b) — DUAL(b) in Theorem 3. Section 4 presents a
new proof of Shapley-Folkman Lemma under the assumption of pointedness of the
convex hull of the non-convex sets (see Lemma 4 and discussion following it) which
allows us to establish a slightly better bound on dg (P, conv(P)), in Theorem 4. Our
main result of showing that dg (P, conv(P)) goes to zero as k goes to o0 under the
presence of a local smoothness property, is presented in this section in Theorem 5.
Finally, in Section 5, we establish the strong duality result stated informally above,
formalized as Theorem 6.

2 Preliminary Results and Notation

In this section, we introduce several useful notation and results to study the Shapley-
Folkman Lemma and the Lagrangian dual of (1).

2.1 Notation

For a set A = RY, we define its radius as R(A) := inf ega {r = 0: A < B(x,7)}, where
B(z,7) := {y € R?: |[y—z|l2 < 7} denotes the closed Euclidean ball of radius r centered
at z. Given two sets A, B  R?, their Minkowski sum is defined as A+ B := {a+b:a¢€
A, be Bj}. For any scalar A > 0, the Minkowski scaling of Ais AA := {Xa:a € A}.We
denote by conv(A) = {37", Nia; | a; € A, \; =0, X/"; \; = 1} the convex hull of
A. The closed convez hull is defined as conv(A) := cl(conv(A)), where cl(A) denotes
the topological closure of A. The relative boundary and the recession cone of a closed
convex set C' are denoted using relbd(C) and rec(C). The kernel of a linear map A is
denoted by ker(.A4). We use epi(f) to denote the epigraph of a function f.



2.2 Nonconvexity measure and convex hull operator

For a given set A € R", there exists a rich body of literature on how to measure
non-convexity of A due to its wide-ranging applications in nonconvex optimization.
Throughout this paper, we will focus on two measures:
1. Hausdorff distance from the convex hull: Given a closed convex set K with 0 in
its interior, we define

®K(A):=inf{r >0:conv(A) € A+rK}.

When K is omitted, we refer it as the Hausdorff distance from the convex hull
under /o norm:

®(A) :=inf{r > 0:conv(4) € A+ rB(0,1)}.

2. The inner radius of a nonconvex set [4]:

[1]

(A):= sup {infR(T):T < A,xe€conv(T)}.

xeconv(A)

e A
Fig. 1: A and conv(A) Fig. 2: two nonconvexity measures where

pink ball corresponds to ®(A) and green
ball corresponds to Z(A).

The measure =(-), introduced in the seminal work by Starr [4], is used to estab-
lish the notion of quasi-equilibrium in nonconvex market models in economics. In this
paper, we focus primarily on ®(-), as it is more directly related to the duality gap in
Lagrangian dual (see Theorem 3). See Figure 1 and 2 for illustration of the ®(-) and
=(+) nonconvexity measure. Other nonconvexity measures, exhibiting distinct behav-
iors and intended for different analytical purposes, are not listed in this paper; for a
comprehensive overview, we refer readers to the survey [9]. We present next a standard
result on these non-convexity measures.

Lemma 1 [9, 17] Let A be a subset of R™, then
P(A) < E(A) < R(A4).

The analysis in this paper relies heavily on the convex hull operator conv(:).
Two structural properties of convex hulls are used repeatedly: commutativity with



Minkowski sums and commutativity with linear projections. We restate these well-
known facts below for convenience.

Lemma 2 [9] (conv commutes with Minkowski sum) Let Aj,..., Ay be nonempty sets of
R™. Then it follows that

k k
conv <Z AZ-) = Z conv (4;)
i=1

i=1

Lemma 3 [18] (conv commutes with linear projection)

conv <P(i)) = {(t, d) ) Ix € conv (X(i)) ,t= <C(i), x(i)> ,d = B(i)x(i)} .

2.3 Shapley-Folkman Lemma

Theorem 1 (Shapley-Folkman Lemma) Let Ay, ..., Ar be nonempty closed sets of R™ with
k= mn+1. Let x € conv(Yepp) Ai) = Xiepr) conv(A;). Then there exists T < [k] with
cardinality at most n such that

erconv Z A;.

€L i€e[k]\T

Shapley-Folkman Lemma is a direct consequence of Carathéodory’s theorem and
there are many different ways to prove it [13, 14] and we defer our geometric proof in
Lemma 4, presented in Section 4.

Shapley-Folkman Lemma can be interpreted that the nonconvexity of the
Minkowski sum of nonconvex sets, once reaching certain cap depending on the dimen-
sion, will not accumulate as the number of nonconvex sets increase. This phenomenon
can be quantified by the following corollary. In general, estimating the nonconvex-
ity measures ®(-) and Z(-) is challenging. Many applications of the Shapley—Folkman
Lemma therefore consider bounded nonconvex sets using the second part of Corollary
1.

Corollary 1 Let Aq,..., A} be nonempty sets of R" with k > n such that Z(4;) < 8,Vi €
[k]. Then it follows that

_ 1 Vn
P ZA <:<2A> +/nB and therefore ® EZAZ <Tﬁ.
ie[k] i€[k] i€[k]
If we further assume R(A4;) < v, Vi € [k], then it follows that
® Z A | <2 Z A; | < +/nvy and therefore ® % A ] < \/Tﬁ%
i€[k] ie[k]



3 Shapley-Folkman Lemma and duality gap of
Lagrangian relaxation

A key quantity associated with the Lagrangian dual that reflects the tightness of the
relaxation is the duality gap (also called the additive gap) which is defined as:

A := OPT(b) — DUAL(b).

In this section, we present a result showing how to upper bound A based on upper
bounds on ®(P).

To achieve this, we first use the following primal characterization [19, 20] of
Lagrangian dual (bi-conjugacy in convex analysis [21]) to reduce DUAL(b) from
min-max optimization to a minimization problem in the original space. Consider

k
OPTy(b) :=inf @, x®
L n ;<c X >

k
s.t. Z BWx() = b,
i=1
x e conv(X W) < R", Vi € [k].
Theorem 2 [20, 21] Under proper regularity condition, OPTf(b) = DUAL(Db).

Common regularity conditions required for Theorem 2 include the existence of a
Slater point or the assumption that each conv(X()) is a polyhedron [22, 23]. The
absence of such regularity may result in cases where OPTy(b) > DUAL(b) [23].
Throughout this paper, we exclude these pathological instances and directly assume
that the following equivalence holds:

Assumption 1 OPTy,(b) = DUAL(b).

We finally present the main result of this Section showing that the tightness of
Lagrangian dual of (1) directly relies on the convexity of P = Zle P by quantifying
A in terms of ®(P). This theorem is similar to the gap formula in [24].

Theorem 3 Let £ := ® (P). Under Assumption 1 and conv(X ) being closed for alli € [k],
it follows that

OPT(b + £1) — £ < DUAL(b) < OPT(b),
and therefore

A <&+ OPT(b) — OPT(b + £1).



Proof Under Assumption 1, we know that DUAL(b) = OPTy(b). Let xy, be the e-optimal
solution of (5). By weak duality, we know that

k .
OPTL(b) +c= ) <c(i)7xg)> — DUAL(b) + ¢ < OPT(b) +c. (6)
i=1

Let pg)

0,1 |
7L € conv (P(’)) where the last containment is due to the fact that
B(l)xg)

(1)

conv(X(i)) is closed (which implies x;~ € conv(X(i))) and using Lemma 3. By Lemma 2,

Z?:l p¥ e Zf;l conv (P(i)> = conv(P). By the definition of ® (P), there exists some

<C(i) ' ng)>} such that

B(i)xgj)
< €. (7)

(&)~ (5],

This means that x* is an feasible solution of OPT(b + £1) and therefore

OPT(b + £1) < Zk: <c<">,x§,f)> < (i <c(i),x§j)>> tE,
=1 i=1

where the last inequality follows from (7). Now, using (6) with the above inequality, we obtain
that

Xy € X® and pgj) =

OPT(b + £1) — £ < DUAL(b) + ¢
=A< &+ OPT(b) + ¢ — OPT(b + £1),

where the second inequality is obtained by subtracting OPT(b) on both sides. Letting e — 0
yields the desired statement. O

4 Error bounds via Shapley-Folkman Lemma

In this section (and for the rest of the paper), we make an additional assumption:

Assumption 2 Let A; € R", i € [k] be the sets that are the summands in the Shapley—
Folkman lemma. For all i € [k], we assume that conv(A;) is closed and pointed.

Assumption 2 guarantees that each conv(A4;) has at least one extreme point.
Moreover, since conv(A4;) is closed, any such extreme point must lie in the original
set A;. The pointedness assumption is subsequently used in Lemma 4 in the next
section to describe how the Minkowski sum of pointed closed convex sets decomposes
in terms of their facial structure. This decomposition provides a geometric proof of
the Shapley—Folkman Lemma.



4.1 Geometric proof of Shapley-Folkman Lemma

In this section, we give a proof of Shapley-Folkman Lemma that utilizes the facial
structure of the convex hull of each nonconvex set.

For completeness, we begin by presenting the standard definition of a face of a
convex set and related notions.

Definition 1 Given a closed convex set C, we call a closed convex set F' < C is a face of C
if for any line segment [a, b] € C such that (a,b) N F' # &, we have [a, b] € F. The dimension
of face F' denoted by dim(F’) is the dimension of its affine hull.

Note that a convex set C' is a face of itself. Moreover a face of a face of C' is also
a face of C. Finally, faces of closed convex sets are closed convex sets [21].

We begin some simple observations from linear algebra and convex analysis. The
first claim directly follows from a rank-nullity argument.

Claim 1 Let L; € R", i € [k] be linear subspaces, such that Zle dim(L;) > n. Then there
exists d; € L; for i € [k], with not all d;s zero, such that Zi;l d; = 0.

Claim 2 Let C < R" be a closed convex set, and let F' be a nonempty face of C. If
z € relbd(F’), then z is contained in a face of C of strictly smaller dimension than F'.

Proof Since z € relbd(F'), there exists a hyperplane H in the affine hull of F' such that (i) F
is contained in one of the half-spaces defined by H, (ii) z € H, and (iii) F ¢ H. Therefore,
by definition of a face, F n H is a face of F', and thus a face of C. Moreover, (ii7) implies
that the dimension of F' is at least 1 more than the dimension of F' n H. O

Lemma 4 Let Aj,..., Ay be nonempty sets of R" with k = n + 1 such that conv(4;) is
closed and pointed. Then for every y € conv (Zi;l Ai), there exist faces F; of conv(A;)
such that

k k
yE Z F; and Z dim(F;) < n.
i=1 i=1

Proof For any y € conv (Zle Ai), consider y = Zle y; where each y; lies in the relative

interior some face F; of conv(A4;). If Zle dim(F;) > n, we show how to find a different y’,
from conv(A4;) so that the total dimension 2?:1 dim(F}), where F] is a face of conv(4;)
containing y}, decreases while ensuring y = 3y}. Let G; be the linear subspace obtained
by translating the affine hull of F; to the origin. If Zi;l dim(G;) = Zfﬂ dim(F;) > n,
applying Claim 1, we can find d; € G;, not all zero, such that d;y +dg + --- +dg = 0. Let
yi(\) := y; + Ad; for i € [k]. Since each conv(A4;) is pointed, there exists some choice of
X such that for at least one i* € [k] we have that y/,()\) belongs to the relative boundary
of Fj, while keeping other y;-()\) in F; for all j € [k]. By Claim 2, vie(A) € Fl,, a face of

10



conv(A;) such that dim(F},,) < dim(Fj4). Letting F]' = Fj for all j # i#, the total dimension
Zi;l dim(F}) decreases and we still ensure that y = Zi;l y/; for some y; € conv(A;). O

Proof of Shapley—Folkman Lemma wusing Lemma /4 For every y € conv (Zle Ai),
Lemma 4 implies that there exist faces F; of conv(A4;) for ¢ € [k], such that y €
S¥ Fand Y¥ | dim(F;) < n. Since dim(F;) € {0,1,...,n} and Y¥ | dim(F}) < n, it
implies that at least k —n faces have dimension 0. These dimension-0 faces are extreme points
of corresponding conv(A;)s, therefore must lie in A;. Let Z = {i € [k] : dim(F;) > 0} where
from the above we have that |Z| < n. Moreover, we have,
yE 2 conv(A4;) + Z A;.
ieZ ie[k\T
d

We note here that Lemma 4 can be used to strengthen the refined Shapley-Folkman
Lemma recently proposed in [13].

4.2 Error bounds via randomized rounding

Let Ay, Ag, ..., A be nonempty set of R™ such that conv(A4;) is closed and pointed.
For any y € conv (Zi;l Ai), Lemma 4 implies the existence of faces F; of conv(A4;)
such that y = Zle yi where y; € F;, Vi € [k]. By definition, ® (Zle Ai) quantifies
how close y € 21‘21 conv(A;) is to some point y’ € Zi;l A; in the Euclidean norm,
that is, |y — ¥z < 2(), 4)-

The central idea of this section is that a suitable y’ can be constructed by randomly

sampling points from each F;. We first establish some preliminary results that facilitate
this sampling approach.

Claim 3 Let C be a closed convex set and let F' be a face of C. For any x € F, suppose
x is a strict convex combination of x;s, that is, x = >}, A\jx;, with A; > 0 and >}, A; = 1. If
x; € C for all 7, then x; € F for all 7.

Proof Directly follows from the definition of a face. O

Claim 4 Let A be a nonempty set of R". If Z(A) < oo, then for every face F of conv(A),
E(AnF) <E(A).

Proof Consider any x € F' < conv(A), by the definition of Z(A), there exists ' < A such
that R(T) < E(A) and x is a strict convex combination of some points x; from 7. Since F’
is the face of conv(A), Claim 3 implies that x; € F. Since x is an arbitrary point in F' and
conv(A n F) C F, this implies that E(A n F) < E(A). O

The above claim is interesting because, in general =Z(A n B) may not be smaller
than Z(A) or Z(B).

11



Lemma 5 Let A € R". Then for every x € conv(A), there exists a finite distribution D
such that D is supported on A, Ez_p(Z) = x and E(||Z — E(Z)||2) < Z2(A) .

Proof For any x € conv(A), by the definition of £(A), there exist some T' < A such that x €
conv(T) and R(T") < E(A). Since the statement of the Lemma is invariant under translation,
we may translate A so that ||yl < Z(A) for all y € T. By Carathéodory’s theorem, x can
be written a convex combination of p; and each p; € T, that is x = Z?:ll A\ip; where p; € T
and A belongs to the n 4+ 1 dimensional standard simplex. We define random variable Z ~ D
that Z = p; with probability A;. It is clear that Ez.p(Z) = x and

E(|1Z - E(Z)I3) = E(1Z1I3) - IEZ||5 < E(]|Z]3) < E2(A),

where the last line uses that fact that Z only has support over T and |yl < Z(A) for all
yeT. O

Lemma 6 Let A, As, ..., Ap be nonempty subsets of R”. Let F; be a face of conv(4;) for
all ¢ € [k] and let Z := {i € [k] : dim(F;) > 0}. Then it follows that

k
0] (Z AZﬁFi) < ZEQ(AZHFZ) < ZEZ(Al)
=1

i€l i€l

Proof For every x € conv (Z§=1 A; N Fi) = Zle conv(A; n F;) (the equality follows from

Lemma 2), there exits some x; such that x = Zle x; and x; € conv(A; n F;). We aim to

(Shix) = (Zavi) |, < VEer A A ).

For any ¢ ¢ Z, dim(F;) = 0 and therefore x; is an extreme point of conv(4;), so x; €
A;nF;. ForieZ, by Lemma 5, there exists a distribution Z; ~ D; such that Ez, .p,(Z;) = x;
and D; is supported on A; n F; and E(||Z; —y1\|§) < 22(A; n F;) Then we (randomly)
construct y = y1 +y2 + ...yg in the following way:

fx it i e [K\Z,
YiZ=\z, ~D; iticT,

construct y; such that y; € A; n F; and

Therefore, it follows that
2

E(x-yl3) =&

Dixi — Zy)

i€l

2
= 2Bl - 20)13)
€L
< Z EZ(AZ N Fz)
i€l

Therefore there exists a choice of y such that

() (2]

Since x is arbitrary and by Claim 4, this implies that & (Zle A; N FZ> <
V2iez BHAi 0 Fy) < A/ 2ier B2 (A). U

< 2 52(141 N Fz)
2 i€l

12



Applying Lemma 4 and Lemma 6 directly yields the following theorem.

Theorem 4 Under conditions that each conv(A;) is closed and pointed for all i € [k], we
have that,

k k k
@ (Z Ai> < sup{, Z E2(A; n F;) : F; is a face of A; and Z dim(F;) = n} .
i=1 i=1 i=1

Theorem 4 is a refinement on the classical error bounds, due to the fact that
E(A; n F;) can be significantly smaller than Z(A4;) unless F; is a high-dimensional
face. However, due to the global dimension-sum constraints, the number of such high-
dimensional faces is limited.

A more concrete illustration is as follows. Consider any full-dimensional convex
body C' € R™ with R(C) = R, and define A; = C\int(C) for all ¢ € [k]. In this case,
every face F; of conv(A4;) that is not conv(4;) itself, satisfies Z(A; N F;) = 0 because
each F; n A; is a convex set. Therefore, Z(A; n F;) < R, where Z(A; n F;) # 0, only
when F; = conv(A4;) and in this case dim(F;) = n. Now applying Theorem 4 implies
that @(Zle Ai> < Z(A;) < R, which is significantly smaller than the y/nR bound

predicted by the classical error estimates derived from the Shapley—Folkman lemma.

4.3 Improved error bounds via local geometry

In this subsection, we seek sharper bounds on ¢ (Zle AZ) by leveraging the geometric

structure of the summands A;. Our goal is to identify sufficient conditions under which

k
@(ZAZ) — 0 as k — oo,
i=1

that is, the Minkowski sum becomes asymptotically convex.

For each y = Zle y; € conv(Zf:1 Ai), Lemma 4 implies that each y; lies in
the Minkowski sum of certain faces F; of conv(A;). The error bound presented in
Lemma 6 can be interpreted as follows: we attempt to round y as a whole to a point
in Zle(Ai N F;). This perspective naturally suggests a potential further refinement
of Lemma 6, wherein we aim to round y directly to a point in Zle A;. However, this
appealing idea encounters a significant challenge, as it requires full characterization
of the nonconvex sets A;, which is typically unavailable in practice.

The key insight of our main result is the following: We do not need to under the
global structure of the nonconvex sets A;. It is sufficient to instead focus on exploiting
only the local geometric properties of each A;.

We next introduce a definition that plays a key role in identifying the required
local geometry.

Definition 2 Let A be a nonempty set. For any @ € conv(A), we call H € A is a hidden
convex component associated with @ if

13



1. H € A is a closed convex set;

2. Q< H,;

Fig. 3: A is the epigraph of the function y = 2* — x2. The star point is the set Q.
The I5 ball contained in the epigraph is a hidden convex component.

The definition above is illustrated via an example in Figure 3.

Such hidden convex component may not exist for general . On the other hand,
for each extreme point v; of conv(4;), there always exists a trivial hidden convex
component—namely the singleton set H; = {v;}. It is immediate that the existence

of such trivial hidden convex components does not drive @(Zle Ai) to zero. For
instance, take 4; = {0,1}™ for all ¢ € [k]. Their Minkowski sum Zi;l A; is contained
in the integer lattice {0,1,...,k}", and clearly @(Zle Ai) does not vanish. A nat-

ural next attempt is to require each hidden convex component H; to have nonempty
interior. However, as discussed in Remark 2 the mere existence of hidden convex com-
ponents with non-vanishing interior still does not guarantee any improvement in the
convexification of the Minkowski sum. In fact, diminishing the nonconvexity mea-

sure ® (Z;Ll Ai) requires an appropriate smoothness condition of the hidden convex

component H;s.

Definition 3 [5] A differentiable function f(-) : R" — R is called L-smooth if f(y) <
L
fx)+{y—x%x,Vf(x))+ 3 lly — ng ,Vy € R, where Vf(-) is the gradient.

Definition 4 [21] Let C' < R" be a nonempty closed convex set with 0 with its interior. The
gauge function associated with C is

|Ix]| o :=inf{A > 0:x € AC}, reR"™.

For a hidden convex component H with 0 in its interior, we quantify its smoothness
by the smoothness of the square gauge function H||§{, which is related to the concept
of (2, D)-smooth in functional analysis [25].

14



To utilize the local geometry, we first overload the definition of ®¥(.): given a
closed convex set K with 0 in its interior, we let

®"(A, D) :=sup inf ||x —y| -
xeAYED

It is therefore straightforward to see that ®*(A) = ®X(conv(A), A). Moreover, we
note that ®¥ (A, D) is invariant under translation of A and D by the same vector.

Lemma 7 Let Aj, Ay, ..., Ax be nonempty subsets of R" and Z(A;) < §,Vi € [k]. Let F;

be a face of conv(A;), for all i € [k] and let Z := {i € [k] : dim(F};) > 0}. Let H; be a hidden

convex component associated with F; for all ¢ € [k]\Z and H = ), H;. Suppose H has
i€[k]\T

nonempty interior, let H be a translation of H that contains 0 in its interior. If we have ||||3{

is L-smooth, then

k k
L~
oM (ZFZZAZ> < 1+§Z:2(AimFi)fl.
i=1 i=1 i€l
Proof ®™ (Zi;l F;, Zi;l Ai) is equivalent to the maximum possible distance (under |[|-||4,)
from points in Zle F; to Zle A; If Zle F; ¢ F for some F < R", it is clear that
oM (2?:1 F;, Zf:l Ai) < oM (]—', Z?:l Ai). We derive an upper bound of this quantity by

choosing F = [ > F; | + > H;|. We will show that for any point in | > F; | +
i€l ie[k]\Z i€l

( > Hi) there exists a point in <Z A; N Fi) + < > HZ) c Z?=1Ai within the
ie[k\T ieZ ie[k\T
desired distance.

Since the target statement is invariant under equal translation of Z?:l F; and Z?:l A;, we

first translate A; so that Y, H; = H. Therefore, any point p in (Z F; |+ > Hi),

i€[k\T i€l ie[k]\T
can be written as p = | D, p; | + v where p; € F; and v € H. By Lemma 5, we can equip
i€l

each F; with a distribution Z; ~ D; with support on A; n F; such that Ez, .p,(Z;) = p; and
E(|Z; — E(Z)||3) < E2(A; n F;). Now we try to bound

(2)-+] )-=(|(z2-») -~

Let g:=V ||VH$_£ and applying the definition of L-smoothness, this further yields that

2

E‘ =E

H H

2
E (Z Zi - Pi) -v|| |<E <||VH$-¢) +E ( > (Zi— pi)7g>> + gE (Z Zi — Pi)
€L H €L €L
2
& (IvI3) + oE (2 Zi - p2->
i€l 2

15
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2 L 2
~E(IVI3,) + 5 X EIZi — pill3)
i€l
<1+£Z:2(AlmF-)
< 2 — ) 1)

i€l
This implies there exists some point in »;; 7 A; N F; whose distance defined by |[|-]|4, to

p is at most \/1 + % ZI Z2(A; N F;). Therefore, by the positive homogeneousness of |||,
i€
the ||-||,; distance of p to (3;e7 Ai N F;) + H is at most \/1 +L5 Y E24,nF)-1. O
i€l

Theorem 5 Let Aj, Ag,..., A be nonempty subsets of R and Z(A;) < B, for all i €
[k] such that conv(A;) is closed and pointed. Suppose every extreme point of A; has an
associated la—ball with radius r; (r; can be zero) as a hidden convex component. Let ry =
Minzc(k):7)=n Lie[k)\z Ti- Lhen it follows that

(ZA) m—r*

If there exists some r > 0 such that r; = r for all i € [k], then

k
1
d A | €A/(E=n)2r2 + =nB2 — (k —n)r.
O

As k — o0, it is clear the above ® (Zi?:l Ai) —0

Proof To bound ® <Z Al), it suffices to show that for any p € ZZ 1 conv(A;), we have

P (p, Zle Ai> < gfr2+ %n/jz — r%. By Lemma 4, there exists face F; of conv(A;) such

that p € Z;C:l F; and Zle dim(F;) < n.
By the hypothesis, after suitable translation of all the sets, we can find H; = B(0,r;) as

hidden convex component associated with F; for all ¢ € [k]\Z such that X = >, H; =
ie[k]\Z
B(O7 'I"*).
Then ||x[|4, = L ||x|| and ||||§{ is iz—smooth. Lemma 7 implies that
Tx T%
<I>H<2Fi,ZAi> 1+—Z (A; N Fy) — 1.
i=1 =1 "% ez

This implies that

where the last inequality uses Claim 4. Since p is arbitrary, this implies that ¢ (Z;C:l Ai) <

1
A2+ 57152 — 7%. The rest of statement directly follows that rs = (k — n)r. O
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We end the section with several examples and remarks.

Remark 1 Lemma 7 can be generalized by quantifying the smoothness of the hidden convex
components through the smoothness (possibly with respect to a different norm) of the p-th
power of a gauge function | -[%, for some p > 1, following the same probabilistic argument. We
do not pursue this extension here, as it naturally requires alternative notions of nonconvexity
beyond those considered in this work. For simplicity, we therefore focus on the classical
nonconvexity measures ®(-) and =(-) that appear in the literature on the Shapley—Folkman
lemma, due to their direct relevance in estimating the duality gap A.

Remark 2 In general, the smoothness of hidden convex component is required for estab-
lishing the vanishing of nonconvexity. To illustrate this phenomenon, consider the simple
example Ag + Zle Bp(0,1) = Ag + Bp(0, k) where Ag := {(0,0),(0,1)} < R? is a noncon-
vex set and Bp(0,1) denotes the unit p-norm ball. Figures 4, 5 and 6 depict the resulting
Minkowski sums for k = 1, 3, and 6, respectively. We observe that the “nonconvex hollow” in
the set gradually vanishes as the number of summands increases when p = 1.5, 2. In contrast,
this hollow persists for all k in the case p = 1. The underlying reason is that ||-H£1(0’1) is not

smooth for any choice of f > 1.

Fig. 4:p=1 Fig. 5: p=1.5 Fig. 6: p=2

Remark 3 To ensure that the Minkowski sums converge to a convex set, it is sufficient
that smooth, hidden convex components exist only in neighborhoods of the extreme points
of convex hull of each nonconvex set. Such components need not exist around non-extreme
points of the convex hulls. To illustrate this, consider the R? examples T7 and 75 shown in
Figures 7, 8, 9 and 10. Both sets contain some points on which no smooth hidden convex
components are associated with. Nevertheless, one can verify that ZLl Ty converges to a
convex set as k — 00, whereas Zle To does not. The difference arises from the behavior at
extreme points: every extreme point of conv(7) admits a smooth hidden convex component
(e.g., a ball contained in 7} in a neighborhood of that point), while conv(72) possesses five
extreme points for which no such smooth hidden convex component exists.

17
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Fig. 7: Ty Fig. 8: conv(T}) Fig. 9: Ty Fig. 10: conv(T5)

5 Asymptotically tight Lagrangian dual of smooth
nonconvex problems

In this section, we aim to leverage Theorem 4 and Lemma 7 to establish the asymptotic
tightness of problem (4). The key insight is that the smooth hidden convex components
naturally emerge at the extreme points of the convex hull of the epigraphs of smooth
functions. Under mild assumptions on the constraint matrices B, the smoothness of
these hidden convex components is approximately preserved under projection, thereby
implying that ®(P) vanishes as k increases. We rewrite (4) as:

k
OPTy(b) := inf )  t;
i=1

k
st. Y BUxW <b, (8)
=1

In this case, we have
Xs(i) — {(tx) e Rm+1 | Hx(i)HO < s, t0 > f(i)(x(i))}

and the projected set P for (8) is

) g(t(i) x()) that Hx(i)H < 55,10 > F0(x(D)

() . — +1 ’ = Y
P = {(t’ D ER™ 40 q = pox®
Ix() that ||x(i)||O < s, }

t> fO(x(),d = BOx

= {(t,d) e RmH!

Note that we can simply choose s; = n in (8) to model the block-structured smooth
nonconvex problem without sparsity constraints.

Definition 5 (1-coercive function) [21] A function f : R"™ — (—o0, +00] is called 1-coercive if

J(@) — 4w as ||z]2 — co.
[z

Equivalently, for every M > 0 there exists R > 0 such that
lzle > R = f(z) > M|z]s2.
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The notion of 1-coercive functions is commonly used in analysis and optimiza-
tion [24]. Some example includes strictly convex quadratic functions and univariate
polynomials of even degree with a positive leading coeflicient.

The existence of an asymptotically tight Lagrangian dual requires two additional
assumptions. Assumption 3 requires the nonconvexity of each block in (4) is bounded.

Assumption 4 implies that conv (Ps(i)) is closed and shown in Lemma 10.

Assumption 3 There exists some § such that E(Ps(i)) < B,Vie [k].

A function f(x) : R™ — (—o0,400] is called proper if there exists some xg such
that f(xg) < o0.

Assumption 4 Each f(i)(-) is 1-coercive, closed and proper and f(i)(O) < 0.

Lemma 8 Under Assumption 4, conv (Xs(i)> is closed and pointed. Moreover,

rec (conv (XSSZ))) = {(¢,0): ¢t = 0}.

o if

(2) 11 . ;
)X 0 = s+ Let f(z)(x) = f(Z)(X) + XSz‘(X)' By the

0 if otherwise

Proof Let xs,(x) :=

definition of 1-coercive, it is straightforward that f(i) (x) is 1l-coercive and closed. Since
F9(0) < oo, Ji (x) is also proper. Moreover, it is clear that epi f(i)(x) = XS(Z). It is well
known that the convex hull of the epigraph of a proper, 1-coercive and closed function

is closed and therefore conv (Xs(l)) is closed [18]. Suppose, for the sake of contradiction,
that conv (Xs(i)) is not pointed. We first observe that the definition of 1-coercive-ness

implies that there exists some Ib such that b < f(i)(x). This implies that ¢ > [b, for all
) )

(t,x) € conv (XS(Z ) Therefore, any line contained in conv (XS(Z ) must take the form of

I(y) := (to,x0) + 7(0,r), v € R™ for some nonzero r. To also establish the properties of
rec (conv Xs(i) , we show the stronger statement that conv (XS(Z)) does not contain any
ray taking the form of [T (y) := (tg,%g) + v(0,r), v € Ry for some nonzero r. This implies

that conv (Xs(i)) is pointed. Combined with the fact that the function is also lower bounded

by some constant, this also implies that rec <conv <XS(Z))> = {(¢,0) : t = 0}. The argument
is as follows.

Suppose such ray I1(y) exists, since f(i) (x) is l-coercive, there exists some R > 1 such
that ||x|l, > R = f(i)(x) = (|Ib] + [to| + 1) |x||5. Choose |v| sufficiently large so that
Ixo +vrlly = (n + 2)R, since (to,x0 + 4r) € conv (Xs(i)), this implies that xg + yr =
Zje[n+2] Aj(tj,x;) for some (t;,x;) € Xs(i) and A belongs to a simplex of dimension n +
2. Since |||y is subadditive and positively homogeneous, this implies that ||xg +~r|y <
Diic[n+2] N ij H2 Since ||xp + yr|ly = (n + 2)R, a simple pigeonhole argument implies that
there exists some jx € [n], such that Aj, Hx]-* ||2 > R. Since Aj, € [0,1], this further shows
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that ij* H2 > R and by the choice of R, this implies that ¢;, > (|Ib] +|to|+ 1) ij* ||2 This

shows that
R

Ve lliell, = B = Katie > pomtin = RO+ ftol +1) > 18]+ lto] + 1.

Ix |2

This implies that

DTNt = Nitie DL Aty =[]+ [to] + 1+ (1= Aj,)Ib > to,
jeln+2] Jeln+2]\{7x}
which leads to contraction. O

Lemma 9 (Theorem 9.1 in [26]) Let C be a closed pointed convex set of R™. For any linear
map A : R" - R™, if rec(C) n ker(A) = {0}, then A(C) is closed and pointed.

Lemma 10 Under assumption 4, conv (Ps(i)) is closed and pointed.

Proof By Claim 3, conv (Péi)) can be viewed as the image of conv (Xs(i)) under the follow-

! B] (t,x). In this case, we have rec (conv (Xé”)) nker(A) =

{0} because any non-zero v € rec (conv (Xé”)) has form of (r, 0) for some r > 0 by Lemma

ing linear map A: (t,x) —

8 and it is clear that Av # 0 in this case. Applying Lemma 9 and Lemma 8 yields the desired
statement. O

The last ingredient for applying Theorem 5 is to show that there exists a smooth
hidden convex component (l-ball) associated with each extreme point of conv( S(l)).

We obtain this from the following observation. The set PS(Z) can be viewed as a linear
projection of a union of epigraphs of certain smooth functions. By the definition of
smoothness, for any point in such an epigraph we can find a ball that lies entirely
in the epigraph and contains this point, as established in Claim 5 below. Under the
linear projection induced by the coupling matrix B(®, this ball is mapped to an
ellipsoid in 735(1). This ellipsoid provides a desired smooth hidden convex component.
We then extract an ly-ball contained within this ellipsoid, which ultimately serves
as the hidden convex component used in our proof. The maximal distortion under
this linear projection and the choice l5-ball contained in this ellipsoid is quantified by
L,(B®), defined below.

Definition 6 Given a matrix B € R”*" and let Bg € R™TDx(SIH1) . (1) B? be a
S

matrix where Bg is the submatrix of B that consists of columns of B with indices in S. We
define the projection factor with respect to sparsity level s as

. : Bo(Ba)T
Ls(B) := Sg[vﬁf\fﬂ:s 0o (Bs(Bs) )
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0 if A is not positive definite;
where oo(A) = /T (A=12) . and omin (), omax(-) are the
m OtherW]Se;
minimal singular value and maximal singular value, respectively. AY? denotes the principal
square root of a positive definite matrix A.

Remark 4 To obtain a nondegenerate hidden convex component, we require Ls (B(i)) > 0.
This condition is equivalent to the existence of m linear independent columns among every
possible collection of s() columns of B, A necessary condition for this is s > m. Apart
from this simple dimensional requirement, the condition Ls(B (i)) > 0 is not very restrictive:
it holds generically and can be ensured almost surely by adding an arbitrarily small smooth
random perturbation to B whenever s() > m.

Claim 5 For any L-smooth function f(-) and any x € R", there exists a l2-ball B with radius
% such that B < epi f and (x, f(x)) S B.

Proof For any x € R™, let g = Vf(x). We construct the center of the ball B with radius
=+ by
1 1

b lell3 +1

Clearly, (x, f(x)) € B and it remains to prove that B < epi f. For every point (y,t) S B, the

lowest possible value of t is
2
tinf(¥) = te — /12 — [ly — Xcll5-

Therefore, it suffices to prove f(y) < tins(y) for all y such that ||y — Xcﬂg < r2. Note that
f(y) < ting(y) can be further simplified to prove that

2 2 2
e < (f(y) —te)” + lly —xcll3-
Since f(-) is a smooth convex function, it admits a quadratic upper bound

Fly) < f(x) +{y — x@+ ly — x|, Vy € R™. (9)
1

Let @ := ——,Ax:=y—xand s := f(y) — f(x) — (g, Ax). In this case, it follows

2
\0ellz +1
that

() =) + ly = xell3 =

(xe, te) = (x, f(x)) + (—&1).

(F¥) = F(0) = ra)* + |ly = x + rog]3

= (s + (g, Ax) — ra)* + || Ax + rozg||§

= (s + (g, Ax))* + r’a® — 2ra(s + (g, AxX)) + ||Ax||§ + ||ro¢g|\§ + 2{rag, Ax)
= (s + (g, Ax))? + r2a® — 2ras + HAXH% + ||rag||§

= (s + (g, Ax))? — 2ras + ||Ax||§ + 72

—2ras + ||AXH2 + 72

> (—a+1)||Ax]Z +r?
2

\%
-

where the first inequality just drops (s + (g, Ax))? term; the second inequality uses (9); the
third inequality uses the fact that a < 1.
O
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Lemma 11 [27] Let E := {x : ||Az — k|5 < 1} be an ellipsoid, where A is an invertible
matrix. Then, for every p € FE, there exists a l2-norm ball containing p that is subset of E

A/ Omin (A)

h i f .
and has a radius o e (A)

Claim 6 For every extreme point v (0-dimensional face) of conv (P(i)), there exists a [2-ball

L'S(B(i))
L

B with radius such that ve B < PO,

Proof For a fixed support set S < [n], we define
Ix,x; =0,Vi ¢ S;

P =L (t,d) e R™! | g = Bl : (10)
t= f(x);
It is clear that
PO= |y Py
Sc[n],|S|=s:

Let v := (tv,dv) be any extreme point of conv(P()). In this case, there must exist some

S < [n], with |S| = s;, such that v € Pél). By construction of P(i), there exists some xy € R"
such that

dv = BOxy, tv = £ (xy),

(xv); =0,Vi ¢ S.
Since v is a extreme point, we can further assume that tyv = f(i) (x). Counsider the following
function féi) (y) : R® > R which is constructed from f(*)(x) by fixing the variables outside
of S to be zero. Clearly, fg) is a L-smooth convex function. Applying Claim 5, there is a ball

Bg with radius % with dimension |S| + 1 that ((xv)s, f(xv)) € Bg < epi féi). Now consider
the linear map:

1 0
(XS>t) - |:0 BS):| (XS7t)
0 )
Let Q := o 5O | If QQ" is not invertible, we have Lg (B(’)) = 0 and the lemma directly
S

holds. Therefore, we assume that QQT is invertible. It is well known that a linear map

transforms a ball into an ellipse. In particular, Bg is mapped to an ellipse E (up to translation)
2

with form: {y vy Q) Tty < <%> } = {y Uy < (%)} where U = (QQT)71/2. By

LS(B“))
L

Lemma 11 and the definition of Ls (B(i)), we can find a l2-ball with radius that both

contains v and is included in E and therefore included in P®.
O

Theorem 6 Consider problem (4), assume that each f(i)(~) is L-smooth and under the

Assumption 1, Assumption 3 and Assumption 4 that there exists some 3 such that E(P(i)) <
B. Then it follow that

k
o (1) 21 1 2 21
£: @(zzlp )g\/ﬁ 73 to(m+ 12— L5,
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OPTs(b + £1) — € < DUAL4(b) < OPT4(b),
here £ = inf o7 L(BW). If there exist h that £(BW) > w, Vi € [k],
where Ig[k]:1|IIl|:m+121¢I (B\Y). If there exists some w such that L(B\"Y) = w, Vi € [k]
then it follows that
L — 0 as k — o0,

E—>0ask— oo.

Proof Using Claim 6 and Theorem 5, we obtain

k
i 1 1 1
£E=d (Z P )> < \/KQﬁ + 5 m+1)52 - L7,

i=1

On the other hand, if there exists some w such that L(B(i)) > w,Vi € [k], then £ >
(k—m —1)w — © as k — oo and therefore £ — 0. O

Remark 5 The smoothness assumption in Theorem 6 can be relaxed. Instead of requiring
that f be globally smooth, that is, globally upper bounded by a convex quadratic function,
it suffices to assume that f is locally upper bounded by a convex quadratic function at each
point x. In particular, as long as this local smoothness condition guarantees the existence of
an [y -ball with nontrivial radius, the conclusion of Theorem 6 remains valid.
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