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Abstract. Composite functions have been studied for over 40 years and appear in a wide range of optimization problems. Convex
analysis of these functions focuses on (i) conditions for convexity of the function based on properties of its components, (ii) formulas
for the convex conjugate of the function based on those of its components and (iii) chain-rule-like formulas for the sub-differential
of the function. To the best of our knowledge all existing results on this matter are based on the notion of K-convexity of functions
where K is a closed convex cone. These notions can be considered elementary when K is the non-negative orthant, but otherwise
may limit the accessibility of the associated results. In this work we show how standard results on perturbation function based duality
can be used to recover and extend existing results without the need for K-convexity. We also provide a detailed comparison with
K-convexity based results and show that, while K-convexity is not needed for the convex analysis of composite functions, it certainly
aids in verifying the conditions associated with our proposed results. Finally, we provide necessary conditions for the conjugate and

sub-differential formulas that are less restrictive than those required by the existing results.
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1. Introduction For g:R”™ — R and F : R” — R” consider the composite function g o F :
R" — R given by
goF(x)=g(F(x)) VxeR"

As noted in [6], functions of the form g o F' have been studied for over 40 years and appear as
objective functions for a wide range of optimization problems. In particular, the case where g o F
is convex has been extensively studied (e.g. [3-8, 11]).

Some natural questions in the convex case include (i) conditions for convexity of g o F based on
properties of g and F, (ii) formulas for the convex conjugate of g o F' based on the conjugates of
g and F, and (iii) chain-rule-like formulas for the sub-differential of g o F'. A standard sufficient
condition for convexity of g o F when F is a real-valued function (i.e. m = 1) is monotonicity of
g and convexity of F. A first extension of these conditions to vector-valued F (i.e. m > 1) is to
consider component-wise convexity of F' and component-wise monotonicity of g. As shown in [9],
in addition to convexity of g o F, these component-wise conditions also yield a relatively simple
formula for the convex conjugate of g o F.

The notions of component-wise convexity of F and component-wise monotonicity are based on

the partial order in R induced by the closed convex cone R/ (i.e. for x,y € R” we have x < y if and
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only if y —x € R"). Hence, it is natural to extend these concepts by considering an arbitrary closed
convex cone K to introduce the notions of K-convexity and K-monotonicity (e.g. see Section 4).
To the best of our knowledge, all existing studies of g o F' for the convex case with m > 1 (including
[3-8, 11]) are based on these notions of K-convexity and K-monotonicity. In particular, combining
these notions with perturbation-function based dualization (e.g. [15, Section 11.H]) can result in
fairly general answers to all three questions above even in the infinite-dimensional setting (e.g.
[2, 5D.

It can be argued that the need for beyond-elemental convex analysis concepts such as perturbation-
functions and K-convexity can limit the accessibility of the results. Motivated by this poten-
tial accessibility issue, [6] focused on the finite dimensional case without directly applying the
perturbation-function machinery to improve the accessibility of the associated result development
and proofs. However, the statements of the associated results in [6] (e.g. necessary conditions and
formulas) still require the notions of K-convexity and K-monotonicity. For this reason, we take
a different approach and focus on avoiding the notions of K-convexity and K-monotonicity alto-
gether to obtain results whose statements only require elemental convex analysis concepts. That
is, our focus is primarily to improve the accessibility for readers that seek to apply the results
without necessarily looking at the proofs. Similarly to [2, 5], the proofs of our results are based on
perturbation-function based dualization, but in contrast to [2, 5] we only use a version that does
not require the notions of K-convexity or K-monotonicity. Hence, we also get some accessibility
improvements on the proofs themselves.

One additional advantage of avoiding K-convexity is that we can focus on additional properties
of the functions g and F (e.g polyhedrality) which have been exploited by standard perturbation-
function based dualization. This allows us to obtain necessary conditions for the conjugate and
sub-differential formulas that are less restrictive than those required by the existing results in [3—

, 1 1]. However, a potential disadvantage is that some of these necessary conditions may be harder
to verify than those based on K-convexity. For instance, one of these conditions requires convexity
of a perturbation function that, while simple to state, could be hard to verify. Fortunately, this joint
convexity is implied by some standard K-convexity conditions. For this reason we also provide a
detailed comparison between our results and those based on K-convexity. In particular, we show
how the results based on K-convexity can be more restrictive, but can aid in verifying the less

restrictive conditions we consider.
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The remainder of this paper is structured as follows. In Section 1.1 we introduce some notation
and assumptions. Then, in Section 2 we review the perturbation-function based dualization results
we will use for our main results, which we present in Section 3. After that, we compare our main
results with those based on K-convexity in Section 4. Finally, some omitted proofs are presented in

Section 5 and Appendix A.

1.1. Notation and assumptions To consider extended real valued functions we let R =
R U {—00, +c0}. For simplicity we use R” for some p > 1 with inner product denoted by (-,-) as
our vector spaces, but all our results also hold for Euclidean spaces through standard vectorization
transformations (e.g. the space of n X n symmetric matrices can be unrolled to R? with p =
n(n+1)/2). For a set S C R? we let rint(S) be its relative interior and cl(S) be its closure. For
a function h : R? — R we let dom(h) := {x € R? : h(x) < +oo} be the effective domain of A,
epi(h) == {(x,a) € R? xR : h(x) < a} be the epigraph of &, cl(h) : R” — R be the function such
that epi (cl(%)) = cl (epi(h)), and h* : R? — R be the convex conjugate of / given by

h*(v) :=sup {{v,x) —h(x)} VveR’,

X€ERP

We say a function /& : R? — R is convex if epi(h) is convex, is closed if epi(h) is closed, and is

proper if h # +o00 and h(x) > —co for all x € RP. We also let

I'(R?):= {h :RP >R : his proper and convex}

Iy (RP):={heT (RP) : hisclosed}.

For a closed convex cone K CR” welet K°:={veR? : (x,v) <0 VxeK}.

Finally, we use the following definitions to simplify some of our statements (e.g. to avoid
pathological cases of arg min without having to restrict its definition to proper functions).

DEFINITION 1.1.  For h:R" — R we let

argirel]iRr% h(x):={xeR": h(x) eR, h(X) :xiglll?gfn h(x)

arg max h(x) = {)E eR": h(x)eR, h(x)=sup h(x)} .
xeR” xeR”
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If & is convex and x € R"” we let

{veR": h(x) > h(x)+{(v,(x—%)) VxeR"'} h(x)eR
oh(x) = )

0 0.W.

2. Perturbation based Lagrangian duality For f € I'h (R” xR™) [15, Section 11.H]

presents properties of the primal-dual pair

optp := inf f(x,0) (2.1a)
xeR”

optp := sup —f7(0,y). (2.1b)
yeR™

For instance, [ 15, Theorem 11.39] shows that opt, > opt,, and gives conditions for this to hold at
equality.
However, the results in [15, Section 11.H] also imply properties of the slightly more general

primal-dual pairs

optp(it, V) := il}gnf(x,ﬁ) —{(V,x) (2.2a)
optp (i, V) := sup (@, y) = f*(v,y) (2.2b)
yer™

whose parametrization on (v,i) € R” X R can be used to study the conjugate functions (e.g.
optp(0,7) =—(f(-,0))*(¥)). We now summarize these properties and connect them to the gener-
alized nonlinear programming framework of [13]. While all these results follow from [15, Section
11.H] we give detailed proofs in Appendix A for completeness. We begin with the basic definitions
of Lagrangian function, primal and dual value functions, and primal and dual optimal sets.

DEFINITION 2.1.  For f:R"xR” - R, let [ : R” x R” — R be the Lagrangian function given
by

(x,y) == (f(x,)" (). (2.3)
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In addition, for 7 € R”, and i € R, let p; : R” — R be the primal value function and ¢; : R" — R

be the negative of the dual value function given by

py(i) = inf {f(x,@) = (v,00} =—sup {(V,x) - f(x, i)}

x€eR”

qa(V) = inf {f*(v,y) = (i@, y)} = — sup {(@,y) - f*(V,»)}.
yeR yeRM

(2.4a)

(2.4b)

Finally, let P (iz, V) C R” be the primal optimal set and Q (i1, v) C R™ be the dual optimal set given

by

P (i, v) =argmin {f (x,q) = (,x)} =argmax {(v,x) - f(x,i)}

Q (u,v) = argyngg&l}n {f vy —Cay}= arg max {€ia, y) = (v, )}

2.1. General weak duality and optimality conditions The following theorem gives

various flavors of weak duality and some optimality conditions that do not require any requirements

on f.

THEOREM 2.1. Forany f :R"xR" — R and (¥, i) € R" X R" we have that q; is convex,

f*(v’)_))_<ﬁ’)_]>zsup {(ﬁ,x}—(ﬁ,)'))—l(x,)'))} VyERm

X€ER"
and q; (V) :=1infyerm sup,cpn {(V,x) = (it, y) = I(x,y)}.
In addition,

optp(it,v) = py(it) >clcop;(it)> —qa(V) = optp (i, ),

—optp(it, V) =—py(@) < clqa(V)s qa(V) =—optp (i, V).

Finally, for any (v,i1) € R" XxR™ and (x,y) € R* XxR™
xeP(u,v), yeQ(av), and py(i)=-qa(v)
is equivalent to

f(x’l’_t) - <\_/’,)E> :l(f,)_))+<l/_t,y> - <‘7’i> = <l’_t’y> _f*(‘_}’)_)) eR.

(2.5)
(2.6)

2.7)

(2.8)
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— See page 30 for the proof.

In particular, we have that both (2.5) and (2.6) yield weak duality optp > optj, for primal-dual
pair (2.1), but (2.5) allows for considering parametric limits on the primal value function p, while
(2.6) allows the same on the (negative of) the dual value function ¢,. Through the equivalence
between (2.7) and (2.8) Theorem 2.1 yields optimality conditions based on the Lagrangian function
[. However, to obtain true saddle-point conditions we need some convexity conditions on f as

described in the following proposition.

PROPOSITION 2.1.  For any proper f :R" x R™ — R such that f(x,u) is closed and convex

in u, and for any (v, i) € R" X R™ we have

f(x,u)—(v,x)=sup {l{(X,y)+(a,y)—(v,x)} VxeR"
yeRM

and py (i) := infxeqn SUpyepn {1(x, ¥) + (@, y) = (7).
In addition, (2.8) is equivalent to

Xearg mIiRr% {l(x,9)+ @, y)—(v,x)}, (2.92)
y € arg max {l(x,y)+a,y)—(v,x)}. (2.9b)
yeR™

— See page 31 for the proof.

2.2. Convex strong duality The following theorem gives various flavors of strong duality

and characterizations of the optimal sets under convexity of f.

THEOREM 2.2. If f e '(R"XR™) and f(x,u) is closed in u, then l(x,y) is convex in x and

concave in 'y and (2.9) is equivalent to

0€d(L(,y)+@y)—(V,)) (%) (2.10a)
0€d(—-L(x,-) =i,y +(¥,%)) (). (2.10b)

In addition, if f € Ty (R" X R™) we have
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1. Optimal sets: For all (v,it) € R" X R™ we have that py and q; are convex, and
P (it,v) =0qz(V) (2.11a)
Q (u,v) =dps(ir). (2.11b)

2. Primal-asymptotic strong duality: If p; is proper, then p;(it) > clpy (i) = —qz (V) for all
iueR™

3. Primal-uniform strong duality: If p; is proper and closed, then p;(it) = —q;(V) for all
iueR™

4. Dual-asymptotic strong duality: If q; is proper, then —p;(it) =clq; (V) for all v € R".

5. Dual-uniform strong duality: If q; is proper and closed, then —p;(it) = gz (V) for all v € R™.

— See page 32 for the proof.

Theorem 2.2 implicitly contains three classes of qualification conditions beyond the baseline
f el (R*xXR™).

First, requiring py or g; to be proper yield asymptotic versions of strong duality where a zero
duality gap is achieved through taking limits on the primal or dual perturbations i or v.

Second, requiring p; or g; to be proper and closed yields non-asymptotic versions of strong
duality where zero duality gap is achieved for all perturbations.

Third, non-emptyness of the sub-differentials in (2.11) yields attainment of the primal or dual
optimal values.

Describing these qualification conditions through properties of p; and g; instead of more typical
conditions (e.g. Slater-like conditions) allows for generic and possibly ad-hoc conditions that exploit
the structure of particular instantiations of these functions (and indirectly of f). However, these
generic conditions are also implied by more typical conditions, which can be a better trade-off
between applicability and simplicity. Corollary 2.1 and Corollary 2.2 below gives a Slater-like
conditions that we will use in our study of composite functions.

DEFINITION 2.2. h:R" - RU {+o0} is piecewise linear-quadratic (PWLQ) if and only if

%(x,A[x) +{¢',x)—u; xePyiel
h(x) = :

+00 0.W.

where [ is finite and for each i € I, P; is a polyhedron, Al e R qi € R" and u; € R.
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COROLLARY 2.1. [Primal Slater Condition] Let f € Ty (R" xR™), v € R", i € R™, and py :
R™ - R, gz : R" — R be the functions given by (2.4). Then,

® g; is proper if i € dom(py),

® ¢; is closed if i € rintdom(py), or it € dom(pg) and f is PWLQ, and

® Jp;(it) # 0 if i € rintdom(pg) and p;(it) > —oo, or it € dom(pg) and f is PWLQ,

In particular, if either i € rintdom(py), or it € dom(pg) and f is PWLQ, then for any v € R" we
have

Iy eR™ st (i, y) - 7 (9,5) =—qa (V) = py (it) € RU {00} (2.12)

— See page 35 for the proof.

Note that (2.12) implies that strong duality holds for primal-dual pair (2.2) and the dual optimal

value is attained if finite.

COROLLARY 2.2. [Dual Slater Condition] Let f € Iy (R" xR™), v € R", 1 € R™, and py :
R™ - R, gz : R" — R be the functions given by (2.4). Then,

® pj is proper if v € dom(qy),

® pj; is closed if v € rintdom(q), or v € dom(qg) and f is PWLQ, and

® 0q; (V) # 0 if v € rintdom(qo) and q;(V) > —oo, or v € dom(qg) and f is PWLQ.

In particular, if either v € rintdom(qy), or v € dom(qq) and f is PWLQ, then for any i1 € R™ we
have

dxeR" st f(x,i)—(V,xX)=p; (1) =—q; (V) € RU {+00}. (2.13)

— See page 35 for the proof.
Note that (2.13) implies that strong duality holds for primal-dual pair (2.2) and the primal optimal

value is attained if finite.

2.3. Generalized nonlinear programming The generalized nonlinear programming
(GNLP) framework of [13] follows from the results in [15, Section 11.H] by taking the specific
function f described in the following lemma. A very simple extension of the GNLP framework
allows us to cover composite functions in their full generality (see Lemma 3.1). Finally, we note
that the GNLP framework has theoretical and practical implications that go beyond the scope of
this paper (e.g. see [13, 14]).

LEMMA 2.1 ([13]). For fy:R" >R, F:R" > R" and g :R" - R let f :R" XR" — R be

given by
fxu) = fo(x) +g(F(x) +u)
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and | :R" x R™ — R be given by
[(x,y) == (f(x,))" ().
Then l(x,y) = fo(x)+(y, F(x)) —g*(y) for all (x,y) € R" xR™.

3. Composite functions To cover composite functions in the full generality of [6] we only
need to extend the GNLP framework of Section 2.3 to allow F to take values in R U {+oc0, } where
+00, 1S an infinite element for R™ as follows.

DEFINITION 3.1. Let +co, be an infinite element for R™. For F : R" — R"™ U {+c0,} we let
dom(F):={x €R" : F(x) #+o0,} and rge(F) = F (dom(F)).

Here, infinite element +oo, is intended to represent all values for F not in R™. For instance, we
can redefine any H : R” — (RU {—o00,+00})™ to a function F : R" — R™ U {+co, } by letting

H(x) H(x)eR™
F(x):= .

+00, 0.W.

In Definition 4.1, 400, will correspond to a largest element for a specific ordering.

Lemma 2.1 then extends to the following lemma.

LEMMA 3.1. Let fy:R" >R, F:R" 5 R" U {+c0,} and g : R™ - R let f : R" xR"™ - R,
(y,F):R" > Randl:R"xR"™ — R be given by

Foou) = Jo(x)+g (F(x)+u) xedom(F) , (.18)

+00 O0.W.

(y,F(x)) xedom(F)

o, F)(x):= : (3.1b)
+00 oW.
I(x,y) === (f(x,)" (¥). (3.1¢)
Then
[(x,y) = fo(x) +{y, F(x)) —g"(y), (3.2a)

o) =(fo+ 3. F)" (v)+g (). (3.2b)
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— See page 24 for the proof.

Finally, applying the results from Section 2 to the function f from Lemma 3.1 we get the

following characterization of the convex conjugate of composite functions.

THEOREM 3.1. For fy:R" >R, F:R" 5> R" U {+00,} and g :R™ - R, let (y,F) :R" - R
given by (3.1b), p : R" — R be given by

p(¥) = inf (fo+ v, F)* (V) +g7 (), (3.3)
and fy+g o F:R" — R be given by

Jo(x) +g (F(x)) xe€dom(F)

(fo+goF)(x):= (3.4)
+00 oW.
Then, p is convex, for any v € R"
(Jo+goF) (v) <clp (), 3.5)
and for any (v,%,y) € R" X R" X R™
(fo+goF)(X)+(fo+goF) (v)=(V,x) (3.6a)
(fo+goF) (V) =(fo+ (. F)) (V) +g"(y) (3.6b)
is equivalent to
g(F(x) +g" () =, F(x)) (3.72)
(fo+ (G, F) @)+ (fo+ 3, F)* (V) =(,%). (3.7b)
Finally, let f : R" xR™ — R be given by (3.1a) and
U:= {u eR™: ig]gnf(x,u) <+<>o}
=dom(g) — F (dom( fo) Ndom(F)). (3.8)

Assuming that f € Iy (R" X R™) we have:
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1. If0€U, then p €T" (R").

2. If pe T’ (R") (e.g. if 0 € U), then (3.5) holds at equality.

3. If O erint(U) or 0 € U and f is PWLQ, then p € Ty (R"), and the infimum in (3.3) is a
minimum (possibly with p(v) = (fo+{y, F))* () +g*(y) = +co for all y e R™).

Proof First note that by using the characterization of f* from Lemma 3.1 we have p (V) =
go (V) and (fo+go F)" (¥) = —p;(0) for all ¥ € R" where g; and p; are defined in (2.4). Then
convexity of p and (3.5) follows from Theorem 2.1 (specifically (2.6)).

The characterizations from Lemma 3.1 also imply that (2.7) is equivalent to (3.6) and that (2.8)
is equivalent to (3.7) as follows.

For the equivalence between (2.7) and (3.6) note that X € P (0, V) is equivalent to (3.6a), y €
0 (0,7) is equivalent to p(v) = (fo+(3,F))* (V) + g"(3), and p;(0) = —go(V) is equivalent to
(fo+goF)* (v) =p(v). The equivalence then follows because (3.3) and (3.5) always imply

(fo+goF) () <p() < (fo+ (3. F))" (M) +8"(§).

The equivalence between (2.8) and (3.7) follows by noting that under the characterization from

Lemma 3.1, (2.8) becomes

#,%) = (fo+g o F)(X) =g"(y) = fo(X) = (J, F)(X) + (¥, %)
=g" (M + (fo+ (5. F)" ().

The equivalence between (3.6) and (3.7) then follows from the corresponding equivalence
between (2.7) and (2.8) in Theorem 2.1.
The remaining results follow from Corollary 2.1 by noting that U = dom(py).
O
Next, in Section 3.1 we show how the equivalence between (3.6) and (3.7) can be used to deduce
a chain rule for the sub-differential of g o F. After that in Section 3.2 how standard results on the
sum of two functions can be used to refine both results (e.g. to write (fo+(y,F))* in (3.3) as a

function of f and (y, F))").
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3.1. Sub-differential chain rule Combining the equivalence between (3.6) and (3.7) in
Theorem 3.1 with Fenchel’s inequality (e.g. [ 15, Proposition 11.3]) we also get the sub-differential

chain rule for convex composite functions given in Corollary 3.1 below.

COROLLARY 3.1. For fy:R" >R, F:R" - R" U {+00,} and g : R" — R, let (y,F) :R" —
R given by (3.1b), fo+g o F :R" — R be given by (3.4), f : R*xR" — R be given by (3.1a), and
U CR™ be given by (3.8).

If feT (R"XR™), f(x,u) is closed in u, and dom(F) # 0, then fy+g o F and g are convex,
Jo+ (¥, F) is convex for any y € dom(g*) and for all x € dom (fy + g o F) we have

d(forgoP)®2 | ) a(fh+F.F)® (3.9)

yeog(F(x))

In addition, (3.9) holds at equality if f € I'o(R" X R™) and either O € rint(U) or 0 € U and f is
PWLQ.

Proof Convexity of fy+ g o F is direct from the joint convexity of f and convexity of g
follows from convexity of f and the assumption dom(F') # (0. Convexity of fy+ (¥, F') follows by
noting that by Theorem 2.2 and Lemma 3.1 we have that if f(x,u«) is convex in (x,u) and closed in
u, then I(x,y) = fo(x) +(y, F(x)) — g"(y) is convex in x.

Now by Fenchel’s inequality (e.g. [15, Proposition 11.3]) we have that

* (3.6a)isequivalenttov e d (fy+goF) (X),

* (3.7a) is equivalent to y € dg(F(x)), and

* (3.7b) is equivalent to v € d (fo + (¥, F)) (X).
Then, (3.9) follows because (3.7a) and (3.7b) imply (3.6a) by Theorem 3.1.

Under the additional assumptions Theorem 3.1 implies that for any X, v € R” that satisfies (3.6a)
there exists y € R that satisfies (3.6b). Equality in (3.9) then follows from the equivalence between
(3.6)and (3.7). O

3.2. Combining with standard additive results We can apply standard results for
(fo+{y,F))" and 9 (fo + (¥, F)) (%) to further refine Theorem 3.1 and Corollary 3.1 in Proposi-
tion 3.1 below. Such standard results require (y, F) € I'(R"), which the following lemma shows can

be deduced from properties of the portion of f that does not depend on fj.
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LEMMA 3.2. For fy:R" >R, F:R" - R" U {+c0,} and g : R" - R, let (y,F) :R" > R
given by (3.1b), f:R" xR" — R be given by (3.1a) and h : R" x R" — R be given by

heu) = g(F(x)+u) xedom(F) (3.10)

+00 OW.
so that f = fo+ h (or equivalently so that h = f with fo=0).
If he T (R"XR™) and h(x,u) is closed in u, then (y,F) € '(R") for all y € dom(g").

Proof By Theorem 2.2 and Lemma 3.1 (applied to f with fy = 0) we have that if &(x,u)
is convex in (x,u) and closed in u, then [(x,y) = (y, F(x)) — g*(y) is convex in x. In addition,
h el (R"XR™) implies g # +co and hence g*(y) > —oo for all y € R”. Then dom(g*) ={y e R :
g"(y) e R}. We also have that h € I' (R" x R™) implies dom(F) # 0. The result follows by noting
that by its definition in (3.1b), (7, F') is proper if and only if dom(F) #0. 0O

PROPOSITION 3.1. For fy:R" 5 R, F:R" - R" U {+00,} and g : R" — R, let (y,F) :
R" — R given by (3.1b), fo+g o F :R" — R be given by (3.4), f : R" xR" — R be given by (3.1a),
h:R"xXR™ — R be given by (3.10), U CR™ be given by (3.8), p : R" — R be given by (3.3) and
5 :R" — R be given by

p(¥) = inf _ fr(w)+ (., F)" (V-w)+g"(y), (3.11)
yeR™ weR"

If foe'(R"), f,he ' (R"XR™), h(x,u) is closed in u, then fy+ g o F is convex, and fy+
(y,F),(y,F) e '(R") and for all y € dom(g*). In addition, for all v € R" we have

(forgoF) (1) <p (@) <p (@), (3.12)
and for all x € dom ( fy+ g o F) we have

d(forgoF)®2 | ) 0(f+G.FN@E

yeog(F(x))

20/p®+ ) 0G.H@. (3.13)
yeag(F(x))
In addition, equality holds throughout (3.12) and (3.13) if additionally f € T'o(R" x R™),
rint (dom( fp)) Nrint (dom(F)) # 0 (3.14)

and either 0 € rint(U) or 0 € U and f is PWLQ.
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Proof Convexity of fy+ g o F is direct from f € I' (R” X R™). Lemma 3.2 implies (¥, F) €
['(R") for all y € dom(g*). f € ' (R" x R™) also implies dom( fy) N dom(F) # 0. Then fy € ['(R")
and (y, F) e '(R") for all j € dom(g*) implies fy+ (¥, F) € I'(R") for all y € dom(g").

The first inequality in (3.12) and its equality under the additional assumptions follows from
Theorem 3.1. The second inequality in (3.12) and its equality under the additional assumptions
follows from [ 12, Theorem 16.4], which is applicable because fy, (7, F) € ['(R") forall y € dom(g*).

The first inclusion in (3.13) and its equality under the additional assumptions follows from
Corollary 3.1. The second inclusion in (3.13) and its equality under the additional assumptions
follows from [12, Theorem 23.8], which is also applicable because fy, (y,F) € I'(R") for all
y €edom(g*) and y € dg(F (X)) implies y € dom(g*). O

4. Connection of Theorem 3.1 to K-convexity A standard sufficient condition for con-
vexity of g o F' is component-wise convexity of F and component-wise monotonicity of g (e.g.
[9]). Such condition can be further generalized through the following notions of convexity and
monotonicity with regards to a closed convex cone K [0, 8, 11].

DEFINITION 4.1. Given a closed convex cone K C R” we define the ordering
<kt o xXP-x'ek Vvxl,x*eR™.

We also extend the ordering to consider the infinite element +oco, (cf. Definition 3.1) as its largest
element such that

x <g 400, VxeR™.

DEFINITION 4.2. Let K CR™ be a closed convex cone and +oco, be a largest element with
respect to K (cf. Definition 4.1).
We say F :R" — R™ U {+00,} is K-convex if and only if

K-epi(F) :={(x,z) €dom(F) xR" : F(x) <k z}

is convex.

We say g : R” — R is K-increasing if and only if
glw)<gw+k) VkeK,weR",
and is K-increasing restricted to rge(F) if and only if

gw)<gw+k) VkeK,werge(F).
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Finally, we let
Kr:={K CR™ : K is a closed convex cone and F is K-convex}
Ke :={K CR™ : K is a closed convex cone and g is K-increasing}
K is a closed convex cone and
g is K-increasing restricted to rge(F)
PROPOSITION 4.1. Letg:R" >R, F:R" > R™U{+00,}, go F : R" — R be given by
g (F(x)) xedom(F)
goF(x):= , 4.1
+00 OW.
and fy:R" — R be such that fy =0 so that f : R" xR™ — R given by (3.1a) becomes
g(F(x)+u) xedom(F)
fx,u) = (4.2)
+00 O.W.
and g o F(x) = f(x,0) for all x e R".
If g e T(R™), then
Kr N Ky mg(r) #0 = g o F is convex (4.3a)
Kr NK, #0 = f is convex (4.3b)

If g €eTo(R™) and dom(g) Nrge(F) # 0, then (4.3b) is an equivalence.

— See page 26 for the proof.

As illustrated in [, Example 58], convexity of g o F' can be deduced through Kr N Ky me(F) #
0 for cases in which Kr N K, # 0 does not hold. This is not surprising given that the latter
condition implies convexity of f, which is stronger than just convexity of g o F'. Based on condition
Kr N Ky mg(r) # 0, [6] also studies characterizations of (g o F)* as in Theorem 3.1. The first version
of this characterization is [0, Theorem 4] that focuses on inequality (3.5) from Theorem 3.1 when

Jfo =0. In this setting, we can restate [6, Theorem 4] as follows.
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THEOREM 4.1 ([6, Theorem 4]). Let K CR™ be a closed convex cone, g : R™ — R F:R"—
R™ U {+00,}, (y, F) : R" — R be given by (3.1b), g o F : R" — R be given by (4.1) and : R"* - R
be given by

n(v) !=yeir_1§(o (. F)" (V) +8"(y), (4.4)

If g eI'(R™), and K € Kr N Ky rng(F), then for any v € R"

(goF)"(v) <clp(v). 4.5)

If g €eTh(R™), K € Kr NK,, dom(g) Nrge(F) # 0, and (y,F) e I\(R") for all y € —K°, then
(4.5) holds at equality.
Finally, if g e '(R™), K € Kr N Ky rng(F) and

rint (dom(g) — K) N F (rint (dom(F))) # 0, (4.6)

then n € Ty(R") and the infimum in (4.4) is a minimum (possibly withn(v) = ({y, F))* (v)+g*(y) =
+oo forall y e —K°).

A chain rule for the sub-differential of g o F is also presented in [6, Corollary 2]. This result is
identical to Corollary 3.1 except for the necessary conditions for (3.9) to hold (i) as is and (ii) as
an equality. These conditions are the same as those (i) for (4.5) to hold and (ii) for (4.5) to hold at
equality,  being closed and then infimum in (4.4) being attained. Hence, a comparison between [0,
Corollary 2] and Corollary 3.1 follows directly from the comparison between 4.1 and Theorem 3.1
in Section 4.1.

Another corollary of Theorem 4.1 considered in [6] is [6, Corollary 3] which extends the convex
conjugate and sub-differential formulas for the case fy # 0. We compare [6, Corollary 3] with

Proposition 3.1 in Section 4.3.

4.1. Comparison between Theorems 3.1 and 4.1 Under different requirements, both
17 :R* - R from Theorem 4.1 and p : R” — R from Theorem 3.1 (with fy = 0) yield upper bounds
on (g o F)" with p being a potentially tighter bound:

(goF)* (V) <clp(¥) <cln(¥) VieR" (4.7)

It is worth noting that the only reason that p is potentially stronger than 7 is that the definition of n
in (4.4) restricts the infimum over values y € —K°. We will further study this in Section 4.2.

To compare the requirements of Theorems 3.1 and 4.1 we will use the following lemma.
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LEMMA 4.1. Let K CR™ be a closed convex cone, g : R" - R, F :R" — R™ U {+00,},
(y,F):R" — R be given by (3.1b) and f : R" x R™ — R given by (4.2).

If g eTo(R™), K € Kr N K,, dom(g) Nrge(F) # 0, and (y,F) € I'o(R") for all y € —K°, then
felp(R"xXR™).

— See page 26 for the proof.

With regards to cl p and cl#n providing upper bounds on (g o F)* we see that Theorem 3.1 does
not require anything for it to hold, while Theorem 4.1 requires the existence of a closed convex cone
K € Kr N Ky mg(r), which is used to define 77. By Proposition 4.1 these conditions imply convexity
of g o F which may be considered a natural setting for studying (g o F))*. Nonetheless, (g o F)* is
convex even if g o F' is not and Theorem 3.1 provides p as a convex upper bound of (g o F))* even
in such non-convex setting.

With regards to cl p and cln being equal to (g o F)*, by Lemma 4.1 we have that the require-
ments of Theorem 4.1 imply that f € ['H)(R” X R™) and 0 € dom(g) — rng(F), which are essentially
the requirements of Theorem 3.1 (0 € dom(g) — rng(F) implies p being proper, which is the real
requirement of Theorem 3.1). Combining this with Proposition 4.1 we see that the requirements
of Theorem 3.1 for (g o F)* =cl p imply the existence of a closed convex cone K € Kr N K,. The
requirement K € Ky N K, also appears in Theorem 4.1 for (g o F))* = cln. Hence the additional
flexibility of using K me(F) instead of K, does not seem to provide an advantage when approxi-
mating (g o F)* (getting an upper bound does not require it and it is not sufficient to guarantee a
tight upper bound).

With regards to n being closed and that the infimum in its definition being attained, we do
have that the weaker requirement K € Kr N K, ng(r) from Theorem 4.1 can provide an advantage
over the more restrictive K € Kr N K, required by Theorem 3.1 for the same properties holding
for p. However, it could be argued that such properties for n are less interesting when cln is a
strict upper bound on (g o F)*. For this reason we first restrict our attention to the case where
Theorem 3.1 and 4.1 imply (g o F)* =cl p =cln and then in Section 4.2 study how the existence of

K € Kr N Ky mg(r) \ K, can still be useful in this context. For simplicity we consider the following
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joint condition for (g o F)* =cl p =cln. First we assume

g €TH(R™), (4.82)

dom(g) Nrge(F) # 0, (4.8b)
f:R"XR™ >R isclosed, (4.8¢)
(y,F):R"—R is proper and closed Yy € R". (4.8d)

Now, by [6, Theorem 3] we have that K € KF if and only if (y,F) : R" — R is convex for all
y € —K°. Then, by Proposition 4.1 a joint condition for (g o F)* =cl p =cln is given by (4.8) plus

either of the following equivalent conditions

KrNK, #0, (4.9a)
f 1s convex. (4.9b)

More precisely, for (g o F)* =cln, the condition is that we use K € Kr N K, to define 1 through
(4.4). To compare the closure and infimum-attainment conditions from Theorem 3.1 and 4.1 in this

context we will use the following lemma.

LEMMA 4.2. If (4.8) and (4.9a) (or equivalently (4.9b)) holds for g and F, then the general

condition O € rint(U) from Theorem 3.1 for fo =0 is equivalent to
JK e KrnNK,; s.t rint(dom(g)) Nrint (F (dom(F))+K) # 0, (4.10)

the weaker condition for piecewise linear-quadratic functions 0 € U from Theorem 3.1 for fy =0 is
equivalent to

FKeKrnNK, st (dom(g)—K)N(F(dom(F)))+#0, (4.11)

and condition (4.6) from Theorem 4.1 is equivalent to
KeKrNK, and rint(dom(g)—K)NF (rint (dom(F))) # 0, (4.12)

— See page 27 for the proof.
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As noted in [6, pages 1335-1336], condition (4.10) matches the Attouch-Brézis-type constraint
qualification conditions from [7] and is in general incomparable with (4.12) (each being weaker
than the other in some cases). In contrast, condition (4.11) is weaker than the two others as expected
from it only being sufficient when f is a piecewise linear-quadratic function.

For all three conditions, we see that it will be useful to understand properties of the largest cone

K € Kr N K, for which we can rely on the following result.

LEMMA 4.3 ([8, Lemma 10, Proposition 24 and 55]). Let F : R" — R™ U {+c0,} be such
that dom(F) is non-empty and convex. Then there exist a non-empty, closed and convex cone
Kr CR™ such that F is K-convex for a closed convex cone K CR™ if and only if K C K.

Let g € T'o (R™). Then g is K-increasing for a closed convex cone K C R™ if and only if K C
—hzn(g), where

hzn(g) :={d eR" : g(x+d) < g(x) Vxedom(g)}

is the horizon cone of g.

In particular, we have that

K is a closed convex cone and
KrNnK,=<KCR":
Kr C K C —hzn(g)

for any closed convex cone K CR"™ we have that F is K-convex and g is K-increasing if and only

if Kp € K € —hzn(g).

4.2. Using K-convexity to satisfy necessary conditions We illustrate the potential
value of a cone K € Kr N Ky ing(r) \ K, through the following two examples.

EXAMPLE 4.1 ([6, VARIANT OF EXAMPLE 1]). LetF : R? — R?be givenby F(x) := (0,x>)
and g : R — R be given by

w? w1 >0

W=

g(w):=
+00 0.W.

We have that go F =0, (g o F)* = 60,0}, dom(g) =R, XR, dom(F) = R?, rge(F) = {0} xR and
f(x,u) = g(u) for all x € R? and u € R%. Then f € ) (R*xR?) and 0 € U = dom(g) — rng(F) =
R, X R, so by Theorem 3.1 we have (g o F)* =cl(p). Indeed,

3/2
1

%v v1=>0,v,=0

g'(v)=10 v <0, v,=0

+00 O0.W.
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and ((y, F))" = 6(0yx{y,} 30
p(v) = inf 6101x(3,1 (V) +87(3) = 8j0px (v) +87(0.v2) = 610,013 (v)- (4.13)
y

Hence, p is additionally closed and the infimum in its definition is attained. Unfortunately, f is not
piecewise linear-quadratic and O ¢ rint(U) = rint(R, X R) so condition (4.10) is not satisfied and
hence Theorem 3.1 cannot be used to deduce these additional properties.

Now, we also have K = {(0,0)} € —hzn(g) = {0} X R, so by Lemma 4.3 the largest cone in
KrNK, is Ky :={0} xR. As expected,

rint (dom(g)) Nrint (F (dom(F)) +K) # 0 (4.14)

does not hold for K = K as (4.10) does not hold. However, (4.14) does hold for K = K, :=R, x {0} €
Kr N (Kg,rng(F) \ Ke-

EXAMPLE 4.2 ([3, EXAMPLE 58]). Let F :R? — R? be given by F(x) := (%x%,xz) and g :
R? — R be given by g(w) = |wi].

We have that g o F(x) = %w%, (goF)*'(v)= %v% +040y(v2), & =0[-1.1]x{0}>

1.2 _
VT y1>0,y2=v7

(3. F)) (v) = :

+oc0 0w

SO

. L 5 * 1, . 1,

p(v)= yllﬂ>f0 " +002y(v2) +87 () = Zvi+87 (1L v2) = Svi+ 003 (v2).

y2€R
Hence, (g o F)* = p, p € To(R?) and the infimum in the definition of p is always attained. Unfortu-
nately, f(x,u) =g (F(x)+u)= |%x% + u1| is not convex and hence Theorem 3.1 cannot be used to
deduce these properties.

Now, we can also check that Kr =R, X {0} and hzn(g) = {0} X R so by Lemma 4.3 we have that
Kr NI, is empty. However, we also have Ky € Kr N K mo(r) \ K.

In both Examples 4.1 and 4.2 we have a cone K € Kr N K, g (F) \ Ky, which we would like to
also be in Kr N K,. Now, the motivation for the definition of Ky re(r) is that the behavior of g
outside of rng(F) does not affect g o F. This suggests that we may be able to modify g to achieve
Ke.me(F) = Kg without changing g o F. Such modification is precisely what is provided by the

following observation from [1 |, page 253]"

I Note that the definitions of K-convexity, K-epigraph, etc. in this reference are reversed compared to those in [6, 8]. For instance, in
[6, page 1328] it is noted that for 4 : R — R convexity corresponds to K-convexity with K =R, while in [1 |, page 236] it is noted
that for their version of it corresponds to K-convexity with K =R_.
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PROPOSITION 4.2 ([11]). Let g:R™ - R, F:R" = R" U {+c0,} and K € Kr N Ky mg(F)-
Then gk : R™ — R given by
gx(w):=g0O6_g = inf g(w+k) (4.15)
keK

is such that

gw)=gg(w) Vwerge(F). (4.16)
In addition, K € Kr N K.

Replacing g with gg for K € Kr N K mg(r) then has the potential to repair the issues in
Examples 4.1 and 4.2. However, while replacing g with gx does not change g o F, it does change g*
and hence p. Fortunately, using standard results (e.g. [15, Theorem 11.23a]) we get the following

simple characterization of g as a function of g*.

LEMMA 4.4. Let K CR™ be a closed convex cone, g : R™ — R be a proper function and

gk : R™ — R given by (4.15). Then gy =8 +0_g°.

Using Lemma 4.4 we see that the effect of replacing g with gk in definition (3.3) of p is replacing
y € R™ by y € —K°, which results precisely in definition (4.4) of n and explains the difference
between the definitions of p and 7>.

Using Proposition 4.2 and Lemma 4.4 we can resolve the issues in Examples 4.1 and 4.2 as
follows.

EXAMPLE 4.3 (EXAMPLE 4.1 CONTINUED). Using Proposition 4.2 for K; := R, X {0} €

Kr N Ky mg(r) We get gk, : R? — R given by
8K, (W) = B s

for which gx, o F = g o F and dom(gg,) = R2. In addition, for fx, : R xR? — R given by fx, (x,u) =
gk, (F(x)+u) = gk, (u) we have fx, € [o(R?>xR?), and 0 € rint (Uk,) = rint (dom(gg,) —rng(F)) =
R2. Hence, we can now apply Theorem 3.1 to conclude that have (g o F)* = (gx, o F)* = pg, where

Pk, : R? — R is given by
Pk, (V) = iQsz 8 0yx{y2} (V) + 8k, (¥) = 610y (V) + gk, (0,v2) = (0,0} (),
y

2 ¢f. [6, Lemma 4] and the y* in [6, Lemma 5] for which we have f = y*.
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where the last equation follows from Lemma 4.4:

8k, (V) =8 " (M) +_k3(v) =8" (V) + Sr,xr (V) =

EXAMPLE 4.4 (EXAMPLE 4.2 CONTINUED). Using Proposition 4.2 for Kp = R, X {0} €
Kr N Ky mg(r) WE get gk, - R%? — R given by gk, (w) :=max{wi,0} for which gx, c F=goF
and dom(gg,) = R%. In addition, for fx, : R? x R? — R given by Sfrp(x,u) = gk (F(x) +u) =
max {3x? +u;,0} we have fx, € To(R?xR?) and 0 € rint (U,.) =rint (dom(gk,) —rng(F)) =R
Hence, we can now apply Theorem 3.1 to conclude that have (g o F)* = (gk, o F)* = pk, where
pky i R — R is given by

- I 5 x 1, . 1,
Pkp(v) = y1]n>fo ot Oy (v2) + 8k, (v) = oMl +8x, (1, v2) = SVt 60y (v2).

Y1
yzGR

where the last equation follows from Lemma 4.4:

8k, =8 +0-ks =0[-11]x{0} + OR,x{0} = 0[0.1]x{0}-

We end this section by noting that while gg preserves convexity of g it does not necessarily
preserve g being proper or closed. Hence, repairing a bad choice of g to describe g o F may require
additional steps such as first restricting g to rng(F') (if this set is convex) or rng(F) + K (which is
convex if F is K-convex). This is illustrated in the following example.

EXAMPLE 4.5. Let K =R, x {0} and g : R?> — R be given by

—\Vwiwy wi=0,w; >0

+00 O0.W.

g(w) =

Assume we want to compose g with a K-convex function F : R — R? U {+c0,} for which rng(F) =

R, x {0}. Using Proposition 4.2 for K € Kr N K, mo(r) \ K, We get gi R2 — R given by

-0 wp>0
gK(W): 0 W2:0’

+0c0  0.W.
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which is not proper. However, if we first restrict g to rge(F) =rge(F) + K = R, X {0} we get
(8 + Orge(F))K : R*> >R given by

0 wyp = 0
(g + 6rge(F))K(W) = s
+00  O.W.

for which (g + 0ree(r) )k € H(R?).

4.3. Additive composite functions Using standard results on the conjugate of the sum of
two functions (e.g. [12, Theorem 16.4]), [6] also extends Theorem 4.1 to the case fy # 0 through

[6, Corollary 3], which we can restate as follows.

COROLLARY 4.1 ([6, Corollary 3]). Let K CR™ be a closed convex cone, fy:R" — R, g:
R"™ - R, F:R" = R™ U {+c0,}, (y,F) : R" — R be given by (3.1b), and fy+go F :R" — R be
given by (3.4).

If g €eTo(R™), yofo+ (v, F) € o(R") for all (yo,y) € Ry X (=K°), K € Kr N Ky, and

rint (dom(g) — K) N F (rint (dom( fp)) Nrint (dom(F))) # 0, 4.17)
then, for any v € R" we have

(otgoF)' ()= min 5 (w)+ () (F-w)+5" (). (4.18)

From Proposition 3.1 we can get the following analogous corollary

COROLLARY 4.2. For fy:R" >R, F:R" > R" U {+c0,} and g : R" >R, let (y,F) : R" —
R given by (3.1b), fo+go F :R" — R be given by (3.4) and f : R* XR™ — R be given by (3.1a).
If foeTT(R"), he T (R"XR™), felp(R"xR™),

rint (dom( fp)) Nrint (dom(F)) # 0 (4.19)
and there exists K € Kr NK, such that either
rint (dom(g)) Nrint (F (dom( fy) Ndom(F)) +K) # 0, (4.20)

or [ is PWLQ, and
(dom(g) — K) N (F (dom( fo) Ndom(F))) # 0, (4.21)

then, for any v € R" we have

(fo+goF) (V)= Jepin_ o)+ (0, F))" (T =w)+8"(y), (4.22)
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Similarly to the case fy = 0 we can see that PWLQ conditions (4.19) and (4.21) from Corollary 4.2
are weaker than condition (4.17) from Corollary 4.1, while general conditions (4.19) and (4.20)
from Corollary 4.2 and (4.17) from Corollary 4.1 are incomparable.

Finally, note that for Corollary 4.2 we can relax (4.19) if we have additional information on fj
and F. For instance, based on the comments after [10, Theorem E.2.3.2] we can relax (4.19) to

dom( fy) Ndom(F) # @ if fy and (y, F) are polyhedral for all y € R™.
5. Omitted Proofs

5.1. Proofs from Section 3

LEMMA 3.1. Let fy:R" >R, F:R" 5 R" U {+c0,} and g : R™ - R let f : R" xR"™ - R,
(y,F):R" - Randl:R"xR™ — R be given by

Foou) = Jo(x)+g (F(x)+u) xedom(F) ’ (3.18)

+00 0. W.

(y,F(x)) xedom(F)

, F)(x) := : (3.1b)
+00 oW.
[(x,y) === (f(x,)))" (¥). (3.1¢)
Then
[(x,y) = fo(x) +{y, F(x)) —g"(y), (3.2a)
o) =(fo+ 3. F)" (v)+g" (). (3.2b)

Proof of Lemma 3.1 If x € dom(F), then

[(x,y) == sup {{y,u) — f(x,u)} = fo(x) — sup {{y,u)—g (F(x)+u)}

ueR™ ueRm

= fo(x) = sup {{y,u—F(x))—g (u)}

ueR™

= fo(x) +{y, F(x)) —g"(y).
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If x ¢ dom(F), then both sides of (3.2a) are +oo.
For (3.2b) we have
T, y)= sup  {(v,x)+(y,u) — f(x,u)}
xe€R™,ueR™
= sup  {wx)+,u) — folx) —g(F(x)+u)}
xedom(F),ucR™m
= sup {(v,X> — fo(x) — inf {g(F(x)+u) -y, u>}}
xedom(F) uek
= sup {(v,X> — fo(x) — inf {g(u)—(y,u- F(X)>}}
xedom(F) uek:
= sup {(v,x)—fo(x) =y, F(x))+g"(»)}
xedom(F)
=(fo+ . F)) () +8"(y)
O
5.2. Proofs from Section 4
PROPOSITION 4.1. Letg:R" - R, F:R" - R" U {+c0,}, go F :R" — R be given by
g (F(x)) xedom(F)
goF(x):= , 4.1
+00 o.W.
and fy:R" — R be such that fy =0 so that f : R"* xR™ — R given by (3.1a) becomes
g(F(x)+u) xedom(F)
flxu) = (4.2)
+00 o.W.
and g o F(x) = f(x,0) for all x e R".
If g e '(R™), then
Kr N Ky mg(r) #0 = g o F is convex (4.3a)
Kr NK, #0 = f is convex (4.3b)

If g €eTo(R™) and dom(g) Nrge(F) # 0, then (4.3b) is an equivalence.
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Proof First, (4.3a) follows from [0, Proposition 1.b]. For (4.3b) note that if F is K-convex,
then H : R" X R™ — R™ U {+c0,} given by H(x,u) = F(x) + u is also K-convex so Kr C Kp. In
addition, rng(H) = R"™ so Ky = K, me(r)- Hence, Kr N K, # 0 implies Ky N Ky mg(my # 0, which
by (4.3a) implies that g o H = f is convex.

Under the additional assumptions on g and F we have that f is proper and for any x € R"
we have that f(x,-) is closed and convex (possibly with f(X,-) =+0c0). Hence, f is a dualizing
parametrization as in [ 15, Definition 11.45]. Then, by [ 5, Proposition 11.48] and Lemma 3.1 (with
fo =0) we have that [ : R” x R” — R given by [(x, y) = (y, F(x)) — g*(y) is convex in x if and only

if f(x,u) is convex in (x,u). Hence,

f(x,u) is convex in (x,u) & (y, F) is convex Vy € dom (g*) (5.1a)
< (y, F) is convex Vy € clconedom (g*) (5.1b)
S (y,F)is convex Vy € (hzn(g))°, (5.1¢)
& F is (—hzn(g))-convex, (5.1d)

where (5.1b) follows because the set of convex functions is a closed convex cone, (5.1c) follows
from [12, Theorem 14.2], and (5.1d) follows from [6, Theorem 3] by noting that hzn(g) is a closed
convex cone (e.g [8, Proposition 55]). Then, by Lemma 4.3 we gave that (—hzn(g)) € Kr N K,.

O

LEMMA 4.1. Let K C R™ be a closed convex cone, g : R" — R, F:R" > R"U {+00,},
(y,F) :R" = R be given by (3.1b) and f : R" xR™ — R given by (4.2).

If g e To(R™), K € Kr N K,, dom(g) Nrge(F) # 0, and (y,F) € I'h(R") for all y € —K°, then
felp(R"xR™).

Proof of Lemma 4.1 Follows from the proof of [6, Corollary 1] as follows.

Because rge(F) # 0 we have K-epi(F) # 0 and [6, Lemma 5] implies f(x,u) =y *(x,u) for
¥ R"xXR™ — R given by ¢ (v, y) := Ok-epi(F)(V,—y) + g*(y). Under the assumptions, og_epi(F) €
I'p (R"xR™) and g* € I’y (R™). Then, either ¥ = +co or ¢ € Iy (R" XxR™). However, by [15,
Exercise 11.2], if ¢y = +o0, then f = —oo, which contradicts g € Iy (R™) being proper. Hence,
Yely(R"xR™) and f €Ty (R*xXR™).

O
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LEMMA 4.2. If (4.8) and (4.9a) (or equivalently (4.9b)) holds for g and F, then the general

condition 0 € rint(U) from Theorem 3.1 for fy =0 is equivalent to
JK € KrNK,; s.t rint(dom(g)) Nrint (F (dom(F))+K) # 0, (4.10)

the weaker condition for piecewise linear-quadratic functions 0 € U from Theorem 3.1 for fo =0 is
equivalent to

K eKrNK, st (dom(g)-K)N(F(dom(F)))+0, (4.11)

and condition (4.6) from Theorem 4.1 is equivalent to
KeKrnN¥K, and rint(dom(g)—K)NF (rint (dom(F))) # 0, (4.12)

Proof of Lemma 4.2 For f =0 we have that U =dom(g) — F (dom(F)). In addition, by [0,
Lemma 3] if K € K,, then dom(g) =dom(g) — K. Hence,

U= (dom(g) - K) — F (dom(F)) =dom(g) — (F (dom(F)) +K),

so 0 € U is equivalent to (4.11). We also have that if K € K, then rng(F) + K is convex because
it is the projection of the K-epigraph of F onto the z variables. Then, by convexity of dom(g) and
[12, Corollary 6.6.2] we have that

rint (U) =rint (dom(g)) — rint (F (dom(F)) + K)

and hence 0 € rint(U) is equivalent to (4.10).

Condition (4.12) is simply a re-ordering of (4.6). O
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Appendix A: Proofs and Examples from Section 2

A.1. Proof of Theorem 2.1, Proposition 2.1 and Theorem 2.2 To prove Theorem 2.1, Propo-

sition 2.1 and Theorem 2.2 we rely on the following lemmas.

LEMMA A.1. Let h:R" — R. Then h* is convex and

h > co(h) >clco(h) = h™*. (A.1)

Equality holds throughout (A.1) if h € Ty (R™) or h =+o0. If h € I" (R™), then both h* € Ty (R™),
h** €Ty (R™) and cl(h) = h*.

Proof Direct from [15, Theorem 11.1 and Exercise 11.2]. O
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LEMMA A.2. For f:R*"xR" >R, 7 €R", and i € R™ let py : R" — R and q; : R" — R be

given by

p(@) = inf {f(x. )= (7.x)}

qa(v) = inf {f*(v,y)=(y.i)}.
yeR™M

Then, q; is convex and for all x e R", y e R™, v e R", and u € R™ we have

p; () =f(,5) (A.2a)

py () = sup {(a,y) = (0, 9)} =—-qa(V) (A.2b)
yeR™

q;(X) = f(x, i) < f(%, @) (A.2¢)

q; (V) 2 sup {(.x) = f(x,0)} = —ps(ir). (A.2d)

If f €Ty (R"XR™), then p; is also convex and equality holds in (A.2c) and (A.2d).

Proof Convexity of g; follows from [ 15, Proposition 2.22] by noting that by Lemma A.1 f*
1S convex.
The equations in (A.2a) and (A.2¢) follow by expanding the definitions of p} and ¢ and the
inequality in (A.2c) follows from Lemma A.1. We then directly get (A.2b) and (A.2d).
Under the additional conditions on f convexity of p; follows from [15, Proposition 2.22] and

the additional equalities follow from Lemma A.1 appliedto f. O

LEMMA A.3. Let h:R" — R be a convex function, X € R" and v € R". Then,

arg max {{¥,x) = h(x)} =0n" (V)

arg max {(v,x)=h*(v)} =90h(x)

Proof Follows from [15, Theorem 11.3] and [ 15, Exercise 11.2]. O
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THEOREM 2.1. Forany f:R"xXR"™ - R and (¥, i) € R" x R™ we have that q; is convex,

fH(,9) =@, y) = sup {{v,x) - (@, y) - I(x,y)} VyeR"

x€R”

and q;(v) :=infyegm sup, cpn {{V,x) — (i1, y) = L(x, y) }.
In addition,

optp(it,v) = py(it) >clcop;(it)> —qa(V) = optp (i, ),

—optp(it, V) =—py(a) < clqa(V)s qa(V) =—optp (i, V).

Finally, for any (v,i1) e R" XR™ and (x,y) € R" X R™
xeP(u,v), yeQ(u,v), and py(it)=-qa(V)

is equivalent to

f(X’IZ) - <‘7’X> :l(xa)_])-i'(ﬁ’y) - <‘7’X> = <I/_l’y> _f*(‘_)’y) €R.

Proof of Theorem 2.1
We begin by noting that for all v € R” and y € R”* we have
(9, 5) = sup {(7,x) = 1(x,y)}
xeR™

which yields the last equation in (2.5) and (2.6).

(2.5)
(2.6)

2.7)

(2.8)

(A.3)

Then (2.5) and (2.6) follow from Lemma A.2 and Lemma A.1 (applied to the functions pj and

qi defined in Lemma A.2).

The equivalence between (2.7), (2.8) follows by noting that for any (X, y) € R” x R"

J @) = (0,x) > (f(x,)™ (@) - (¥, %)

= sup {I(%,y) + (@, y) — (v, %)}
yeRm™

> l(f,y)"'(ﬁ,ﬂ - <\7’)2>
> inf {1(x,3)+(@.5) ~ (.2))

=(ﬁ,)7>—f*(\7,ﬁ)

(A.4a)
(A.4b)

(A4c)
(A.4d)

(A.de)
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where the first inequality follows from Lemma A.1, the first equality follows from [(x,y) =

—(f(x,-))" (y) and the last equality follows from (A.3). O

PROPOSITION 2.1.  For any proper f :R" x R™ — R such that f(x,u) is closed and convex

in u, and for any (v, i) € R" X R™ we have

f(.f,ﬁ)—<\7,.f>: sup {l()?,y)+(ﬁ,y>—<\7,)?)} Vi eR"
yeRmM

and py (it) := infyern SUpyepm {1(x, y) +it, y) = (v, x)}.
In addition, (2.8) is equivalent to

Xearg mIiRr% {l(x,9)+ @, y)—(v,x)}, (2.92)
y €arg max {l(x,y)+a,y)—(v,x)}. (2.9b)
yer™

Proof of Proposition 2.1
All results follow from (A.4) by noting that if f is proper and f(x,u) is closed and convex

in u, then f(x,-) =+o0 or f(x,u) is proper, closed and convex in u so by Lemma A.1 we have
f(&xa)=(f(x,)" @). o
THEOREM 2.2. If f eT'(R"XR™) and f(x,u) is closed in u, then l(x,y) is convex in x and

concave in 'y and (2.9) is equivalent to

0€d () +,y)—(V,)) (X) (2.10a)
0€d (=1 (%) — (@ )+{55) (§). (2.10b)

In addition, if f € Ty (R" X R™) we have

1. Optimal sets: For all (v,i1) € R" X R™ we have that p; and q; are convex, and

P (i,v) =0qa (V) (2.11a)
Q (i,v) = dpy (). (2.11b)
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2. Primal-asymptotic strong duality: If p; is proper, then p;(it) > clpy (i) = —qz (V) for all
iueR™

3. Primal-uniform strong duality: If p; is proper and closed, then p;(it) = —q;(V) for all
i eR™

4. Dual-asymptotic strong duality: If q; is proper, then —p;(it) =cl q;(v) for all v € R".

5. Dual-uniform strong duality: If q; is proper and closed, then —p;(it) = q;(V) for all v € R".

Proof of Theorem 2.2
Convexity of g; follows from Lemma A.2.
The convexity statements for / follow from [ 15, Proposition 11.48] and the equivalence between
(2.9) and (2.10) follows from Lemma A.3.
The statements on py and ¢g; follow from Lemmas A.2 and A.3.
The remainder of the results follow from Lemma A.2, Lemma A.1 (applied to the functions p;

and gz). O

A.2. Qualification conditions Most sufficient conditions for the qualification conditions in
Theorem 2.2 are based on the domains of functions p; and g;. The following straightforward lemma

notes that for such conditions we can restrict our attention to the cases v = and iz = 0.

LEMMA A.4. Let f:R"XR" >R, veR", i €R", and py : R" > R, gz : R* > R be the
functions given by (2.4). Then,

dom(pg) =dom(p;) Vv eR"
dom(qo) =dom(g;) Vi eR™.

A.2.1. Conditions for asymptotic strong duality For f € I' (R" XxR™), both p; and g; are
guaranteed to not be identically +co. Exploiting some dual relationships between these functions
(e.g. Lemma A.2), we can ensure one of the function avoids taking the value —oco through conditions

on the domain of the other one as follows.

LEMMA A.5. Let f e T(R"xR™), v €eR", i € R™, and py : R" —» R, ¢z : R" = R be the
functions given by (2.4).

e [fv edom (qo) (or equivalently if f*(V,-) # +00), then pj is proper, and

e ifui € dom (pog) (or equivalently if f(-,it) # +o0), then q; is proper
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Proof We start by noting that p; # +oo forall v € R" and g; # +oo for all it € R™. This follows
from f and f* being proper under the assumptions on f and Lemma A.1.

For the remaining statements, first note that if f*(7,-) # +oo, then g;(V) < +oo for all # € R™.
Similarly, if f(-, i) # +oo, then p; (i) < +oo for all ¥ € R”. In addition, by Lemmas A.1 and A.2, we
have that p;(it) > —qz(v) and ¢g;(V) > —py (@) for all v € R” and &z € R™. Hence, if f*(v,-) # +oo,
then p;(it) > —oo for all # € R™ and if f(-,it) % +oco, then g;(V) > —oo for all ¥ € R". The result

follows because we already have that p; and g; are never identically +co. O

A.2.2. Conditions for non-asymptotic strong duality A simple Slater-like condition for non-
asymptotic strong duality can be obtained by replacing dom by the interior of dom in Lemma A.5.
However, Proposition A.1 below shows we can obtain slightly weaker conditions in general and
much weaker conditions for PWLQ functions.

PROPOSITION A.1.  Let f €Ty (R"XR™), § €R", it € R™, and p; : R" >R, gz :R" > R be
the functions given by (2.4).

Then q; € Iy (R") if any of the following holds

e j € rintdom(py), or

e it e dom(pg) and f is PWLQ.

Proof First note that
L(C) Cepi(gz) Ccl(L(C)) (A.5)

for C:={(v,y,z) e R™™*! : f*(v,y) — (i1, y) < z} and the linear transformation L : R""+! — R"*!
given by L(v,y,z) = (v,z) whose nullspace is N(L) := {(v,y,z) eRMMHL .y =0, 7 :O} (e.g. [1,
Proposition 3.3.1]). In addition, by Lemma A.1 we have that f* € I'y (R" xR™), so C is closed and

convex. By [15, Exercise 3.29] we have that
CoNN(L)={(v,y,z) e R™™* ¢ £*°(0,y) - (i,y) <0, v=0, z=0} .

We claim that
CoNN(L)C(—(ConNN(L)))N(CooNN(L)) (A.6)

is equivalent to i € rintdom(pg). To show this first note that i € rintdom(pg) is equivalent to

having y # 0 imply

O-dom(po)(y) > (il,y), or - O-dom(po)(_y) = Odom(pg) (y)=(u,y).
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In addition, by [I5, Theorem 11.5] Odom(pe)(¥) = Tdom(s)(0,y) = f*°(0,y). Hence, i €

rintdom(po) is also equivalent to having y # 0 imply
f*oo(o’y)_<ﬁ’y>>0’ or f*oo(o,)’)—<ﬁ’y>:foo(0,—)’)_<ﬁ’—)’>:0,

which in turn is equivalent to (A.6)

Now by [, Proposition 1.4.13] we have that L(C) is closed if C.u NN(L) C (—(Co NN(L))) N
(Co N N(L)) € (-Csx) N C. Hence, the first sufficient condition implies L(C) is closed. By
(A.5), this condition also implies g; is closed. In addition, from the equivalence between (A.6) and
i € rintdom(pg) and Lemma A.5 we have that g is proper. Convexity of g; follows from convexity
of f* by [15, Propositon 2.22].

The second sufficient condition follows from [15, Proposition 10.21, Theorem 11.14 and Propo-

sition 11.32]. O

PROPOSITION A.2. Let f €Ty (R"xR™), 7 €R", i € R", and py :R" >R, gz : R" — R be
the functions given by (2.4).

Then p5 € Ty (R™) if any of the following holds

e v erintdom(qy), or

e v edom(qo) and f is PWLQ.

Proof Analogous to the proof of Proposition A.1. O

A.2.3. Conditions for optimal value attainment Non-emptyness of the sub-differentials in

(2.11) can be ensured through standard results such as the following lemma.

LEMMA A.6. Let h:R" — R be a convex function and % € R". Then, 0h(%) # 0 if any of the
Jollowing holds
e i erintdom(h) and h(x) > —oo, or

e i € dom(h) and h is piecewise linear-quadratic.

Proof For the first case, we begin by noting that if X € rintdom(4) and h(Xx) > —co, then £ is
proper. Indeed, i (X) € R so h # +oo. In addition, if there exist X’ € dom() such that h(X") = —oo,

then by convexity of 4 and x € rintdom( %), there exist A > 0 such that

h(¥) < Ah (M) +(1=)h(F) = —co,
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which contradicts /(X) > —co. The result then follows from [ 12, Theorem 23.4].

The second case follows from [ 15, Propositon 10.21]. O

A.2.4. Slater-like conditions

COROLLARY 2.1. [Primal Slater Condition] Let f € Ty (R" xR™), v € R", it € R™, and p5 :
R™ — R, gz : R" — R be the functions given by (2.4). Then,

® g; is proper if it € dom(py),

® g; is closed if it € rintdom(pyg), or it € dom(pg) and f is PWLQ, and

® Jp;(it) # 0 if i € rintdom(pg) and p;(it) > —oo, or it € dom(pg) and f is PWLQ,

In particular, if either i € rintdom(py), or it € dom(pg) and f is PWLQ, then for any v € R" we
have

Iy eR™ st (@, y) - f(v,5) =-qa (V) = p5 (1) eRU{—o0}. (2.12)

Proof of Corollary 2.1
By [15, Theorem 11.14 and Proposition 11.32] we have that if f is PWLQ then so are p; and
qi- The bullets follow from Proposition A.1, Lemmas A.5 and A.6. Theorem 2.2 (and g; being
proper) then implies —g; (V) = py (1) € RU {—co} with —g; (V) € RU {—0co}. If p; (i) > —oo, then
(2.12) holds for any y € dp;(it) by Theorem 2.2. If gz (V) = —py (it) = +o0, then (2.12) holds for
any y € R"” by the definition of ¢g; in (2.4b). O

COROLLARY 2.2. [Dual Slater Condition] Let f € Iy (R"xR™), v € R", i1 € R™, and py :
R™ — R, gz : R" — R be the functions given by (2.4). Then,

® pj is proper if v € dom(qy),

® pj is closed if v € rintdom(qq), or v € dom(qo) and f is PWLQ, and

® 0q;(v) # 0 if v erintdom(qg) and q;(v) > —co, or v € dom(qg) and f is PWLQ.

In particular, if either v € rintdom(qy), or v € dom(qq) and f is PWLQ, then for any i1 € R™ we
have

JxeR" st f(xa)— (v, x)=ps () =—qz (V) €eRU {+0co0}. (2.13)

Proof of Corollary 2.2
Analogous to the proof of Corollary 2.1 except for using Proposition A.2 instead of Proposi-

tion A.1. O
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