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Abstract

A new algorithm for smooth constrained optimization is proposed that never computes
the value of the problem’s objective function and that handles both equality and inequality
constraints. The algorithm uses an adaptive switching strategy between a normal step aiming
at reducing constraint’s infeasibility and a tangential step improving dual optimality, the
latter being inspired by the AdaGrad-norm method. Its worst-case iteration complexity is
analyzed, showing that the norm of the gradients generated converges to zero like O(1/vk + 1)
for problems with full-rank Jacobians. Numerical experiments show that the algorithm’s
performance is remarkably insensitive to noise in the objective function’s gradient.

Keywords: Objective-function-free optimization (OFFO), general constraints, nonconvex
problems, reliability in the presence of noise, complexity.

1 Introduction

The design and analysis of deterministic algorithms for solving constrained continuous optimiza-
tion problems have a long history and have produced well-assessed techniques such as penalty
methods, SQP methods, interior-point methods or filter methods (see [17, 6, 10, 24] for example).
These techniques all require the computation of both the function and derivative evaluation of the
objective and the constraints. By contrast, this paper addresses the solution of the problem

ngr__l f(z) where F={zeR", c(z)=0 x>0}, (1)
x

using a first-oder objective function-free (OFFO) method. Here f is a smooth (possibly nonconvex)
function from an open set containing the feasible region F C R" into R, ¢(x) : R" — IR™ with
m < n and equalities and inequalities are meant componentwise. Problem (1) includes general
constrained optimization since all problems in this class can be cast into this form by using slack
variables. We assume that, given z, we can compute both the gradient g(z) = V. f(z) of f and
the value of the constraints ¢(z) as well as their Jacobian J(z) = V,c(z) € R™*", which we will
assume (for the purpose of our analysis) is full rank for any = > 0.
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First-order OFFO procedures do not employ the value of the objective function but rely on
gradients. They are known to be suitable for the solution of problems in which the function is
approximated or subject to noise, and have exhibited remarkable robustness in the presence of
noisy gradients [2, 7, 13, 15, 23].

Our approach is inspired by the ”trust-funnel” approach [12, 20], which, as [25], has roots in
the much older Himmelblau’s ”flexible tolerance ” method [16]. As in these references, the new
method uses an adaptive switching strategy to select a normal or a tangential steps, the first aiming
at reducing the violation of the constraints and the second at improving the objective-function
value. The stepsize in the latter is reminiscent of the stepsize formula used in Adagrad-norm
method [8, 22] for unconstrained optimization. Our method can therefore be seen as a AdaGrad-
like method for solving equality and inequality constrained problems. Other OFFO methods for
constrained optimization using AdaGrad stepsizes have been proposed by the authors in the papers
[1, 15]. In [1] bound constrained optimization problems are considered; stochastic estimators of
the gradient are allowed and second-order information are used when available. The paper [15]
considers nonlinear equality constrained problems with full-rank Jacobians and proposes a first-
order algorithm that adaptively selects steps in the plane tangent to the constraints or steps
that reduce infeasibility. The evaluation complexity is analyzed, in both cases yielding a global
convergence rate in O(1/vk + 1), identical in order to that of steepest-descent and Newton’s
methods for unconstrained problems [5].

Our present proposal builds on these contributions and extends [15] to handle inequality con-
straints and thus to cover general smooth constrained optimization. To accommodate such con-
straints, we revisited the procedure from [15] by introducing suitable primal and dual criticality
measures and redefining both tangential and normal steps, while avoiding a technical assumption
on the first iteration. Three different techniques are provided for the computation of the tangen-
tial step. We analyze the worst-case iteration complexity of our procedures and show that the
norm of the gradients generated converges to zero like O(1/v/k 4+ 1). Numerical experiments show
that, in line with what happens on simpler problems, the algorithm’s performance is remarkably
insensitive to noise in the objective function’s gradient.

The authors are aware of four other papers on OFFO procedures [2, 7, 9, 21] for constrained
problems. The paper [2] presents objective function-free Sequential Quadratic Programming
(SQP) algorithms to solve smooth optimization problems with stochastic objective and deter-
ministic nonlinear equality constraints. It employs a stepsize selection scheme based on Lipschitz
constants (or adaptively estimated Lipschitz constants) in place of the linesearch. This approach
has been extended in [7] to handle deterministic inequality constraints. A convergence analysis
in expectation is carried out, but the worst-case complexity has not been analyzed. The method
introduced in [9] is designed to solve nonlinear optimization problems with stochastic objectives
and deterministic equality constraints. It again employs normal and tangential steps, the latter
being computed using a standard trust-region technique; an explicit penalty parameter is used
and dynamically updated throughout the process, without requiring the objective function’s com-
putation. Global almost-sure convergence is proved. [21] proposes a variant of the SQP approach
of [2] for equality-constrained problems with full-rank Jacobian using first-order methods with
momentum and analyzes its rate of convergence.

Our paper is organized as follows. The ADIC (ADagrad with Inequality Constraints) class of
algorithms is introduced in Section 2 with its algorithmic options. Section 3 analyzes its worst-
case complexity. Results obtained from the numerical validation of the algorithms are described
in Section4. Section 5 finally summarizes our contributions and discusses perspectives for further
research.

Notations: In what follows, || - || denotes the Euclidean norm unless otherwise specified, and
Omin[4] denotes the smallest singular value of the matrix A.
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2 The apic class of algorithms

In the new class of iterative methods that we are going to describe, a new iterate is formed using
either a tangential step (i.e. a step in the plane tangent to the manifold of equality constraints) or
a normal step (mostly orthogonal to that manifold), the choice between the two being based on
a comparison of the primal and dual criticality measures. One of the interesting features of this
algorithmic framework is that it allows the use of fairly general non-negative bounded dual and
primal criticality measures, denoted wr(z) and wy () respectively.

In the algorithm’s description on the following page, the successive iterates are denoted by
rp, and we let g, = g(wx), e = c(ar), Jp = J(xx), wr(zr) = wrp, wy(z) = wyg. These
criticality measures are computed in Step 1, together with a tangential stepsize whose form is, as
we will detail later, directly inspired by the AdaGrad [8, 22] algorithm. Whether the step taken
is tangential or normal is decided by comparing their sizes, each of these steps being designed to
provide a first-order improvement (of a carefully chosen Lyapunov function) comparable to the
relevant criticality measure while being of a size ensuring that first-order effects dominate (as we
will prove below).

In our subsequent analysis, we need to distinguish between iterates using tangential or normal
steps. We denote by {k.} C {k} the index subsequence of iterations such that a tangential step
st was computed (implying that (3) holds), while {k,} is the index subsequence of iterations
where a normal step sy, was computed. Note that {k;} and {k,} need not be disjoint, but that
{k} ={k;}U{k,}. By convention, we will define sy, =0 for k & {k;} and sy =0 for k & {k., }.

We will also consider the Lyapounov function (whose value is hopefully decreased as the iter-

ations progress) given by

G2, A) € Lz, \) + plle(a)]], (11)

where p is a fixed constant (to be determined below) and L(z, A) is the standard Lagrangian
L(z,X) = f(z) + A (@), (12)

for some multiplier A € R™. The function ¢ (z,\) is sometimes called the ”sharp augmented
Lagrangian” (see [3, 4, 19] for instance). Of particular interest in our argument is the least-squares
Lagrange multiplier A\(z) defined by

(J@)J(2)") M) = = J(2)g(x) (13)

when the Jacobian J(x) has full rank.

It is important to note to this point that, because all norms are equivalent in R", our theo-
retically convenient choice of expressing (10) and (5) in Euclidean norm is by no means crucial.
Should other norms be used, as we will see below, the relevant equivalence constants may be
absorbed in 67 and 6. It is also useful to notice (2) implies that

T k < i and ar kWt < 1. (14)

VS

Clearly, much else remains to be specified in our algorithmic outline: details of which criticality
measures are considered together with which norm and methods to compute the tangential step
st itself as well as the normal step sy must be clarified. In order to simplify exposition, we focus
in our theory on a single technique for computing the normal step sy, and propose to define it
by one (or more) step(s) of a trust-region algorithm applied on the constrained violation L[ c(z)]|?
using a linear model. Lemma 3.2 below will show that such a step satisfies our requirements of
Step 2 with

WNE = XNk = | Jedn k|- (15)
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Algorithm 2.1: ADIC(xzg)

Step 0: Initialization: The constants 8,7 > 0, 7,0y > 1, 0 < Nmin < Mmax and K¢, K, S €
(0, 1] are given.
Project xg onto the positive orthant.
Set k=0 and I'g = 0.

Step 1: Evaluations: Evaluate ¢, = c(xy), Jp = J(z1), gr = Vf(xx). Then compute the dual
measure wr ., the primal measure wy,; and the stepsize

! (2)

arp = —F—————.
Ik + Wiy +5

Step 2: Normal step: Except possibly if

wnk < B arpwrk, (3)

compute sy, such that
zp +snE >0, (4)
lsvill < Onwnk, (5)

and there exists a contant ,, € (0, 1) independent of k such that

tleer + snp)l? < dllerll® = rn i (6)
Then set x$ =+ sy - If (3) holds and sy, was not computed, set :Q = xy.

Step 3: Tangential step: If (3) holds, compute a step spj such that

Tp+str = 0 (7)
Jrstk = 0, (8)
gk stk < —Keary WT g, (9)
lsrrll < Oroariwrk, (10)

and set x4 = [L‘Z +sp and 'y =T + w%,k.
Otherwise (i.e. if (3) fails), set a1 = x; and T'gy1 = Tg.

Step 4: Loop: Increment k£ by one and go to Step 1.
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where dy j, solves the problem
ming c{Jkd
zp+d>0 (16)
ld]loo < 1.

By contrast, we will exploit the freedom in our model to introduce a few variants for the compu-
tation of the tangential step.

2.1 ADIC-LP: two variants based on linear optimization

We start by describing a variant based on the dual criticality measure given by

wr k= X1k = 9% dril, (17)

where dr . is the solution of the linear optimization! problem

ming ngd
Jed =10
|d]|oe < 1.
Also observe that
xrk < gl ldrkll < vllgl.- (19)

The tangential step s can then be computed in two ways. The first is to define sy as the
solution of the linear programming problem
ming g{s
Jks =0
T +s>0
[slloe < arkwr K-
(Note that (20) only differs from (18) in the definition of its bounds, and that we have used the

liberty in the choice of norms to express the bound on the step in || - ||oo). A second, simpler,
possibility is to choose a multiple of dr ; and simply set

(20)

QT kWT K

ST,k dr k- (21)

 ldrkllo

Defined in either of these ways, st clearly satisfies (7), (8) and (10) (with 87 > y/n), and it is
not difficult to verify that it also satisfies (9) with x; = 1/ max][n, 1].

Lemma 2.1 Suppose that, at tangential iteration k-, sy, is defined by either (20) or (21).

Then we have that
ATk 2

T
|9k, STk, | = Ok, X g, = max(y, 1] T (22)

Proof.  Suppose first that ||s7k. |lco > |ldr.k, ||co.- Then dr . is feasible for problem (20)
and thus

ATk, 2

WT ks

|9kTTST,kT| > |91§TdT,kT\ =wWrk, =

where we used (14) to deduce the last inequality. Suppose now that |[s7k, |l < [|d7 k. ||co-
Then we must have that ||s7k, [|co = a1k, wr k.. The vector y = (||s7.k, lloo/ 4T k. |00 )dT k.
is therefore feasible for problem (18) and thus

_ sk, [l o7 Tk, WTk,

T
= d kT =
‘gk7y| HdT,k.,.”oc ng T, |

IFormerly known as ”linear programming”.

”di ” Wk, > aT7k7‘w%,k7— (23)
Jr |l oo
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If s7 is defined by (21), then sy, = y and (22) follows. Otherwise, we obtain from (20) that
l9F stk | > |gi y| and (22) also follows from (23). a

When the measure (17) is used, it is also useful to note that, for 2 such that ¢(z) = 0,

Xtk = xr(TE) = min AVaL(zr Mar)"d | J(z1)d = 0 and 2 +d >0} (24)

where the Lagrangian L(x, A) is defined in (12) and 3\\(:1:) is given by (13).

2.2 ADIC-P1: a projection-based variant

We next consider a variant based on the dual criticality measure given by
. def
wrp = (o) with wr() = [Ir2)(2 - g(2)) — 2| < p2(@)]| (25)

where ITx(x) is the orthogonal projection onto F(x) e {t+yeR"|J(x)y=0 and z+y >0}
(see [6, Section 12.1.4], for instance). In this setting, one still defines ar by (2) and one simply
chooses
sk = minfar g, 1] p1(xg). (26)
Again, we note that
mr (k) < [lgrll- (27)

The minimum in (26) ensures that, by construction, xx + st € F(zx) and thus that (7) holds.
The definition (26) also implies that (8) holds, while (10) with 67 = 1 directly results from (25).
The nature of the orthogonal projection also ensures the following result.

Lemma 2.2 Suppose that, at a tangential iteration k;, s, is defined by (26). Then

S S
f ]OéT,kT'/TT(sz)Q = LO‘T,I@-W%?I@_- (28)

T
> _ VS
19, 57k, | = max|[n, 1 max|n, 1]

Proof. The optimal nature of the projection implies that

1ok, = g1 = ewe + pa(en)]) (v, +paoe)] = ) 20

and thus
g p(zr,) < —[lp1(a,)|? = —7r (2, ).

Suppose first that sp, = ar gp1(zk). Then,
gk sT.k| > arpmr(ze,)?. (29)
Alternatively, if sp, = pi1(zx), this implies that ag i, > 1. Now, (2) gives that /Sary <

max|[n, 1] and hence

|9k, sk > mr (T, )? > ]@T,WT(%)2~ (30)

max|[n, 1
Combining (29) and (30) yields (28). a

Thus the step (26) also satisfies (9) with x; = ,/¢/ max[n, 1].
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2.3

Some

1.

3

Comments
observations are in order at this stage.
Three types of iterations may occur in the course of the execution of the algorithm.

e The first is when the constraint violation is large, in which case condition (3) typically
fails. A normal step sy is then computed but a tangential step is not, which is
probably reasonable because the meaning of a move in the tangent plane far away from
the constraint is debatable, as it could result in very large steps which take forever to
recover from.

e The second is when the constraint violation is moderate and (3) holds. Both normal
and tangential step may then be computed.

e The third is when the constraint violation is small. Condition (3) holds so that a
tangential step is computed, but a normal step is not.

What actually happens in a run depends on the choice of the constant 5 in (3) and the user’s
decision to avoid or force a normal step when possible.

. The tangential stepsize formula (2) is of course reminiscent of the stepsize formula used

in AdaGrad for unconstrained problems. Note that the running sum of squares of dual
measures (I'y) is only updated at tangential iterations.

. We have chosen to use the ||.| norm in (16), (18) and (20) so that these problems are

standard linear programs, but, as we noted above, this is not necessary. In particular,
variants using the (isotropic) Euclidean norm or preconditioned version of these norms may
also be considered. One reason to consider Euclidean or other ellipsoidal norms is that n
inequality constraints created by the box constraints in the linear programs are replaced by
a single constraint.

. In our statement of the ADIC framework, we have assumed that subproblems ((18), (20) or

the projection problem in (25)) are solved exactly. This is not necessary and it is sufficient
that approximate solution are accurate enough to produce a decrease in the Lagrangian at
least a fraction of the optimal one (as suggested by the introduction of the constant k).

Worst-case complexity analysis

This section is devoted to the theoretical study of the ADIC method(s). Its main result is that,
under suitable conditions, the average value of (wr  + ||ck||) tends to zero like 1/4/k + 1. We need
the following assumptions to derive it.

AS.0: f and c are continuously differentiable on on open set containing the positive orthant of
R".
AS.1: For all x > 0, f(z) > fiow-

AS.2:
AS.3:
AS.4:
AS.5:

AS.6

For all x > 0, ||g(x)|| < kg where kg > 1.
For all z > 0, ||c(x)|| < ke, where k. > 1.
For all z > 0, || J(2)|| < kg

For all x > 0, owin[J(2)] > 00 € (0,1],

: The gradient g(z) is globally Lipschitz continuous on the positive orthant (with constant
Ly).
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AS.7: The Jacobian J(x) is globally Lipschitz continuous on the positive orthant (with constant
Ly).

AS.8: There exists a constant £ € (0,1] such that, for all £ > 0, wy i > &||ck .

Assumptions AS.1-AS.4 hold if the iterates remain, as is often the case, in a closed bounded
set. Using the fact that the product of bounded and Lipschitz functions is Lipschitz, we deduce
the following properties, whose detailed proofs can be found in appendix.

Lemma 3.1 Suppose that AS.0 and AS.2-AS.7 hold. Then we have that
1. ¢(x) is Lipschitz continuous on the positive orthant (with constant L.),

2. Vu(3|le(2)]|?) = J(z)Te(x) is Lipschitz continuous on the positive orthant (with con-
stant L jp. > 1),

3. X(x) is well-defined on the positive orthant,

4. A(z) is bounded (by the constant ) and Lipschitz continuous (with constant Ly) on
the positive orthant,

5. Vi L(x,\) is Lipschitz continuous on the positive orthant (with constant Ly,).

We also observe that (16), (15), AS.3 and AS.4 ensure that

Xnw S VallJg ekl < vk e, (31)

Finally, AS.8 assumes that there exists a “sufficient-descent” direction for the problem (16). Specif-
ically, the normal step is designed to reduce xn but it does not guarantee that {||cx, ||} also
converges to zero. In fact, without further assumption, the minimization of 1| c(z)||?> may end
up at a local minimizer zj,. of this function which is infeasible for the original problem because
¢(210c) # 0. The existence of such local minimizers may be caused by a singular Jacobian J(xjoc)
(in which case J(710¢)7 ¢(210c) = 0 does not imply ¢(z1,c) = 0), or by the presence of bounds since
—J(210c) T e(710¢) may then belong to the normal cone of the bound constraints at zjo.. Unfortu-
nately, convergence to such an xj,. cannot be avoided without either applying a global optimization
method to minimize i|lc(x)||?, or restricting the class of problems under consideration. Here we
follow the second approach and first note that AS.5 already ensures that J(210¢)7 ¢(210c) = 0 im-
plies ¢(x10c) = 0. Making AS.8 is motivated by the observation that descent along any direction for
problem (16) not hitting the non-negativity constraints must be limited by the bound ||d||s < 1.
Thus at least one component of dy x, say components ¢ € Z C {1,...,n}, must be equal to one
in absolute value, which implies that xn x = L Jedn k| > ||[JF cklz]|1- AS.8 then guarantees that
|[JE ck]z]l1 is not negligible with respect to ||J ck|| > oollck]|-

To maintain generality, we finally assume that the considered criticality measures are bounded.

AS.9: There exists a constant k., > 0 such that, for all z € R", wr(z) < K, and wy(z) < K.

For the special cases discussed in Sections 2.1 and 2.2, AS.9 automatically results from AS.2-AS.4,
as can be seen from (19), (27) and (31).

The next result shows our requirements on the normal step in Step 3 of the ADIC are not
excessive. This is achieved by exhibiting one particular computational scheme (a trust-region
method) which satisfies the conditions (4)—(6).
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Lemma 3.2 The normal step sy (in Step 2) can be computed using a trust-region algo-
rithm applied to minimizing 4 || c(z) || subject to (4) and (5) with [|.|| = ||]|cc and wn x = XNk
defined by (15), starting with the radius Onxn k-

Proof. Forany A < min[l,0yxn k], let spr(A) be the solution of the problem of minimizing

cF Ji.s over the constraints z+srr(A) > 0 and |[s7r(A)|l < A. Using the Lipschitz continuity

of J(x)Te(x) (with constant L jr.), we obtain that

max|ky, Lyre) A2
(32)

where &, is defined in AS.9. Now, since A < min[1, Oy xn,x], given the vector dy x solution to

(16), the vector Ady j is feasible for (4)-(5), and thus, from (15),

Lyrc
s(lle@e + sra(A) 2 = llexl) < of Jusrr(A) + =502 < f ysra(A) +

CzJ}gSTR(A> < C%Jk(AdN,k) = _XN,kA~
Hence
maX[Iiw, LJTc] maX[KJUJ’ LJTC]
2 2
It is then easy to verify that, if A <y x/ max[ky, L] then (33) gives that

C%JkSTR(A) + A? < _XN,k:A + A2, (33)

max|tw, Lyre)

C{JkSTR(A) + )

1
A2 S _§XN,I€A' (34)
Remembering (31), we may then define

XN,k } _ XN,k
max[f-iw, LJTC] max[/ﬁw, Lyre

SN,k = STR(A*) with A* = min |:]., ] S 91\[)(]\{’]€
where the last inequality, which shows that (5) holds, is derived using the bounds L. > 1 and
On > 1. Substituting this value in (34) and using (32) then yields that

2
XN,k

1 2 _ 2) < N~
(e swa) P = flewl?) < =5 My

which proves the desired conclusion (with ,, = 1/(2max[ky, Lir.]) € (0,3)), because the
radius A can then be reduced (if necessary) starting from 6y xn x until (6) holds. m|

The previous result implies that the normal step can be computed using a trust-region al-
gorithm for minimizing 1|/c(x)||? subject to (4) and (5), |.|| = || - |l and imposing that the
trust-region solution str(A) satisfies

tlle(an + sTr(A)I® < $llerll* — $xwr(A).

Our analysis now proceeds by studying the behaviour of the Lyapunov function (11) for iter-
ations using normal and tangential steps (indexed by k, and k., respectively), before combining
the results and deriving global rates of convergence of (wr k + ||cx]|) to zero along the sequences
{k:}, {k,} and, finally, {k}. For brevity, we define the abbreviated notations

b(@) (e, Nz)) and N, = (). (35)
We also observe that (12) and (13) ensure that, for AT = X(x),
VoL A1) = g(x) +J(2)TA(x) = gr(x), (36)

where gr(z) is the orthogonal projection of g(z) onto the nullspace of J(x), and consequently,
using AS.2,
IVaL(a, AN < llg(@)]| < £q- (37)
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3.1 Descent at normal steps

We first consider the effect of normal steps on the value of the Lyapunov function ¢. We start by
a very simple observation.

Lemma 3.3 Suppose that AS.5 and AS.8 hold and that a normal step is used at iteration
k,. Then c;:u = c(xk, + SNk, ) satisfies

e = llew, Il < =R wnk, - (38)

Proof. We have from (6) that HCZ_V” < ||k, |- Then,

2llew, I lex, I = lled, 1) = lew, I+ lleg, DClex, | = llei, 1) = llew, I* = ll<i;

and therefore, using (6) and AS.8, that

7,

2
K’”wN,k',,
e, I = llew, | < e S TmEenk,

We then use this observation to deduce the following result.

Lemma 3.4 Suppose that AS.3—-AS.9 hold and that a normal step is used at iteration k,.
Define

1
kng’

Then z; = xy, + sn i, satisfies

L
P = (/fg + Ke LA)GN + (2L + L>\Lc> OJQVHw + 77:| (39)

U(ay,) — (@) < —nwnk, - (40)

Proof. We have that

Dlai) —dlan,) = vl An,) — 0@, M) 0@t L) — o A,) - (41)

Ay Ay

Now consider A, and A, separately. Using the Lipschitz continuity of Vﬂp(x,X) (p is fixed
n (39)) and (38), we obtain that

Ag = iﬁ(l":u,xk ) — ¥(xk, ,)\k )
= Lz} Ak,) — L@k, Ax,) + p(lled, 1| = llew, ) (42)
< (VmL(xk,,a/\k,,)TsN,k, + 73 — prRé WN K,
with

L
3] < 7L||8N,kVH2-
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We now invoke the Cauchy-Schwartz inequality, (37) and (5) to deduce that

-~ R LL
Ay < ||V L@k, Ao 8k, | — P%ﬁ WN.k, + 7H8N,ky||2

L

< kgl || = prn o, + 2 s (43)
L

< ”ganN,kV — p"inng,k,, —+ 7L9]2VW12V7I%-

Using now the definition of Ay in (41), AS.6, the Lipschitz continuity of X and ¢ and AS.3
then yields that

o~ o~

Ax =P Aay)) — () Ma,))
< (llew |+ lle, = er, D IAE = A, |l
< Ly llsw il llew, | + LaLellsn ok, |I?
< L, QNKVCWNJCV + L,\Lcefvw?\,)ku

and thus, summing (43) and (44), that
() — (e,

02 L
< —pndWn g, + KgONWN K, + L ke ONWN K, + ( N2 Ly 912VL)\LC> Wi k,
03 L1,
2

< —prnéwn g, + (kgfn + Lx ke On) wn g, + ( + Q?VLALC> Kw WN &, »

where we have used AS.9 to deduce the second inequality. The bound (40) then follows from
(39).
O

Note that, should sy belong to the range space of Ji, the first term in the last right-hand side
of (42) vanishes and 4 disappears from (43) and, consequently, from (39).

3.2 Descent at tangential steps

We now turn to considering the effect of tangential steps.

Lemma 3.5 Suppose that AS.4-AS.8 hold. Then

(1) = (2 ) < =KDk, WF g+ Fan OF W7 - (45)
where

B01 Ly

92
Kian = [ZT (LL + ch) + BOnOT (LL +ryLy + pLJ)] + +607L.Ly. (46)

Proof. Asin (41), we now have that

o~

V(@ 1) = () = Ylan M) = S N+ $(@n, 41, A1) — (e, 1, M) - (47)

Ay Ax

The Lipschitz continuity of V4 (z, X), (11) and (35) give that

~ . L
Ay = Vo L(x) N ) sk, + 1o+ plllck,+1ll = llgf ) with  |ro| < 7L||ST,kT||2~ (48)
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Equation (8) gives
le(@r,+ )|l = lle(@,) = Tr sn, + (I = I, )Tk, + 71
<N I+ el + 19 = T sz, |
<N+ lrall + Zallsw e, sz, |
with [|71]| < L2 |ls7k, [|>. Now [|sn .k, || is either zero (if k, ¢ {k,}) or, using (3) for k.,
Wk, < Bar g, Wk,

and thus
sk || < Onwng, < BOnoar k. wrk,, (49)

so that, whether k. € {k,} or not, using (10),

62.L,
2

e )] — et )] < ( n BGNHTLJ> o . (50)

Now differentiating L with respect to its first argument and using the Lipschitz continuity of
V. L with respect to this first argument, AS.4, (8) and the Lipschitz continuity of A gives that

VzL(:ci,;\\i)TsTJﬁT = (VxL(l’;T,X;T)TST,kT — vxL(zkﬂX;;)TST,k,—>
+ (va(kaa}\\Z_T)TST,kT - VmL(%,XkT)TST,kT)
+ 912 STk, + Xﬂ Ik, ST k.
= (VaL(af N sk, = VLl M) stk )
+ ((X:T)TJkT — XET JkT)TST,kT + ngT STk, + ng Jk, STk,
< (LL + KJL/\) lsn e, || 187, || + g]{TSTJcT + Xﬂ Ji, STk,
< g stk + 5(LL + K,IL)\)QNQTCV%’]CTW%JCT

where the last inequality results from (8) and (49). Hence we obtain from (48), (9), (10) and
(50) that

02 L.
Ap < gl srr, +10+p ( Lo ,BeNeTLJ> 0% e, + BONOr (Lo + Ky L3 o wh

92
< gt srk, + (QT (Lr + pLc) + BONOT (LL +ryLly+ PLJ)) aF p WF k.

92
< —Rpar g, Wi, + (2T (Lt + pLc) + BONOT (LL +ryLy+ PLJ>) g, W
(51)
Now, we may use the Lipschitz continuity of A and ¢, inequality (6), the Cauchy-Schwartz
inequality, and AS.8 to deduce that

Ax=ch (M1 —AL)
= (ch41 = ) N1 = A ) + ()" ko1 = A)
< e M AR 1 = N+ w1 — ¢ AR+ = Al (52)

< llew, Ik 41 = AL+ llew,+1 = & Ak +1 = AL

Ly
Zwn i, 157k, | + LeLallsTok, |-

RS

AN
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Again using (3) for k € {k;}, (10) and (49), we obtain that

BOr Ly
2 2 2 2 2
AA S f O[T7k7_wT7k.T + GTLCL)\O(T,kTwT,k‘T'

Thus, summing A, and Ay, we deduce that

92
(k1) —Y(z) ) < =Kok, Wiy + (ZT(LL + ch) + BONOT (LL + kgL + PLJ>> 0F ) Wik,

n <59TLA

2 2 2
+ HTLCL)\) OéT,k‘T wT,kT

and (45) follows. a

Observe that the second term in the bracket of (46) only appears when k, € {k,}. The bound
(45) quantifies the effect of tangential steps on the Lyapunov function, and its right-hand side
involves a first-order (descent) term and a second-order perturbation term. We now derive crucial
bounds on these terms, using the fact that I'y is not updated at normal iterations.

Lemma 3.6 Suppose that AS.2 and AS.5 hold. If we denote
n

2
o 0, Fk7+1 = Fkr =+ Wrk.s OTk = )
VA + Fk7+1

then, for all 79 < 71,

Ty

. 2 1 Fkrﬁl _
D o, Whyy > Ve [T+ =2 =0yl (53)
T=To
T1 F
> afy, why, <n° log (1 + k?“) . (54)
T=T0o

Proof. Let wy, 41 = \/T'k,,, +<. The definition of ar ., in (2) implies that

T1

2
E ATk, WT k.. E ——
= T=To <+ Fkr+1

T=T0

=T T+1 T
T1 2 2
=7 Z wk7—+1 W,
T=To k7‘+1 + wkﬂ'
T1

= Z (wk7+1 - wkf)

T=T0

= (W, 1a = Whyy ).

Now observe that, using Iy, =0,

Wy y1 = Wk = \/Q + Fk71+1 - \/C + ka = \/g + Fk71+1 - \ﬁ’
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which then gives (53). Using the concavity and the increasing nature of the logarithm, we also
have from (2) that

2
2 wT,kT o 772 Fk7+1 - Fk
S+ Tk 11 e

0F p Wh g =1 = < [log(s + Tk, ,,) —log(s + T'x,)] -

Summing for 7 € {79, ..., 71} then yields that

T1
> afy wiy, <P [log(s + Tk, ,,) — log(s + Tx,,)] ,

T=T0

and (54) follows, again using I'y, = 0. ]

3.3 Telescoping sum

Having considered the impacts of tangential and normal steps separately, we now combine them
to derive a crucial inequality.

Lemma 3.7 Suppose that AS.0-AS.8 hold. Then, for any 74 > 0 and any vy > 0,

/ Iy - K Iy
1+ #4»1 + w < K/gap + tan lO (1 + f1+1> , 55
S ,;0 Mok = Kir\/S & S (55)

(1 +Y(xo) + Kekr + phe — fiow) -

where

1
Kgap = ——=
gap n/ft\/g

Proof.  Consider & > 0. Then, defining minlk,,, k] = 0 and max[k,,, k.| = k, we have
that I'y, =0 and we may apply Lemma 3.6. Combining (45), (53) and (54), we obtain that

T1

T I
3 ($lan) = 0l S mreE w51~ P log (1 + g) . (56)

T=T0

Also considering (40) and observing that ;7 = 1 when k € {k,} \ {k-} and z; = 24, when
k € {k;}\ {k,} therefore yields that

G(@pi) — (o) = Y (W(an, 1) —(@)) + Y (V(af) — v(aw,))

Ty “ Th.
S /s — nre/S |1+ % — 0 Y Wk, + 7K log <1 + ;H>

vV=ro

Tk, i - |
< VS = EeV/S |1+ % — MRS D Wk, F K L0g (1 + ;) :

v=ug

(57)
where we used the facts that x;,/S < 1 and n < 1. Using now (11), (35), the Cauchy-Schwartz
inequality, the boundedness of A(x), AS.1 and AS.3, we have that

U(zhr1) = Y(X0) = MKV 2 fiow — Kekin — prc — ¥(20) — 1hiy/S . —1KV/S Ky,
so that (57) implies (55). O
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3.4 Tangential complexity

Lemma 3.7 implies upper bounds for both I'y; and wy,,,. We now exploit the first of these to
derive the rate of convergence for tangential steps proper, after establishing a useful technical
result.

Lemma 3.8 Suppose that at < b+ ¢ log(t) for ¢ > 1 and a, ¢ > 0. Then,
26 2c 2c
t<Z 4 Zlog (=) — 1.
a a a

Proof. See [1, Lemma 3.2]. O

Lemma 3.9 Suppose that AS.0-AS.9 hold. Then, for any 7 > 0,

def 4K’tan 4K/tan
+7T < =2 + —22 1 — ) q 58
Vot T S Ar = 2hapVot = [Og <nt\ﬁ> ] (58)

and

§ Z (wT,kT + HCkTH) < Z (wT,k;, +WN,k.,) < kpvm+1 (1 + Bn) . (59)

T=To T=To

Proof. The bound (55) implies that

L'y K Ty 2K Ty
1 + T1+1 < K . + tan lO (1 + 7'1+1> — K . + tan 10 1 + T1+1
¢ — vgap /’it\ﬁ g < gap ”it\ﬁ g
Using Lemma 3.8 with
r 2
= g1 4 —hmt , a=1, b=k, and Fan

we then obtain that

— 'y 4k 4k
F — 1 T1+1 < 2 ) tan 1 tan _ 1 )
St Lk Ve * s \ﬁ{ Foaar + Kt\/S {Og(ﬁt\ﬁ) }}

This is (58). We may now invoke the inequality

k
» a;<VE+1
j=0

for nonnegative {a; }?zo to deduce from the definition of T'y_ and (58) that

Z wrg, < V11 t+1

T=T0

Z w%,k.r =vm+1,/Tk 1 <vVm+1,/c+Tk 11 <Vm+1lkr.

T=T0

(60)
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Using the switching condition (3) and the first part of (14), we then deduce that, whether k.,
belongs to {k,} or not,

T1 T1 T1
kry/T1 + 1
Z WNE, < Z Bar k. wr g, < 6@ Z wrk, < M

Ve
T=T0 T=T0 T=To

Summing this bound with (60) then gives the second inequality of (59). The first results from
AS.8. m

3.5 Normal complexity

We now exploit the bound on wy j, stated in Lemma 3.7 to analyze the complexity of the subse-
quence of normal iterations. We first show that the sum of the norms of constraint violations is
bounded.

Lemma 3.10 Suppose that AS.0-AS.9 hold. Then, for any vy > 0,

V1 V1
€Y lenl <€ wvk, <k, (61)

V=rgp vV=rgn

where

2
KN = Kgap + Kian 10g (1 + KCT) . (62)

Proof. The bound (55) ensures that

151 1’\
Z wN,k:V S K:gap + Htan IOg (1 + k’rlﬂ) ? (63)
S

vV=rgp

where k., is the index of the last tangential iteration before k,,. Substituting the bound (58)
in this inequality then gives the second inequality of (61), the first resulting again from AS.8.
O

This allows us to derive boundedness of a combined primal and dual criticality measure.

Lemma 3.11 Suppose that AS.0-AS.9 hold. Then, for any v; > 0,

vy

£ (et D (onwreme) <mn (1+55). o0

v=vo,k, Z{k:} v=vo,k, &{k:}

Proof.  Using the switching condition (3) for k, & {k.}, we obtain that, for such k, with
ve{vy,...,1}
WN,k, > ﬂaT,kuwTJ%. (65)

As in the previous lemma, let k., be the index of the last tangential iteration before k,,. Thus
using (58),

arp, = ——b— > L

, S+ Tk, KT
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Substituting this bound in (65), we find that, for v € {vg,..., 11},

WN .k, = @UJT,I@- (66)
KT
With (61), this implies that
Z Wrk, < mr WN K, < ENET
V=V V=V ﬁ’r]
0 0
Summing this bound with (61) and using AS.8 gives (64). O

3.6 Combined complexity

We finally assemble the pieces of the puzzle to derive our main result on the global rate of con-
vergence of the ADIC algorithm.

Theorem 3.12 Suppose that AS.0-AS.9 hold. Then, for any k& > 0,

x>

1 KADIC.1 KADIC,2 1
1 , 1) < : =0 == o7
1Z<wT,j+||CJ||>—m+ kE+1 (\/m>7 (67

Jj=0

where

KADIC, 1 = f <1 + ﬂ\/Z) and KADIC, 2 = Iz_ (]_ + ﬂn>

Proof. Consider iterations of both types (tangential and normal) from 0 to k by defining
min[k,,, k-] = 0 and max[k,,, k-,] = k (as in Lemma 3.7). We then obtain, by combining (59)
and (64), that

k " .
Z(WT,j + ”CJ” = Z (UJTJ@., + ||Ck7||) + Z ( ) )
j=0 T=To v=vo ey @k}

VT (1 ) (14 5).

where we used the inequalities 7 < k;, < k and k,, < k. The bound (67) is finally obtained
by dividing both sides by k + 1. ]

Remarkably, Theorem 3.12 implies that obtaining an e-approximate first-order critical point, that
is an iterate zj, such that wr j+||c;|| < €, requires at most O(e~?) iterations of the ADIC algorithm,
a complexity which is, in order, the same as that of steepest-descent and Newton’s methods on
unconstrained problems [5, Theorems 2.2.2 and 3.1.1].

4 Numerical illustration

We now illustrate the behaviour of three variants of the ADIC algorithm on problems from the
CUTEst [11] collection as provided in Matlab by S2MPJ [14]. All nonlinear optimization problems
in the collection involving general constraints and at most 200 variables were considered, leading
to a test set of 312 problems. The algorithmic variants are defined as follows.
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e The first variant (ADIC-LP) follows Section 2.1 and computes the dual criticality measure
and tangential step using the linear optimization subproblems (18) and (20), respectively.

e The second variant (ADIC-BK) again follows Section 2.1 and computes the dual criticality
measure using (18), but then uses the simple formula (21) to define the tangential step.

e The third variant (ADIC-PR) uses the projection approach of Section 2.2, in which the dual
criticality is given by (25) and the tangential step is defined by (26).

All three variants have been (trivially) extended to handle general lower and upper bounds on
the variables (instead of mere non-negativity constraints), thereby making them applicable to
general constrained problems (after transformation of inequality constraints into equalities and
the introduction of slack variables, if needed).

Because the variants use different criticality measures, a uniform (external) termination cri-
terion was implemented in order to enforce comsistency in the comparison. For all variants, a
problem was considered solved as soon as

X1k < 10~* and XNk < 10_57

where xr and xnx are defined in (17) and (15), respectively. Note that this accomodates
the (unfortunate but unavoidable) case where an infeasible minimizer of the equality constraint’s
violation is found (the bound constraints are satisfied throughout the algorithms). This situation is
excluded from our theoretical analysis by AS.8 but does occur in practice. A maximum number of
50000 iterations and a 3600 seconds time limit were imposed. Finally, the algorithmic parameters
were chosen as

¢=107% n=2, 6p=1, Oy=5, k,=10"2 and § =10

We first report on a set of experiments in which the gradients used by the three variants were
exact. To summarize the results, we computed three performance statistics: efficiency in terms of
iterations, efficiency in terms of CPU time needed and reliability. The latter, which we denote by
”Rel” in what follows, is simply computed as the percentage of successfully solved problems. For
the two first efficiency statistics, we follow the approach of [18] and compute, for each variant, the
area below the relevant curve in a performance profile comparing the three variants, truncated at
a “ratio to best performance” equal to 10. The iteration-based statistic is denoted by “Iters” and
the CPU-based one by “Time”. Values of these statistics should be as close to one as possible.
Results are presented in Table 1. The corresponding iteration and CPU performance profiles are
shown in Figure 1.

Variant Iters | Time | Rel

ADIC-LP | 0.54 | 0.57 | 68.27
ADIC-BK | 0.43 | 0.48 | 61.54
ADIC-PR | 0.61 | 0.59 | 71.15

Table 1: Efficiency and reliability statistics for three variants of ADIC on 312 constrained CUTEst
problems (noiseless gradients)

Table 1 and Figure 1 indicate that the projection-based ADIC-PR clearly outperforms both
ADIC-LP and ADIC-BK, on all 3 statistics. The dominance of ADIC-PR over ADIC-LP in CPU
time is however marginal, despite the fact that two linear optimization subproblems must be
solved at each iteration of ADIC-LP, against a single projection subproblem for ADIC-PR. The
ADIC-BK variant, which only requires the solution of a single linear optimization problem per
iteration, remains slower mostly because it typically needs more iterations than other variants per
successfully solved problem.

We finally show that our claim that OFFO methods are reliable in the presence of noise is
vindicated in practice. To analyze this, we considered the subset of our problems by keeping those
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Iterations (312 problems) CPU (312 problems)
T T T T T ' T T T T T

o —ADIC-LP [ oif- —ADIC-LP
— ADIC-BK — ADIC-BK
—ADIC-PR —ADIC-PR

: : s . g g g 0 o % : s . E g ; 0 g 0

Figure 1: Tteration (left) and CPU time (right) performance profiles for three variants of ADIC on
312 constrained CUTEst problems (noiseless gradients)

Variant 0% 5% 15%  25%  50%
ADIC-LP | 81.78 74,55 7285 73.14 72.73
ADIC-BK | 74.09 69.11 67.11 65.77 59.37
ADIC-PR | 89.88 77.79 74.82 72.57 67.19

Table 2: Reliability statistics for three variants of ADIC on 247 constrained CUTEst problems for
relative random Gaussian noise levels of 0%, 5%, 15%, 25% and 50% on the objective function’s
gradient

that were solved in the absence of noise by at least one variant, giving a set of 247 test problems.
We then added relative random Gaussian® noise of increasing magnitude (5%, 15%, 25% and
50%) to the gradients of the objective function and ran each problem 20 times independently,
with x7, < 1073 and XNk < 10~3. We then computed the total reliability of our three variants
on the resulting 4940 runs for each of the 5 noise levels. The results are presented in Table 2. They
show an impressive stability for increasing noise levels, and indicate that, in our view remarkably,
ADIC is capable of handling very substantial perturbations of the gradient of the objective function
(50% relative noise results in barely one significant digit in the gradient) for a reasonable accuracy
requirement. It is also interesting to note that ADIC-LP becomes marginally more reliable than
ADIC-PR for large noise levels.

5 Conclusions and perspectives

We have proposed a new OFFO algorithm for the solution of smooth optimization problems,
with excellent stability in the presence of noise on the objective function’s gradient. This ”trust-
funnel” algorithm uses adaptive switching between a normal step (reducing constraint violation),
and tangential steps (improving dual optimality), the latter being inspired by the AdaGrad-norm
algorithm [8, 22] for unconstrained problems. We have also provided a full analysis of the method’s
worst-case iteration complexity, showing that its global rate of convergence is, for problems with
full-rank Jacobians, identical in order to the (optimal) rate of steepest-descent and Newton’s
method on unconstrained problems. This also provides an evaluation complexity for evaluations
of the objective function’s gradient, because each iteration requires a single gradient computation.
Evaluation complexity for the constraint function and Jacobian is not direct and depends on the
algorithm used in the normal step. We have finally conducted illustrative numerical experiments

2With zero mean and unit variance.
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suggesting that the algorithm’s performance and reliability are satisfactory (although admittedly
not state-of-the-art) on noiseless problems, but that its reliability in the presence of significant
noise on the objective function’s gradient is very remarkable.

Many questions remain for further investigation, including the incorporation of second-order
information, should it be available, a component-wise version of the algorithm (closer to AdaGrad
as opposed to AdaGrad-norm) and a full stochastic complexity analysis. These topics are the
subject of ongoing research. Exploiting the independent structure of normal and tangential steps
to allow for specific preconditioning of the normal step and relaxing the full-rank assumption on
the Jacobians are also of interest.
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Proof of Lemma 3.1

We prove the five statements Lemma 3.1 for arbitrary z,y > 0.
1. That ¢(z) is Lipschitz continuous with constant L. = k; directly follows from AS.4.
2. We have, from AS.3, AS.4 and AS.7 that

9@ @) = 30wl = | (360) = 7)) ) + I6)7 (c60) <o)
< (keLly + KyLe)llz =yl
= (eLy + w3z =yl

yielding L jpr. = max[l,kc.Ly + 53]

3. Define A(z) = J(x)J(x)”. AS.5 then implies that A(x) is (symmetric) positive-definite with smallest eigen-
value bounded below by o2. As a consequence, A(z) is well defined by (13).

4. Moreover, AS.2 and AS.4 then imply that

~ KgKkJ
@) < =45,
90

yielding k) = ngnj/ag. ‘We have also, using AS.4 and AS.7, that

I4) = AW < @) = 70) 7T + 560 (360) = 50) | < 20sL e ol
from which we deduce that

4@ = 4w~ = 4@ (46 - A6) a0~ | < Z

e = yll.
We also have that
17@)9(@) = Je )l = || (1) = Tw)) 9(@) + ) (9(2) = 9W)) | < (kgL + raLo)lle ~ vl
where we used AS.2, AS.4, AS.6 and AS.7. Therefore, using (13),
I3@) =Xl = [[(A@) ™" = AW ™) I@9(@) + A~ (J@)e(@) — TW)9®)) |

1 [2kgr2Ly
) <gU§’ +rgLy+ HJLg> llz —yll,
0 0

IN

yielding Ly = ((2ng/i2JLJ)/o'(2) +KgLy+ HJL9>/08.
5. Finally, we obtain that, for any A such that ||| < kj,
T
IVeLi@,\) = Vy Ly, M = [|o@) = 9w) + (J@) = J@) "A|| < (Lo + maLo) o =yl

yielding Ly, = Ly + kyLy = Lg + /ignJLJ/cr%A
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